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Understanding and using the Node Failover
Planning page

The Performance/Node Failover Planning page estimates the performance impact on a

node if the node’s high-availability (HA) partner node fails. Unified Manager bases the

estimates on the historical performance of the nodes in the HA pair.

Estimating the performance impact of a failover helps you to plan in the following scenarios:

• If a failover consistently degrades the takeover node’s estimated performance to an unacceptable level,

you can consider taking corrective actions to reduce the performance impact due to a failover.

• Before initiating a manual failover to perform hardware maintenance tasks, you can estimate how the

failover affects the performance of the takeover node in order to determine the best time to perform the

task.

Using the Node Failover Planning page to determine
corrective actions

Based on the information that is displayed in the Performance/Node Failover Planning

page, you can take actions to ensure that a failover does not cause the performance of

an HA pair to drop below an acceptable level.

For example, to reduce the estimated performance impact of a failover, you can move some volumes or LUNs

from a node in the HA pair to other nodes in the cluster. Doing so ensures that the primary node can continue

to deliver acceptable performance after a failover.

Components of the Node Failover Planning page

The components of the Performance/Node Failover Planning page are displayed in a grid

and in the Comparing pane. These sections enable you to assess the impact of a node

failover on the performance of the takeover node.

Performance statistics grid

The Performance/Node Failover Planning page displays a grid containing statistics for latency, IOPS,

utilization, and performance capacity used.

Latency and IOPS values displayed in this page and in the Performance/Node Performance

Explorer page might not match because different performance counters are used to calculate

the values to predict node failover.

In the grid, each node is assigned one of the following roles:

• Primary

The node that takes over for the HA partner when the partner fails. The root object is always the Primary

node.
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• Partner

The node that fails in the failover scenario.

• Estimated Takeover

The same as the Primary node. Performance statistics displayed for this node show the takeover node’s

performance after it takes over the failed partner.

Although the workload of the takeover node is equivalent to the combined workloads of both

nodes after a failover, the statistics for the Estimated Takeover node are not the sum of the

statistics of the Primary node and the Partner node. For example, if the latency of the Primary

node is 2 ms/op and the latency of the Partner node is 3 ms/op, the Estimated Takeover node

might have a latency of 4 ms/op. This value is a calculation that Unified Manager performs.

You can click the name of the Partner node if you want it to become the root object. After the

Performance/Node Performance Explorer page is displayed, you can click the Failover Planning tab to see

how performance changes in this node failure scenario. For example, if Node1 is the Primary node and Node2

is the Partner node, you can click Node2 to make it the Primary node. In this way, you can see how the

estimated performance changes depending on which node fails.

Comparing pane

The following list describes the components displayed in the Comparing pane by default:

• Events charts

They are displayed in the same format as those in the Performance/Node Performance Explorer page.

They pertain to the Primary node only.

• Counter charts

They display historical statistics for the performance counter shown in the grid. In each chart, the graph for

the Estimated Takeover node shows the estimated performance if a failover had occurred at any given

time.

For example, suppose the Utilization chart shows 73% for the Estimated Takeover node at 11 a.m. on

February 8. If a failover had occurred at that time, the utilization of the takeover node would have been

73%.

The historical statistics help you find the optimal time for initiating a failover, minimizing the possibility of

overloading the takeover node. You can schedule a failover only at times when the predicted performance

of the takeover node is acceptable.

By default, statistics for both the root object and the partner node are displayed in the Comparing pane. Unlike

in the Performance/Node Performance Explorer page, this page does not display the Add button for you to add

objects for statistics comparison.

You can customize the Comparing pane in the same way as you do in the Performance/Node Performance

Explorer page. The following list shows examples of customizing the charts:

• Click a node name to show or hide the node’s statistics in the Counter charts.

• Click Zoom View to display a detailed chart for a particular counter in a new window.
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Using a threshold policy with the Node Failover Planning
page

You can create a node threshold policy so that you can be notified in the

Performance/Node Failover Planning page when a potential failover would degrade the

performance of the takeover node to an unacceptable level.

The system-defined performance threshold policy named “Node HA pair over-utilized” generates a warning

event if the threshold is breached for six consecutive collection periods (30 minutes). The threshold is

considered breached if the combined performance capacity used of the nodes in an HA pair exceeds 200%.

The event from the system-defined threshold policy alerts you to the fact that a failover will cause the latency of

the takeover node to increase to an unacceptable level. When you see an event that is generated by this policy

for a particular node, you can navigate to the Performance/Node Failover Planning page for that node to view

the predicted latency value due to a failover.

In addition to using this system-defined threshold policy, you can create threshold policies by using the

“Performance Capacity Used - Takeover” counter, and then apply the policy to selected nodes. Specifying a

threshold lower than 200% enables you to receive an event before the threshold for the system-defined policy

is breached. You can also specify the minimum period of time for which the threshold is exceeded to less than

30 minutes if you want to be notified before the system-defined policy event is generated.

For example, you can define a threshold policy to generate a warning event if the combined performance

capacity used of the nodes in an HA pair exceeds 175% for more than 10 minutes. You can apply this policy to

Node1 and Node2, which form an HA pair. After receiving a warning event notification for either Node1 or

Node2, you can view the Performance/Node Failover Planning page for that node to assess the estimated

performance impact on the takeover node. You can take corrective actions to avoid overloading the takeover

node if a failover does happen. If you take action when the combined performance capacity used of the nodes

is under 200%, the takeover node’s latency does not reach an unacceptable level even if a failover happens

during this time.

Using the Performance Capacity Used Breakdown chart for
failover planning

The detailed Performance Capacity Used - Breakdown chart shows the performance

capacity used for the Primary node and the Partner node. It also shows the amount of

free performance capacity on the Estimated Takeover node. This information helps you

determine whether you might have a performance issue if the partner node fails.

About this task

In addition to showing the total performance capacity used for the nodes, the Breakdown chart breaks the

values for each node into user protocols and background processes.

• User protocols are the I/O operations from user applications to and from the cluster.

• Background processes are the internal system processes involved with storage efficiency, data replication,

and system health.

This additional level of detail enables you to determine whether a performance issue is caused by user

application activity or background system processes, such as deduplication, RAID reconstruct, disk scrubbing,
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and SnapMirror copies.

Steps

1. Go to the Performance/Node Failover Planning page for the node that will serve as the Estimated

Takeover node.

2. From the Time Range selector, choose the period of time for which the historical statistics are displayed in

the counter grid and counter charts.

The counter charts with statistics for the Primary node, Partner node, and Estimated Takeover node are

displayed.

3. From the Choose charts list, select Perf. Capacity Used.

4. In the Perf. Capacity Used chart, select Breakdown and click Zoom View.

The detailed chart for Perf. Capacity Used is displayed.

5. Move the cursor over the detailed chart to view the performance capacity used information in the popup

window.

The Perf. Capacity Free percentage is the performance capacity available on the Estimated Takeover

node. It indicates how much performance capacity is left on the takeover node after a failover. If it is 0%, a

failover will cause the latency to increase to an unacceptable level on the takeover node.

6. Consider taking corrective actions to avoid a low performance capacity free percentage.

If you plan to initiate a failover for node maintenance, choose a time to fail the partner node when the
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performance capacity free percentage is not at 0.
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