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Performance monitoring of MetroCluster
configurations

Unified Manager enables you to monitor the write throughput between clusters in a

MetroCluster configuration to identify workloads with a high amount of write throughput. If

these high-performing workloads are causing other volumes on the local cluster to have

high I/O response times, Unified Manager triggers performance events to notify you.

When a local cluster in a MetroCluster configuration mirrors its data to its partner cluster, the data is written to

NVRAM and then transferred over the interswitch links (ISLs) to the remote aggregates. Unified Manager

analyzes the NVRAM to identify the workloads whose high write throughput is overutilizing the NVRAM,

placing the NVRAM in contention.

Workloads whose deviation in response time has exceeded the performance threshold are called victims and

workloads whose deviation in write throughput to the NVRAM is higher than usual, causing the contention, are

called bullies. Because only the write requests are mirrored to the partner cluster, Unified Manager does not

analyze read throughput.

Unified Manager treats the clusters in a MetroCluster configuration as individual clusters. It does not

distinguish between clusters that are partners or correlate the write throughput from each cluster.

Volume behavior during switchover and switchback

Events that trigger a switchover or switchback cause active volumes to be moved from

one cluster to the other cluster in the disaster recovery group. The volumes on the cluster

that were active and serving data to clients are stopped, and the volumes on the other

cluster are activated and start serving data. Unified Manager monitors only those

volumes that are active and running.

Because volumes are moved from one cluster to another, it is recommended that you monitor both clusters. A

single instance of Unified Manager can monitor both clusters in a MetroCluster configuration, but sometimes

the distance between the two locations necessitates using two Unified Manager instances to monitor both

clusters. The following figure shows a single instance of Unified Manager:
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The volumes with p in their names indicate the primary volumes, and the volumes with b in their names are

mirrored backup volumes that are created by SnapMirror.

During normal operation:

• Cluster A has two active volumes: Vol1p and Vol2p.

• Cluster B has two active volumes: Vol3p and Vol4p.

• Cluster A has two inactive volumes: Vol3b and Vol4b.

• Cluster B has two inactive volumes: Vol1b and Vol2b.

Information pertaining to each of the active volumes (statistics, events, and so on) is collected by Unified

Manager. Vol1p and Vol2p statistics are collected by Cluster A, and Vol3p and Vol4p statistics are collected by

Cluster B.

After a catastrophic failure causes a switchover of active volumes from Cluster B to Cluster A:

• Cluster A has four active volumes: Vol1p, Vol2p, Vol3b, and Vol4b.
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• Cluster B has four inactive volumes: Vol3p, Vol4p, Vol1b, and Vol2b.

As during normal operation, information pertaining to each of the active volumes is collected by Unified

Manager. But in this case, Vol1p and Vol2p statistics are collected by Cluster A, and Vol3b and Vol4b statistics

are also collected by Cluster A.

Note that Vol3p and Vol3b are not the same volumes, because they are on different clusters. The information in

Unified Manager for Vol3p is not the same as Vol3b:

• During switchover to Cluster A, Vol3p statistics and events are not visible.

• On the very first switchover, Vol3b looks like a new volume with no historical information.

When Cluster B is repaired and a switchback is performed, Vol3p is active again on Cluster B, with the

historical statistics and a gap of statistics for the period during the switchover. Vol3b is not viewable from

Cluster A until another switchover occurs:

• MetroCluster volumes that are inactive, for example, Vol3b on Cluster A after switchback,

are identified with the message “This volume was deleted”. The volume is not actually

deleted, but it is not currently being monitored by Unified Manager because it is not the

active volume.

• If a single Unified Manager is monitoring both clusters in a MetroCluster configuration,

volume search returns information for whichever volume is active at that time. For example,

a search for “Vol3” would return statistics and events for Vol3b on Cluster A if a switchover

has occurred and Vol3 has become active on Cluster A.
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