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Managing performance using performance
capacity and available IOPS information

Performance capacity indicates how much throughput you can get out of a resource
without surpassing the useful performance of that resource. When viewed using existing
performance counters, performance capacity is the point at which you get the maximum
utilization from a node or aggregate before latency becomes an issue.

Unified Manager collects performance capacity statistics from nodes and aggregates in each cluster.
Performance capacity used is the percentage of performance capacity that is currently being used, and
performance capacity free is the percentage of performance capacity that is still available.

While performance capacity free provides a percentage of the resource that is still available, available IOPS
tells you the number of IOPS that can be added to the resource before reaching the maximum performance
capacity. By using this metric, you can be sure that you can add workloads of a predetermined number of IOPS
to a resource.

Monitoring the performance capacity information has the following benefits:

« Assists with workflow provisioning and balancing.

* Helps you prevent overloading a node or pushing its resources beyond the optimal point, thus reducing the
need to troubleshoot.

* Helps you determine with greater precision where additional storage equipment might be needed.

What performance capacity used is

The performance capacity used counter helps you to identify whether the performance of
a node or an aggregate is reaching a point where the performance might degrade if the
workloads increase. It can also show you if a node or aggregate is currently being
overused during specific periods of time. Performance capacity used is similar to
utilization, but the former provides more insight about the available performance
capabilities in a physical resource for a specific workload.

The optimal used performance capacity is the point at which a node or an aggregate has optimal utilization and
latency (response time), and is being used efficiently. A sample latency versus utilization curve is shown for an
aggregate in the following figure.
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In this example, the operational point identifies that the aggregate is currently operating at 50% utilization with
latency of 1.0 ms/op. Based on the statistics captured from the aggregate, Unified Manager determines that
additional performance capacity is available for this aggregate. In this example, the optimal point is identified
as the point when the aggregate is at 80% utilization with latency of 2.0 ms/op. Therefore, you can add more
volumes and LUNSs to this aggregate so that your systems are used more efficiently.

The performance capacity used counter is expected to be a larger number than the “utilization” counter
because performance capacity adds in the impact on latency. For example, if a node or aggregate is 70%
used, the performance capacity value may be in the 80% to 100% range, depending on the latency value.

In some cases, however, the utilization counter may be higher on the Dashboard page. This is normal because
the dashboard refreshes the current counter values at each collection period; it does not display averages over
a period of time like the other pages in the Unified Manager user interface. The performance capacity used
counter is best used as an indicator of performance averaged over a period of time, whereas the utilization
counter is best used for determining the instantaneous usage of a resource.

What the performance capacity used value means

The performance capacity used value helps you identify the nodes and aggregates that
are currently being overutilized or underutilized. This enables you to redistribute
workloads in order to make your storage resources more efficient.

The following figure shows the latency versus utilization curve for a resource and identifies, with colored dots,
three areas where the current operational point could be located.
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* A performance capacity used percentage equal to 100 is at the optimal point.

Resources are being used efficiently at this point.

» A performance capacity used percentage above 100 indicates that the node or aggregate is overutilized,
and that workloads are receiving sub-optimal performance.

No new workloads should be added to the resource, and the existing workloads may need to be
redistributed.

» A performance capacity used percentage below 100 indicates that the node or aggregate is underutilized,
and that resources are not being used effectively.

More workloads can be added to the resource.

Unlike utilization, the performance capacity used percentage can be above 100%. There is no
maximum percentage, but resources will typically be in the 110% to 140% range when they are
being overutilized. Higher percentages would indicate a resource with serious issues.

What available IOPS is

The available IOPS counter identifies the remaining number of IOPS that can be added to
a node or an aggregate before the resource reaches its limit. The total IOPS that a node
can provide is based on the physical characteristics of the node—for example, the
number of CPUs, the CPU speed, and the amount of RAM. The total IOPS that an
aggregate can provide is based on the physical properties of the disks—for example, a

SATA, SAS, or SSD disk.

While the performance capacity free counter provides the percentage of a resource that is still available, the
available IOPS counter tells you the exact number of IOPS (workloads) can be added to a resource before

reaching the maximum performance capacity.

For example, if you are using a pair of FAS2520 and FAS8060 storage systems, a performance capacity free
value of 30% means that you have some free performance capacity. However, that value does not provide



visibility into how many more workloads you can deploy to those nodes. The available IOPS counter may show
that you have 500 available IOPS on the FAS8060, but only 100 available IOPS on the FAS2520.

A sample latency versus IOPS curve for a node is shown in the following figure.
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The maximum number of IOPS that a resource can provide is the number of IOPS when the performance
capacity used counter is at 100% (the optimal point). The operational point identifies that the node is currently
operating at 100K IOPS with latency of 1.0 ms/op. Based on the statistics captured from the node, Unified
Manager determines that the maximum IOPS for the node is 160K, which means that there are 60K free or
available IOPS. Therefore, you can add more workloads to this node so that your systems are used more

efficiently.

When there is minimal user activity in the resource, the available IOPS value is calculated
@ assuming a generic workload based on approximately 4,500 IOPS per CPU core. This is
because Unified Manager lacks the data to accurately estimate the characteristics of the

workload being served.

Viewing node and aggregate performance capacity used
values

You can monitor the performance capacity used values for all nodes or for all aggregates
in a cluster, or you can view details for a single node or aggregate.

Performance capacity used values appear in the Dashboard, Performance Inventory pages, Top Performers
page, Create Threshold Policy page, Performance Explorer pages, and in detail charts. For example, the
Performance: All Aggregates page provides a column Performance Capacity Used to view the performance
capacity used value for all aggregates.
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Monitoring the performance capacity used counter enables you to identify the following:
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» Whether any nodes or aggregates on any clusters have a high performance capacity used value

» Whether any nodes or aggregates on any clusters have active performance capacity used events

* The nodes and aggregates that have the highest and lowest performance capacity used value in a cluster

+ Latency and utilization counter values in conjunction with nodes or aggregates that have high performance

capacity used values

» How the performance capacity used values for nodes in an HA pair will be affected if one of the nodes fails

» The busiest volumes and LUNs on an aggregate that has a high performance capacity used value

Viewing node and aggregate available IOPS values

You can monitor the available IOPS values for all nodes or for all aggregates in a cluster,
or you can view details for a single node or aggregate.

Available IOPS values appear in the Performance Inventory pages and in the Performance Explorer page

charts for nodes and aggregates. For example, when viewing a node in the Node/Performance Explorer page,
you can select the “Available IOPS” counter chart from the list so you can compare the available IOPS values
for the node and multiple aggregates on that node.



Available |10PS for Node: opm-mobility-01 & Time Range | & Last7ZHours «
Event Timeline: g
opm-michility-01

& Critical Bvents
Warning Events ﬂ

@ |nformational Events

Available [OPS 14k 9P
we  Critical Threshold
Warning Threshold _— '| A
f I
&> opm-mohility-01 ||| |I || 1 | | ‘
f
@ aggr2 AL ,l| | | ||| ) B ‘|I| |r|I || |‘ |I| |||
) ! \ | |
aggrl N I |'1 |If | ||‘ | Lllll\l || |I|I ||| ||I‘ II‘I | | H ||\ ||| I| || | h'| fl'l ﬂ
E8 A | || | | | | \ |
|I | ! ‘ |H
sk Nl | ||| || N VAL | | | \ fh'n J | M !
||| || | I'I Il |/ (| \| | || J( | 1 l".f || | ;'I I|”| I|I Jit} }
‘ I iy .l ||| [ | | % y J | O Y
| |. o T Al L] | | | | | | | { V
ol | | |||I Available I0PS || [ | ,fl'|I I'I \| ti |‘ | [
\|||I| | N .'ﬂll I| I | WA 'J |u| ||'I |I III
\ | [ ",Ia’ U ?pm'mb'"w'o 4067 loPs Iv’l : | \f
4k | V ||||'I
U agarl 799 IOPS
B agor? 481 1OPS
2k 06:54 AM, Apr 11,2016
* Mon G4/11 Mon 04/11 Mon04/11 Mon 04,11
12 PM 2 FPM

&AM 10 AM

Monitoring the available IOPS counter enables you to identify:

» The nodes or aggregates that have the greatest available IOPS values to help determine where future

workloads can be deployed.
* The nodes or aggregates that have the smallest available IOPS values to identify the resources you should

monitor for potential future performance issues.
* The busiest volumes and LUNs on an aggregate that has a small available IOPS value.

Viewing performance capacity counter charts to identify

issues

You can view performance capacity used charts for nodes and aggregates on the
Performance Explorer page. This enables you to view detailed performance capacity data

for the selected nodes and aggregates for a specific timeframe.

About this task

The standard counter chart displays the performance capacity used values for the selected nodes or
aggregates. The Breakdown counter chart displays the total performance capacity values for the root object
separated into usage based on user protocols versus background system processes. Additionally, the amount

of free performance capacity is also shown.



Because some background activities associated with system and data management are
identified as user workloads and categorized as user protocols, the user protocols percentage
@ may appear artificially high when those processes run. These processes typically run around
midnight when cluster usage is low. If you see a spike in user protocol activity around midnight,
verify if cluster backup jobs or other background activities are configured to run at that time.

Steps

1. Select the Explorer tab from a node or aggregate Landing page.
2. In the Counter Charts pane, click Choose charts, and then select the Perf. Capacity Used chart.
3. Scroll down until you can view the chart.
The colors of the standard chart show when the object is in the optimal range (yellow), when the object is

underutilized (green), and when the object is overutilized (red). The Breakdown chart shows detailed
performance capacity details for the root object only.
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4. If you want to view either chart in a full size format, click Zoom View.

In this manner you can open multiple counter charts in a separate windows to compare performance
capacity used values with IOPS or MBps values over the same timeframe.

Performance capacity used performance threshold
conditions

You can create user-defined performance threshold policies so that events are triggered
when the performance capacity used value for a node or aggregate exceeds the defined
performance capacity used threshold setting.

Additionally, nodes can be configured with a “Performance capacity used takeover” threshold policy. This
threshold policy totals the performance capacity used statistics for both nodes in an HA pair to determine
whether either node would lack sufficient capacity if the other node fails. Because the workload during failover
is the combination of the two partner nodes’ workloads, the same performance capacity used takeover policy
can be applied to both nodes.

This performance capacity used equivalency is generally true between nodes. However, if there

@ is significantly more cross-node traffic destined for one of the nodes through its failover partner,
the total performance capacity used when running all workloads on one partner node versus the
other partner node could be slightly different depending on which node has failed.

The performance capacity used conditions can also be used as secondary performance threshold settings to
create a combination threshold policy when defining thresholds for LUNs and volumes. The performance
capacity used condition is applied to the aggregate or node on which the volume or LUN resides. For example,
you can create a combination threshold policy using the following criteria:

Storage object Performance Warning threshold Critical threshold  Duration
counter
Volume Latency 15 ms/op 25 ms/op 20 minutes

Combination threshold policies cause an event to be generated only when both conditions are breached for the
entire duration.

Using the performance capacity used counter to manage
performance

Typically, organizations want to operate with a performance capacity used percentage
below 100 so that resources are being efficiently used while reserving some additional
performance capacity to support peak period demands. You can use threshold policies to
customize when alerts are sent for high performance capacity used values.

You can establish specific goals based on your performance requirements. For example, financial services
firms might reserve more performance capacity to guarantee the timely execution of trades. These companies
might want to set performance capacity used thresholds in the 70-80 percent range. Manufacturing companies
with smaller margins might choose to reserve less performance capacity if they are willing to risk performance
to better manage IT costs. These companies might set performance capacity used thresholds in the 85-95



percent range.

When the performance capacity used value exceeds the percentage set in a user-defined threshold policy,
Unified Manager sends an alert email and adds the event to the Event Inventory page. This enables you to
manage potential problems before they impact performance. These events can also be used as indicators that
you need to make workload moves and changes within your nodes and aggregates.
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