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Manage drives

Turn on locator lights in a pool, volume group, or SSD
Cache

You can locate drives to physically identify all of the drives that comprise a selected pool,

volume group, or SSD Cache. An LED indicator lights up on each drive in the selected

pool, volume group, or SSD Cache.

Steps

1. Select Storage › Pools & Volume Groups.

2. Select the pool, volume group, or SSD Cache you want to locate, and then click More › Turn on locator

lights.

A dialog box appears that indicates the lights on the drives comprising the selected pool, volume group, or

SSD Cache are turned on.

3. After you successfully locate the drives, click Turn Off.

Remove capacity from a pool or SSD Cache

You can remove drives to decrease the capacity of an existing pool or SSD Cache. After

you remove drives, the data in each volume of the pool or SSD Cache is redistributed to

the remaining drives. The removed drives become unassigned and their capacity

becomes part of the total free capacity of the storage array.

About this task

Follow these guidelines when you remove capacity:

• You cannot remove the last drive in an SSD Cache without first deleting the SSD Cache.

• You cannot reduce the number of drives in a pool to be less than 11 drives.

• You can remove a maximum of 12 drives at a time. If you need to remove more than 12 drives, repeat the

procedure.

• You cannot remove drives if there is not enough free capacity in the pool or SSD Cache to contain the

data, when that data is redistributed to the remaining drives in the pool or SSD Cache.

Read about potential performance impacts

• Removing drives from a pool or SSD Cache might result in reduced volume performance.

• The preservation capacity is not consumed when you remove capacity from a pool or SSD Cache.

However, the preservation capacity might decrease based on the number of drives remaining in the

pool or SSD Cache.
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Read about impacts to secure-capable drives

• If you remove the last drive that is not secure-capable, the pool is left with all secure-capable drives.

In this situation, you are given the option to enable security for the pool.

• If you remove the last drive that is not Data Assurance (DA) capable, the pool is left with all DA-

capable drives.

Any new volumes that you create on the pool will be DA-capable. If you want existing volumes to be DA-

capable, you need to delete and then re-create the volume.

Steps

1. Select Storage › Pools & Volume Groups.

2. Select the pool or SSD Cache, and then click More › Remove capacity.

The Remove Capacity dialog box appears.

3. Select one or more drives in the list.

As you select or de-select drives in the list, the Total capacity selected field updates. This field shows the

total capacity of the pool or SSD Cache that results after you remove the selected drives.

4. Click Remove, and then confirm you want to remove the drives.

Results

The newly reduced capacity of the pool or SSD Cache is reflected in the Pools and Volume Groups view.

Enable security for a pool or volume group

You can enable Drive Security for a pool or volume group to prevent unauthorized access

to the data on the drives contained in the pool or volume group. Read and write access

for the drives is only available through a controller that is configured with a security key.

Before you begin

• The Drive Security feature must be enabled.

• A security key must be created.

• The pool or volume group must be in an Optimal state.

• All of the drives in the pool or volume group must be secure-capable drives.

About this task

If you want to use Drive Security, select a pool or volume group that is secure-capable. A pool or volume group

can contain both secure-capable and non-secure-capable drives, but all drives must be secure-capable to use

their encryption capabilities.

After enabling security, you can only remove it by deleting the pool or volume group, and then erasing the

drives.

Steps

1. Select Storage › Pools & Volume Groups.
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2. Select the pool or volume group on which you want to enable security, and then click More › Enable

security.

The Confirm Enable Security dialog box appears.

3. Confirm that you want to enable security for the selected pool or volume group, and then click Enable.

Assign hot spares

You can assign a hot spare as a standby drive for additional data protection in RAID 1,

RAID 5, or RAID 6 volume groups. If a drive fails in one of these volume groups, the

controller reconstructs data from the failed drive to the hot spare.

Before you begin

• RAID 1, RAID 5, or RAID 6 volume groups must be created. (Hot spares cannot be used for pools. Instead,

a pool uses spare capacity within each drive for its data protection.)

• A drive that meets the following criteria must be available:

◦ Unassigned, with Optimal status.

◦ Same media type as the drives in the volume group (for example, SSDs).

◦ Same interface type as the drives in the volume group (for example, SAS).

◦ Capacity equal to or larger than the used capacity of the drives in the volume group.

About this task

This task describes how to manually assign a hot spare from the Hardware page. The recommended coverage

is two hot spares per drive set.

Hot spares can also be assigned from the Initial Setup wizard. You can determine if hot spares

are already assigned by looking for drive bays shown in pink on the Hardware page.

Steps

1. Select Hardware.

2. If the graphic shows the controllers, click Show front of shelf.

The graphic changes to show the drives instead of the controllers.

3. Select an unassigned drive (shown in gray) that you want to use as a hot spare.

The drive’s context menu opens.

4. Select Assign hot spare.

If the drive is secure-enabled, the Secure Erase Drive? dialog box opens. To use a secure-enabled drive

as a hot spare, you must first perform a Secure Erase operation to remove all its data and reset its security

attributes.

Possible loss of data — Make sure that you have selected the correct drive. After

completing the Secure Erase operation, you cannot recover any of the data.

If the drive is not secure-enabled, the Confirm Assign Hot Spare Drive dialog box opens.
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5. Review the text in the dialog box, and then confirm the operation.

The drive is displayed in pink on the Hardware page, which indicates it is now a hot spare.

Results

If a drive within a RAID 1, RAID 5, or RAID 6 volume group fails, the controller automatically uses redundancy

data to reconstruct the data from the failed drive to the hot spare.

Replace drive logically

If a drive fails or you want to replace it for any other reason, and you have an unassigned

drive in your storage array, you can logically replace the failed drive with the unassigned

drive. If you do not have an unassigned drive, you can physically replace the drive

instead.

About this task

When you logically replace a drive with an unassigned drive, the unassigned drive becomes assigned and is

then a permanent member of the associated pool or volume group. You use the logical replace option to

replace the following types of drives:

• Failed drives

• Missing drives

• SSD drives that the Recovery Guru has notified you that are nearing their end of life

• Hard drives that the Recovery Guru has notified you that have an impending drive failure

• Assigned drives (available only for drives in a volume group, not in a pool)

The replacement drive must have the following characteristics:

• In the Optimal state

• In the Unassigned state

• The same attributes as the drive being replaced (media type, interface type, and so on)

• The same FDE capability (recommended, but not required)

• The same DA capability (recommended, but not required)

Steps

1. Select Hardware.

2. If the graphic shows the controllers, click Show front of shelf.

The graphic changes to show the drives instead of the controllers.

3. Click the drive that you want to logically replace.

The drive’s context menu appears.

4. Click Logically replace.

5. Optional: Select the Fail drive after it is replaced check box to fail the original drive after it is replaced.

This check box is enabled only if the original assigned drive is not failed or missing.
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6. From the Select a replacement drive table, select the replacement drive that you want to use.

The table lists only those drives that are compatible with the drive that you are replacing. If possible, select

a drive that will maintain shelf loss protection and drawer loss protection.

7. Click Replace.

If the original drive is failed or missing, data is reconstructed on the replacement drive using the parity

information. This reconstruction begins automatically. The drive’s fault indicator lights go off, and the

activity indicator lights of the drives in the pool or volume group start flashing.

If the original drive is not failed or missing, its data is copied to the replacement drive. This copy operation

begins automatically. After the copy operation completes, the system transitions the original drive to the

Unassigned state, or if the check box was selected, to the Failed state.
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