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Preparing for NFS transition

If NFS is licensed and NFS service is running on the systems operating in 7-Mode, you

must manually prepare the cluster and target SVM for transitioning NFS configurations.

You must also be aware of what configurations are transitioned.

Some NFS configurations operating in 7-Mode are not supported in ONTAP. Some configurations are not

transitioned by the 7-Mode Transition Tool and must be manually applied to the SVM.

Prerequisites for transitioning NFS configurations

NFS configurations are transitioned by the 7-Mode Transition Tool only when certain

prerequisites are met on the 7-Mode system and the cluster. If any of the conditions are

not met, the tool does not transition the configuration.

7-Mode prerequisites

• NFS must be licensed.

• If MultiStore is licensed, NFS must be enabled on all of the vFiler units.

• NFS service must be running on the 7-Mode systems during transition.

Even after client access is disconnected and you prepare to start the export phase, the service must be

running on the 7-Mode systems.

• If you want to transition in-memory export rules, you must add them to the /etc/exports file before

transition.

The 7-Mode Transition Tool transitions only the persistent export rules that are defined in the

/etc/exports file.

Cluster prerequisites

• NFS must be licensed.

Related information

NetApp Documentation: ONTAP 9

NFS transition: supported and unsupported configurations,
and required manual steps

Some NFS configurations are not transitioned to ONTAP because they are not supported

in ONTAP, there are functionality differences from 7-Mode, or they must be manually

transitioned. You should verify all of the precheck errors and warning messages to

evaluate the impact of such configurations on transition.
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Supported configurations for transition

At a high level, the following NFS configurations are transitioned by the 7-Mode Transition Tool:

• NFS options:

◦ nfs.udp.xfersize

◦ nfs.v4.id.domain

◦ nfs.v4.acl.max.aces

◦ nfs.tcp.xfersize

◦ nfs.rpcsec.ctx.high

◦ nfs.rpcsec.ctx.idle

◦ nfs.response.trigger

◦ wafl.default_nt_user

◦ nfs.mount_rootonly

◦ nfs.tcp.enable

◦ nfs.udp.enable

◦ nfs.response.trace

◦ nfs.v4.read_delegation

◦ nfs.v4.write_delegation

◦ nfs.v4.acl.enable

◦ nfs.vstorage.enable

◦ nfs.v3.enable

◦ nfs.v4.enable

• NFS export rule:

If the export rule is configured with the -actual option, the exported path (alias path) is ignored and the

export rule is configured with the actual path.

• Export rules with Kerberos security krb5p

See the precheck results for details about these NFS configurations.

Unsupported configurations in ONTAP

The following NFS configurations are not supported in ONTAP:

• Subvolume NFS exports other than qtree-level NFS exports

• WebNFS

• PC-NFS

• NFSv2

• Fencing of NFS clients from one or more file system paths
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• Some NFS options

See the precheck warning messages for a complete list of unsupported options.

Configurations that must be manually transitioned

There are some NFS configurations that are supported in ONTAP, but are not transitioned by the 7-Mode

Transition Tool.

The following NFS configurations generate a warning message in the precheck operation, and you must

manually apply the configurations on the SVM:

• NFS audit configuration

• NFS options:

◦ rpc.nsm.tcp.port

◦ rpc.nsm.udp.port

◦ rpc.mountd.tcp.port

◦ rpc.mountd.udp.port

◦ nfs.export.neg.timeout

◦ nfs.export.pos.timeout

◦ nfs.export.harvest.timeout Use the vserver nfs modify command to modify the

configuration of an NFS-enabled storage virtual machine (SVM).

• Kerberos configuration

Configurations that are functionally different in ONTAP

The following NFS configurations are functionally different in ONTAP:

• NFS export rules

• NFS export access cache

• NFS diagnostic commands

• Support for the showmount command

• NFS Kerberos encryption

• NLM version support

Related information

Customizing the transition of 7-Mode configurations

NFS management

How NFS exports are transitioned

You must be aware of how NFS exports are configured on the SVM after transition. You

might have to perform some manual steps if the 7-Mode export configurations are not
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supported in ONTAP.

You must be aware of the following considerations about NFS exports transition:

• If the SVM root volume is not exported to allow read-only access to all NFS clients, the 7-Mode Transition

Tool creates a new export policy that allows read-only access for all the NFS clients and exports the root

volume of the SVM with the new export policy.

To ensure that all the transitioned volumes or qtrees are mountable, the root volume of the SVM must be

allowed read-only access for all the NFS clients.

• When 7-Mode volumes with export configurations that are not supported in ONTAP are transitioned, these

volumes are exported to disallow access to all NFS clients.

Export policies for these volumes must be configured manually after transition to provide the required

access permissions.

• When 7-Mode qtrees with export configurations that are not supported in ONTAP are transitioned, they

inherit the export policy of the parent volume.

Export policies for these qtrees must be configured manually after transition to provide the required access

permissions.

• In ONTAP, for an NFS client to mount a qtree, the NFS client must have read-only permissions at all the

parent junction paths up to the SVM’s root volume junction path (that is, /).

For NFS clients to mount qtrees, the qtrees must belong to a volume that has read-only permission.

Without the read-only permissions at the volume level, the NFS clients cannot mount the qtree.

• If the same host is specified in the combination of read-only, read-write, and root access permission lists,

you must evaluate the transitioned export rules after transition to determine appropriate access privilege for

the hosts.

NetApp Technical Report 4067: NFS Best Practice and Implementation Guide

Example: Modifying the export policy of a volume to allow access to a qtree

Consider the following export rule configured in the 7-Mode storage system (192.168.26.18) that allows

read/write access to the volume volstd10 and qtree qtree1 for the NFS client 192.168.10.10:

/vol/volstd10/qtree1 -sec=sys,rw=192.168.10.10,nosuid

/vol/volstd10 -sec=sys,rw=192.168.11.11,nosuid

After transition, the export policy of the volume volsdt10 in ONTAP is as shown below:
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cluster-01::> export-policy rule show -vserver std_22 -policyname std_2226

-instance

 (vserver export-policy rule show)

                                               Vserver: std_22

                                           Policy Name: std_2226

                                            Rule Index: 1

                                       Access Protocol: any

Client Match Hostname, IP Address, Netgroup, or Domain: 192.168.11.11

                                        RO Access Rule: sys

                                        RW Access Rule: sys

           User ID To Which Anonymous Users Are Mapped:65534

                              Superuser Security Types: none

                          Honor SetUID Bits in SETATTR: false

                             Allow Creation of Devices: true

cluster-01::>

After transition, the export policy of the qtree qtree1 in ONTAP is as shown below:

 cluster-01::> export-policy rule show -vserver std_22 -policyname

std_2225 -instance

  (vserver export-policy rule show)

                                    Vserver: std_22

                                Policy Name: std_2225

                                 Rule Index: 1

                            Access Protocol: any

Client Match Hostname, IP Address, Netgroup, or Domain: 192.168.10.10

                             RO Access Rule: sys

                             RW Access Rule: sys

User ID To Which Anonymous Users Are Mapped: 65534

                   Superuser Security Types: none

               Honor SetUID Bits in SETATTR: false

                  Allow Creation of Devices: true

cluster-01::>

For the NFS client 192.168.10.10 to access the qtree, the NFS client 192.168.10.10 must have read-only

access to the qtree’s parent volume.

The following output shows that the NFS client is denied access while mounting the qtree:

5



 [root@192.168.10.10 ]# mount 192.168.35.223:/vol/volstd10/qtree1

transition_volume_qtreemount:192.168.35.223:/vol/volstd10/qtree1 failed,

reason

given by server: Permission denied [root@192.168.10.10 ]#

You must manually modify the export policy of the volume to provide read-only access to the NFS client

192.168.10.10.

cluster-01::> export-policy rule create -vserver std_22 -policyname

std_2226 -clientmatch

192.168.10.10 -rorule sys -rwrule never -allow-suid false -allow-dev true

-superuser none -protocol nfs

  (vserver export-policy rule create)

cluster-01::> export-policy rule show -vserver std_22 -policyname std_2226

-instance

  (vserver export-policy rule show)

                                    Vserver: std_22

                                Policy Name: std_2226

                                 Rule Index: 1

                            Access Protocol: any

Client Match Hostname, IP Address, Netgroup, or Domain: 192.168.11.11

                             RO Access Rule: sys

                             RW Access Rule: sys

User ID To Which Anonymous Users Are Mapped: 65534

                   Superuser Security Types: none

               Honor SetUID Bits in SETATTR: false

                  Allow Creation of Devices: true

**                                    Vserver: std_22

                                Policy Name: std_2226

                                 Rule Index: 2

                            Access Protocol: nfs

Client Match Hostname, IP Address, Netgroup, or Domain: 192.168.10.10

                             RO Access Rule: sys

                             RW Access Rule: never

User ID To Which Anonymous Users Are Mapped: 65534

                   Superuser Security Types: none

               Honor SetUID Bits in SETATTR: false

                  Allow Creation of Devices: true**

cluster-01::>
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Example: How qtree export rules differ in 7-Mode and ONTAP

In the 7-Mode storage system, when an NFS client accesses a qtree through the mount point of its parent

volume, the qtree export rules are ignored and the export rules of its parent volume are in effect. However, in

ONTAP, qtree export rules are always enforced whether NFS client mounts to the qtree directly or it accesses

the qtree through the mount point of its parent volume. This example is specifically applicable for NFSv4.

The following is an example of an export rule on the 7-Mode storage system (192.168.26.18):

/vol/volstd10/qtree1 -sec=sys,ro=192.168.10.10,nosuid

/vol/volstd10   -sec=sys,rw=192.168.10.10,nosuid

On the 7-Mode storage system, the NFS client 192.168.10.10 has only read-only access to the qtree.

However, when the client accesses the qtree through the mount point of its parent volume, the client can write

to the qtree because the client has read/write access to the volume.

[root@192.168.10.10]# mount 192.168.26.18:/vol/volstd10 transition_volume

[root@192.168.10.10]# cd transition_volume/qtree1

[root@192.168.10.10]# ls transition_volume/qtree1

[root@192.168.10.10]# mkdir new_folder

[root@192.168.10.10]# ls

new_folder

[root@192.168.10.10]#

In ONTAP, the NFS client 192.168.10.10 has only read-only access to the qtree qtree1 when the client

accesses the qtree directly or through the mount point of the qtree’s parent volume.

After transition, you must evaluate the impact of enforcing the NFS export policies, and if necessary modify the

processes to the new way of enforcing NFS export policies in ONTAP.

Related information

NFS management
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