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Determining the array LUNs for specific
aggregates

There are a number of rules about mixing different types of storage in aggregates that are

unique to ONTAP systems that use array LUNs. You must understand these rules when

planning which array LUNs and disks to add to which aggregates.

Rules for mixing storage in array LUN aggregates

When planning for aggregates, you must consider the rules for mixing storage in

aggregates. You cannot mix different storage types or array LUNs from different vendors

or vendor families in the same aggregate.

Adding the following to the same aggregate is not supported:

• Array LUNs and disks

• Array LUNs with different checksum types

• Array LUNs from different drive types (for example, FC and SATA) or different speeds

• Array LUNs from different storage array vendors

• Array LUNs from different storage array model families

Storage arrays in the same family share the same performance and failover characteristics. For

example, members of the same family all perform active-active failover, or they all perform

active-passive failover. More than one factor might be used to determine storage array families.

For example, storage arrays with different architectures would be in different families even

though other characteristics might be the same.

How the checksum type is determined for array LUN
aggregates

Each ONTAP aggregate has a checksum type associated with it. The aggregate

checksum type is determined by the checksum type of the array LUNs that are added to

it.

The checksum type of an aggregate is determined by the checksum type of the first array LUN that is added to

the aggregate. The checksum type applies to an entire aggregate (that is, to all volumes in the aggregate).

Mixing array LUNs of different checksum types in an aggregate is not supported.

• An array LUN of type block must be used with block checksum type aggregates.

• An array LUN of type zoned must be used with advanced zoned checksum (AZCS or advanced_zoned)

type aggregates.

Before you add array LUNs to an aggregate, you must know the checksum type of the LUNs you want to add,

for the following reasons:

• You cannot add array LUNs of different checksum types to the same aggregate.
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• You cannot convert an aggregate from one checksum type to the other.

When you create an aggregate you can specify the number of array LUNs to be added, or you can specify the

names of the LUNs to be added. If you want to specify a number of array LUNs to be added to the aggregate,

the same number or more array LUNs of that checksum type must be available.

Checksum type considerations for adding spare array LUNs
to aggregates

You must account for certain considerations related to checksum types when adding

spare array LUNs to aggregates. For example, if you plan to add a spare array LUN to an

aggregate by specifying its name, you must ensure that array LUN and the aggregate

have the same checksum type.

The following are some checksum type considerations for adding spare array LUNs to aggregates:

• You cannot mix array LUNs of different checksum types in an array LUN aggregate.

• If you specify a number of spare array LUNs to be added to an aggregate, ONTAP by default selects the

array LUNs of the same checksum type as the aggregate.

• Array LUNs of the zoned checksum type when added to an existing zoned checksum aggregate continue

to be zoned checksum array LUNs.

• Zoned checksum spare array LUNs added to an Advanced Zone Checksum (AZCS) type aggregate use

the AZCS checksum scheme.

You can check the checksum type of the spare array LUNs by using the storage disk show

command. For more information about the command, see the man pages.

Aggregate rules when the storage arrays are from the same
family

Specific rules apply to how you can lay out array LUNs in aggregates when the storage

arrays are from the same storage array vendor and model family.

If your storage arrays are from the same vendor, the rules for adding array LUNs to aggregates are as follows:

• You can mix array LUNs from the storage arrays in the same aggregate if the storage arrays are in the

same family.

• You can separate the array LUNs into different aggregates.

The following examples show some options for laying out array LUNs in aggregates when the storage arrays

behind an ONTAP system are in the same vendor family.

For simplicity, the illustrations show only two storage arrays; your deployment can include more

storage arrays.
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Example 1: Add LUNs from all storage arrays to a single aggregate

As shown in the following illustration, you can create one aggregate, then add all LUNs from all the storage

arrays in the same family to the same aggregate:

Example 2: Distribute and mix LUNs from the storage arrays over multiple
aggregates

As shown in the following illustration, you can create multiple aggregates, then distribute and mix the array

LUNs from the different storage arrays in the same family over the aggregates:

This example is not supported if you have storage arrays of the same model and one has Fibre

Channel drives and the other storage array has SATA drives. In that case, those storage arrays

are not considered to be in the same family.

Aggregate rules when the storage arrays are from different
vendors or families

Specific rules apply to how you can lay out array LUNs in aggregates when the storage
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arrays are from different vendors or from different storage array families from the same

vendor.

The following rules apply if your storage arrays are from different vendors or different families from the same

vendor:

• You cannot mix array LUNs from storage arrays from different vendors, or from different families of the

same vendor, in the same aggregate.

• You can associate the aggregate containing the root volume with any of the storage arrays, regardless of

the family type of the storage array.

When you create your aggregate, be sure that you explicitly specify the IDs of the array LUNs

that you want to add to the aggregate. Do not use the parameters for specifying the number and

size of array LUNs to be picked up because the system might automatically pick up LUNs from a

different family or from a different vendor’s storage array. After array LUNs from different families

or vendors are in the same aggregate, the only way to fix the problem of mixed array LUNs in an

aggregate is to destroy the aggregate and re-create it.

The following examples show options for how to lay out array LUNs in aggregates when the storage arrays are

from different vendors or from different families from the same vendor.

Example 1: LUNs from the two storage arrays are in different aggregates

In this example, some LUNs for ONTAP are from Storage array 1, Family A, while the other LUNs for ONTAP

are from Storage array 2, Family B. The LUNs from the two storage arrays cannot be added to the same

aggregate because the two storage arrays are from different families from the same vendor. The same would

be true if the two storage arrays were from different vendors.

Example 2: Some LUNs can be mixed in the same aggregate and some cannot

In this example, one storage array is from Family A and the other two storage arrays are from Family B. The

LUNs from the Family A storage array cannot be added to the same aggregate as the LUNs from a Family B

storage array because the storage arrays are from different families. However, LUN 1 of storage array 3 can be

assigned to aggregate 2, which also contains LUNs from storage array 2, because the two storage arrays are

in the same family.
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