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Beheben von Volume-Offline-Problemen

Dieser Workflow bietet ein Beispiel dafür, wie Sie ein Volume-Offline-Ereignis auswerten
und lösen können, das Unified Manager möglicherweise auf der Inventarseite der
Ereignisverwaltung anzeigt. In diesem Szenario sind Sie ein Administrator, der Unified
Manager verwendet, um ein oder mehrere Volume-Offline-Ereignisse zu beheben.

Bevor Sie beginnen

Sie müssen über die Rolle „Operator“, „Anwendungsadministrator“ oder „Speicheradministrator“ verfügen.

Volumes können aus mehreren Gründen als offline gemeldet werden:

• Der SVM-Administrator hat das Volume absichtlich offline genommen.

• Der Host-Clusterknoten des Volumes ist ausgefallen und auch das Speicher-Failover zu seinem HA-Paar-
Partner ist fehlgeschlagen.

• Die Storage Virtual Machine (SVM) des Volumes wird gestoppt, da der Knoten, auf dem sich das
Stammvolume dieser SVM befindet, ausgefallen ist.

• Das Hosting-Aggregat des Volumes ist aufgrund des gleichzeitigen Ausfalls zweier RAID-Festplatten
ausgefallen.

Sie können die Inventarseite der Ereignisverwaltung und die Detailseiten „Cluster/Integrität“, „Speicher-
VM/Integrität“ und „Volume/Integrität“ verwenden, um eine oder mehrere dieser Möglichkeiten zu bestätigen
oder auszuschließen.

Schritte

1. Klicken Sie im linken Navigationsbereich auf Event Management.

2. Wählen Sie auf der Inventarseite Event Management die Option Active Availability-Ereignisse aus.

3. Klicken Sie auf den Hypertext-Link, der für das Ereignis „Volume offline“ angezeigt wird.

Die Seite mit den Ereignisdetails für den Verfügbarkeitsvorfall wird angezeigt.

4. Überprüfen Sie auf dieser Seite die Hinweise auf Hinweise, dass der SVM-Administrator das betreffende
Volume offline genommen hat.

5. Auf der Detailseite des Ereignisses können Sie die Informationen für eine oder mehrere der folgenden
Aufgaben überprüfen:

◦ Überprüfen Sie die im Feld „Ursache“ angezeigten Informationen auf mögliche Diagnosehinweise.

In diesem Beispiel informieren Sie die Informationen im Feld „Ursache“ nur darüber, dass das Volume
offline ist.

◦ Überprüfen Sie den Bereich „Hinweise und Updates“ auf Hinweise, dass der SVM-Administrator das
betreffende Volume absichtlich offline genommen hat.

◦ Klicken Sie auf die Quelle des Ereignisses, in diesem Fall das als offline gemeldete Volume, um
weitere Informationen zu diesem Volume zu erhalten.

◦ Weisen Sie das Ereignis einem Administrator zu.

◦ Bestätigen Sie das Ereignis oder markieren Sie es gegebenenfalls als gelöst.
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Führen Sie Diagnoseaktionen für Volume-Offline-
Bedingungen durch

Nachdem Sie zur Seite mit den Volume-/Integritätsdetails eines Volumes navigiert sind,
das als offline gemeldet wurde, können Sie nach zusätzlichen Informationen suchen, die
für die Diagnose des Offlinezustands des Volumes hilfreich sind.

Bevor Sie beginnen

Sie müssen über die Rolle „Operator“, „Anwendungsadministrator“ oder „Speicheradministrator“ verfügen.

Wenn das als offline gemeldete Volume nicht absichtlich offline genommen wurde, kann dies mehrere Gründe
haben.

Von der Seite „Volume/Integritätsdetails“ des Offline-Volumes aus können Sie zu anderen Seiten und
Bereichen navigieren, um mögliche Ursachen zu bestätigen oder auszuschließen:

• Klicken Sie auf die Links auf der Detailseite Volume/Integrität, um festzustellen, ob das Volume offline ist,
weil sein Hostknoten ausgefallen ist und auch das Speicher-Failover zu seinem HA-Paarpartner
fehlgeschlagen ist.

Sehen"Feststellen, ob ein Volume-Offline-Zustand durch einen ausgefallenen Knoten verursacht wird" .

• Klicken Sie auf die Links zur Detailseite Volume/Integrität, um festzustellen, ob das Volume offline ist und
die darauf gehostete Storage Virtual Machine (SVM) angehalten wurde, weil der Knoten, auf dem sich das
Stammvolume dieser SVM befindet, ausgefallen ist.

Sehen"Feststellen, ob ein Volume offline ist und SVM gestoppt wurde, weil ein Knoten ausgefallen ist" .

• Klicken Sie auf die Links zur Detailseite Volume/Integrität, um festzustellen, ob das Volume aufgrund
defekter Festplatten in seinem Hostaggregat offline ist.

Sehen"Feststellen, ob ein Volume aufgrund defekter Datenträger in einem Aggregat offline ist" .

Verwandte Informationen

"Unified Manager-Benutzerrollen und -Funktionen"

Ermitteln, ob ein Volume offline ist, weil sein Hostknoten ausgefallen ist

Sie können die Web-Benutzeroberfläche von Unified Manager verwenden, um die
Möglichkeit zu bestätigen oder auszuschließen, dass ein Volume offline ist, weil sein
Hostknoten ausgefallen ist und das Speicher-Failover zu seinem HA-Paarpartner nicht
erfolgreich ist.

Bevor Sie beginnen

Sie müssen über die Rolle „Operator“, „Anwendungsadministrator“ oder „Speicheradministrator“ verfügen.

Um festzustellen, ob der Offlinezustand des Volumes durch einen Ausfall des Hostknotens und ein
anschließendes fehlgeschlagenes Speicher-Failover verursacht wurde, führen Sie die folgenden Aktionen aus:

Schritte
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1. Suchen Sie den Hypertext-Link, der unter SVM im Bereich Verwandte Geräte der Detailseite
Volume/Integrität des Offline-Volumes angezeigt wird, und klicken Sie darauf.

Auf der Seite „Storage VM / Health Details“ werden Informationen zur hostenden Storage Virtual Machine
(SVM) des Offline-Volumes angezeigt.

2. Suchen Sie im Bereich Verwandte Geräte der Detailseite Storage VM / Health den unter „Volumes“
angezeigten Hypertext-Link und klicken Sie darauf.

Die Ansicht „Integrität: Alle Volumes“ zeigt eine Tabelle mit Informationen zu allen vom SVM gehosteten
Volumes an.

3. Klicken Sie in der Spaltenüberschrift „Health: All Volumes“ der Ansicht „State“ auf das Filtersymbol  , und
wählen Sie dann die Option Offline.

Es werden nur die SVM-Volumes aufgelistet, die sich im Offline-Status befinden.

4. Klicken Sie in der Ansicht „Health: All Volumes“ auf das Rastersymbol  und wählen Sie dann die Option
Clusterknoten aus.

Möglicherweise müssen Sie im Rasterauswahlfeld scrollen, um die Option Clusterknoten zu finden.

Die Spalte „Clusterknoten“ wird zum Volume-Inventar hinzugefügt und zeigt den Namen des Knotens an,
der jedes Offline-Volume hostet.

5. Suchen Sie in der Ansicht „Integrität: Alle Volumes“ den Eintrag für das Offline-Volume und klicken Sie in
der Spalte „Clusterknoten“ auf den Namen des zugehörigen Hosting-Knotens.

Auf der Registerkarte „Knoten“ auf der Seite „Cluster-/Integritätsdetails“ wird der Status des HA-
Knotenpaars angezeigt, zu dem der Hosting-Knoten gehört. Der Status des Hostknotens und der Erfolg
aller Cluster-Failover-Vorgänge werden in der Anzeige angegeben.

Nachdem Sie bestätigt haben, dass das Volume offline ist, weil sein Hostknoten ausgefallen ist und das
Speicher-Failover zum HA-Paar-Partner fehlgeschlagen ist, wenden Sie sich an den entsprechenden
Administrator oder Operator, um den ausgefallenen Knoten manuell neu zu starten und das Speicher-Failover-
Problem zu beheben.

Ermitteln Sie, ob ein Volume offline ist und sein SVM gestoppt wurde, weil ein
Knoten ausgefallen ist

Sie können die Web-Benutzeroberfläche von Unified Manager verwenden, um die
Möglichkeit zu bestätigen oder auszuschließen, dass ein Volume offline ist, weil die
zugehörige Host-Storage-Virtual-Machine (SVM) angehalten wurde, weil der Knoten, auf
dem sich das Stammvolume dieser SVM befindet, ausgefallen ist.

Bevor Sie beginnen

Sie müssen über die Rolle „Operator“, „Anwendungsadministrator“ oder „Speicheradministrator“ verfügen.

Um festzustellen, ob der Offlinezustand des Volumes darauf zurückzuführen ist, dass das Host-SVM
angehalten wurde, weil der Knoten, auf dem sich das Stammvolume dieses SVM befindet, ausgefallen ist,
führen Sie die folgenden Aktionen aus:

Schritte
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1. Suchen Sie den Hypertext-Link, der unter dem SVM im Bereich Verwandte Geräte der Detailseite
Volume/Integrität des Offline-Volumes angezeigt wird, und klicken Sie darauf.

Auf der Seite „Storage VM / Health Details“ wird der Status „Läuft“ oder „Gestoppt“ der Host-SVM
angezeigt. Wenn der SVM-Status „Läuft“ lautet, wird der Offline-Zustand des Volumes nicht dadurch
verursacht, dass der Knoten, auf dem sich das Stammvolume dieses SVM befindet, ausgefallen ist.

2. Wenn der SVM-Status „Beendet“ lautet, klicken Sie auf „SVMs anzeigen“, um die Ursache für das
Beenden des Hosting-SVMs genauer zu ermitteln.

3. Klicken Sie in der Spaltenüberschrift der Ansicht „SVM“ Health: All Storage VMs auf das Filtersymbol
und geben Sie dann den Namen der gestoppten SVM ein.

Die Informationen zu diesem SVM werden in einer Tabelle angezeigt.

4. Klicken Sie in der Ansicht Health: All Storage VMs auf  und wählen Sie dann die Option Root Volume.

Die Spalte „Root-Volume“ wird zum SVM-Inventar hinzugefügt und zeigt den Namen des Root-Volumes der
gestoppten SVM an.

5. Klicken Sie in der Spalte „Root-Volume“ auf den Namen des Root-Volumes, um die Detailseite Storage VM

/ Health für dieses Volume anzuzeigen.

Wenn der Status des SVM-Stammvolumes (Online) lautet, liegt der Offline-Zustand des ursprünglichen
Volumes nicht daran, dass der Knoten, auf dem sich das Stammvolume dieses SVM befindet, ausgefallen
ist.

6. Wenn der Status des SVM-Stammvolumes (Offline) lautet, suchen Sie den Hypertext-Link, der unter
„Aggregat“ im Bereich „Verwandte Geräte“ der Seite „Volume-/Integritätsdetails“ des SVM-Stammvolumes
angezeigt wird, und klicken Sie darauf.

7. Suchen Sie den Hypertext-Link, der unter „Knoten“ im Bereich „Verwandte Geräte“ der Detailseite
„Aggregat/Integrität“ des Aggregats angezeigt wird, und klicken Sie darauf.

Auf der Registerkarte „Knoten“ auf der Seite „Cluster-/Integritätsdetails“ wird der Status des HA-
Knotenpaars angezeigt, zu dem der Hosting-Knoten des SVM-Stammvolumes gehört. Der Zustand des
Knotens wird im Display angezeigt.

Nachdem Sie bestätigt haben, dass der Offlinezustand des Volumes durch den Offlinezustand des Host-SVM
dieses Volumes verursacht wird, der wiederum durch den Ausfall des Knotens verursacht wird, der das
Stammvolume dieses SVM hostet, wenden Sie sich an den entsprechenden Administrator oder Operator, um
den ausgefallenen Knoten manuell neu zu starten.

Ermitteln, ob ein Volume aufgrund defekter Datenträger in einem Aggregat offline
ist

Sie können die Web-Benutzeroberfläche von Unified Manager verwenden, um die
Möglichkeit zu bestätigen oder auszuschließen, dass ein Volume offline ist, weil das Host-
Aggregat aufgrund von RAID-Festplattenproblemen offline gegangen ist.

Bevor Sie beginnen

Sie müssen über die Rolle „Operator“, „Anwendungsadministrator“ oder „Speicheradministrator“ verfügen.

Um festzustellen, ob der Offlinezustand des Volumes durch RAID-Festplattenprobleme verursacht wird, die
das Hosting-Aggregat offline schalten, führen Sie die folgenden Aktionen aus:

4



Schritte

1. Suchen Sie den Hypertext-Link, der unter „Aggregat“ im Bereich „Verwandte Geräte“ der Detailseite
„Volume/Integrität“ angezeigt wird, und klicken Sie darauf.

Auf der Seite „Aggregat-/Integritätsdetails“ wird der Online- oder Offline-Status des Hosting-Aggregats
angezeigt. Wenn der Aggregatstatus „Online“ lautet, sind RAID-Festplattenprobleme nicht die Ursache
dafür, dass das Volume offline ist.

2. Wenn der Aggregatstatus „Offline“ lautet, klicken Sie auf „Datenträgerinformationen“ und suchen Sie in der
Liste „Ereignisse“ auf der Registerkarte „Datenträgerinformationen“ nach Ereignissen bezüglich defekter
Datenträger.

3. Um die defekten Festplatten genauer zu identifizieren, klicken Sie auf den Hypertext-Link, der unter
„Knoten“ im Bereich „Verwandte Geräte“ angezeigt wird.

Die Seite mit den Cluster-/Integritätsdetails wird angezeigt.

4. Klicken Sie auf Datenträger und wählen Sie dann im Bereich Filter die Option Beschädigt aus, um alle
Datenträger im Zustand „Beschädigt“ aufzulisten.

Wenn die Festplatten im defekten Zustand den Offline-Zustand des Hostaggregats verursacht haben, wird
der Name des Aggregats in der Spalte „Betroffenes Aggregat“ angezeigt.

Nachdem Sie bestätigt haben, dass der Offline-Zustand des Volumes durch defekte RAID-Festplatten und das
daraus resultierende Offline-Host-Aggregat verursacht wird, wenden Sie sich an den entsprechenden
Administrator oder Bediener, um die defekten Festplatten manuell zu ersetzen und das Aggregat wieder online
zu schalten.
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