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Typische Workflows fur das Storage-
Management

Die ublichen Workflows bieten Entwicklern von Client-Applikationen Beispiele dafir, wie
Active IQ Unified Manager APls von einer Client-Applikation aufgerufen werden konnen,
um allgemeine Storage-Managementfunktionen auszuflihren. Dieser Abschnitt enthalt
einige Beispiele-Workflows.

Die Workflows beschreiben einige der am haufigsten verwendeten Anwendungsfalle fiir das Storage-
Management und geben Ihnen Beispielcodes an. Jede Aufgabe wird mit einem Workflow-Prozess
beschrieben, der aus einem oder mehreren API-Aufrufen besteht.

Allgemeines zu den in den Workflows verwendeten API-
Aufrufen

Sie kénnen die Online-Dokumentationsseite von Ihrer Unified Manager Instanz aus einsehen, die alle
Einzelheiten zu jedem REST-API-Aufruf enthalt. Dieses Dokument wiederholt die Details der Online-
Dokumentation nicht. Jeder API-Aufruf, der in den Workflow-Proben in diesem Dokument verwendet wird,
enthalt nur die Informationen, die Sie bendtigen, um den Anruf auf der Dokumentationsseite zu finden. Nach
dem Auffinden eines bestimmten API-Aufrufs kdnnen Sie die vollstandigen Details des Anrufs Uberprufen,
einschlieBlich der Eingabeparameter, Ausgabeformate, HTTP-Statuscodes und des Aufruftyps.

Far jeden API-Aufruf in einem Workflow sind folgende Informationen enthalten, um den Anruf auf der
Dokumentationsseite zu finden:

» Kategorie: Die API-Aufrufe werden auf der Dokumentationsseite in funktional verwandte Bereiche oder
Kategorien organisiert. Um einen bestimmten API-Aufruf zu finden, blattern Sie zum unteren Seitenrand
und klicken Sie auf die entsprechende API-Kategorie.

* HTTP-Verb (Aufruf): Das HTTP-Verb identifiziert die Aktion, die auf einer Ressource ausgefuhrt wird. Jeder
API-Aufruf wird Gber ein einziges HTTP-Verb ausgeflhrt.

» Pfad: Der Pfad bestimmt die spezifische Ressource, auf die die Aktion als Teil der Durchfiihrung eines
Anrufs gilt. Der Pfadstring wird an die Core-URL angehéangt, um die vollstdndige URL zur Identifizierung
der Ressource zu bilden.

Bestimmen von Platzproblemen in Aggregaten

Mit den Datacenter-APls in Active IQ Unified Manager konnen Sie die Verfugbarkeit und
Auslastung von Speicherplatz in Ihren Volumes Uberwachen. Sie konnen Platzprobleme
in Ihrem Volume ermitteln und Uberlastete oder nicht ausgelastete Storage-Ressourcen
identifizieren.

Die Datacenter-APlIs flr Aggregate rufen die relevanten Informationen tber verfligbaren und belegten
Speicherplatz sowie Einstellungen zur Speicherplatzersparnis ab. Sie kdnnen die abgerufenen Informationen
auch anhand bestimmter Attribute filtern.

Eine Methode zur Bestimmung eines Speicherplatzmangels in Ihren Aggregaten ist es, festzustellen, ob in
Ihrer Umgebung Volumes mit aktiviertem Autosize-Modus vorhanden sind. Anschlie3end sollten Sie ermitteln,
welche Volumes zu viel genutzt werden, und Sie kdnnen Korrekturmaflinahmen vornehmen.



Das folgende Flussdiagramm zeigt den Prozess zum Abrufen von Informationen zu Volumes mit aktiviertem
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Es wird vorausgesetzt, dass die Cluster bereits im ONTAP erstellt und zu Unified Manager hinzugefiigt
wurden.

1. Beziehen Sie den Cluster-Schlissel, es sei denn, Sie kennen den Wert:

Kategorie HTTP-Verb Pfad
Rechenzentrum GET /datacenter/cluster/clust
ers

2. Fragen Sie mit dem Cluster Key als Filterparameter die Aggregate auf diesem Cluster ab.



Kategorie HTTP-Verb Pfad

Rechenzentrum GET /datacenter/storage/aggre
gates

3. Analysieren Sie als Antwort den Speicherplatznutzung der Aggregate und bestimmen Sie, welche
Aggregate Platzprobleme aufweisen. Beziehen Sie fir jedes Aggregat mit einem Platzproblem den
Aggregatschlissel aus der gleichen JSON-Ausgabe.

4. Filtern Sie mit jedem Aggregat-Schlissel alle Volumes, die den Wert fiir das haben autosize.mode
Parameter als grow.

Kategorie HTTP-Verb Pfad
Rechenzentrum GET /datacenter/storage/volum
es

5. Analyse der zu stark ausgelasteten Volumes

6. Fuhren Sie alle erforderlichen Korrekturmanahmen durch, z. B. das Verschieben des Volumes Uber
Aggregate, um die Platzprobleme im Volume zu beheben. Sie kdnnen diese Aktionen Uber die ONTAP-
oder die Unified Manager-Weboberflache ausfiihren.

Fehlerbehebung bei ONTAP Volumes mithilfe von Gateway-
APlIs

Die Gateway-APIs dienen als Gateway zum Aufrufen von ONTAP APIs, mit denen
Informationen Uber Ihnre ONTAP Storage-Objekte abgefragt und Korrekturmalinahmen
ergriffen werden, um die gemeldeten Probleme anzugehen.

Dieser Workflow greift auf einen Beispielfall zurtick, in dem ein Ereignis angehoben wird, wenn ein ONTAP-
Volume fast seine Kapazitat erreicht. Im Workflow wird aulerdem gezeigt, wie Sie das Problem beheben
kénnen, indem Sie eine Kombination aus Active 1Q Unified Manager und ONTAP REST APIs aufrufen.

Bevor Sie die Workflow-Schritte ausfiihren, stellen Sie Folgendes sicher:

« Sie kennen die Gateway-APIs und deren Nutzung. Weitere Informationen finden Sie im
Abschnitt ,Gateway APIs".

Gateway-APls

@ + Sie sind sich der Nutzung von ONTAP REST-APIs bewusst. Weitere Informationen zur
Verwendung von ONTAP REST-APIs finden Sie unter "ONTAP REST-API-
AUTOMATISIERUNG".

« Sie sind ein Anwendungsadministrator.

* Das Cluster, auf dem Sie die REST-API-Vorgange ausflihren méchten, wird von ONTAP 9.5
oder héher unterstutzt, und das Cluster wird Unified Manager Uber HTTPS hinzugeflgt.

Das folgende Diagramm zeigt jeden Schritt im Workflow zur Fehlerbehebung bei der Verwendung von ONTAP
Volume-Kapazitat.


https://docs.netapp.com/de-de/active-iq-unified-manager-97/api-automation/concept-gateway-apis.html
https://docs.netapp.com/us-en/ontap-automation/index.html
https://docs.netapp.com/us-en/ontap-automation/index.html

Alert received that an ONTAP volume has almost
reached its capacity

Determine the cluster of the volume by querying

with the volume name: GET /datacenter/
storage/volumes
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Use the cluster UUID in APl Gateway to
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Determine the remedial action, in this
case, resizing the volume

Patch the volume size with volume UUID:
PATCH /storage/volume/{uuid}

Index

Retrieve the job ID from the output

- : Unified Manager REST API call

- : ONTAP REST API call Verify the operation: GET fcluster/jobs/

{uuid}

: Non-API workflow step Verify the modified size of the volume:
GET /storage/volumes

Der Workflow umfasst die Anrufinungspunkte sowohl von Unified Manager als auch von ONTAP REST-APIs.

1. Notieren Sie den Volume-Namen aus dem Ereignis, um die Kapazitatsauslastung des Volume zu
benachrichtigen.

2. Durch Verwendung des Volume-Namens als Wert im name Parameter, Abfrage des Volumes durch
Ausfiihrung der folgenden Unified Manager API.

Kategorie HTTP-Verb Pfad
Rechenzentrum GET /datacenter/storage/volum
es



3. Abrufen der Cluster-UUID und Volume-UUID von der Ausgabe.

4. Navigieren Sie in der Web-UI von Unified Manager zu Allgemein > Funktionseinstellungen > API
Gateway, um zu Uberprifen, ob die API-Gateway-Funktion aktiviert ist. Sofern sie nicht aktiviert ist, werden
die APIs unter dem angezeigt gateway Die Kategorie kann nicht aufgerufen werden. Aktivieren Sie die
Funktion, wenn sie deaktiviert ist.

5. Verwenden Sie die Cluster-UUID zum Ausfiihren der ONTAP-API /storage/volumes/ {uuid} Uber das
API-Gateway. Die Abfrage gibt die Volume-Details zurlick, wenn die Volume-UUID als API-Parameter
Ubergeben wird.

Zur Ausfihrung der ONTAP-APIs Uber das API-Gateway werden die Anmeldeinformationen fir den Unified
Manager zur internen Authentifizierung Gbergeben. Sie missen keinen zusatzlichen
Authentifizierungsschritt fur den individuellen Cluster-Zugriff ausfihren.

Kategorie HTTP-Verb Pfad
GET Gateway-APlI:
Unified Manager: /gateways/{uuid}/{path}
gateway
ONTAP: Storage ONTAP-API:

/storage/volumes/{uuid}

In /gateways/{uuid}/{path}, Der Wert fir {uuid} Muss durch die Cluster-UUID
(D ersetzt werden, fir die der REST-Vorgang ausgefuhrt werden soll. {path} Muss durch die
ONTAP REST-URL ersetzt werden /storage/volumes/ {uuid}.

Die angehangte URL lautet: /gateways/{cluster uuid}/storage/volumes/{volume uuid}

Bei Ausfuhrung der GET Die generierte URL lautet:
GEThttps://<hostname>/api/gateways/<cluster UUID>/storage/volumes/{volume uuid
}

Befehl zum Curl-Beispiel

curl -X GET "https://<hostname>/api/gateways/lcd8a442-86dl-11e0-aelc-
9876567890123 /storage/volumes/028baa66-41bd-11e9-81d5-00a0986138f7"
-H "accept: application/hal+json" -H "Authorization: Basic
<Baseb4EncodedCredentials>"

6. Bestimmen Sie von der Ausgabe die zu ergriffende GroRe, Nutzung und AbhilfemalRnahme. In diesem
Workflow ist die AbhilfemalRnahme die GréRe des Volumens.

7. Verwenden Sie die Cluster-UUID, und fUhren Sie die folgende ONTAP-API Gber das API-Gateway aus, um
die GroRRe des Volumes zu andern. Informationen zu den Eingabeparametern flr das Gateway und ONTAP
APIs finden Sie in Schritt 5.



Kategorie HTTP-Verb Pfad

PATCH Gateway-API:
Unified Manager: /gateways/{uuid}/{path}
gateway
ONTAP: Storage ONTAP-API:

/storage/volumes/{uuid}

Zusammen mit der Cluster-UUID und der Volume-UUID missen Sie einen Wert fiir den
eingeben size Parameter fir die GrolRe des Volumens. Stellen Sie sicher, dass Sie den

@ Wert in Byte eingeben. Wenn Sie beispielsweise die Grolie eines Volumes von 100 GB auf
120 GB erhéhen mdchten, geben Sie den Wert fir den Parameter ein size Am Ende der
Abfrage: -d {\"size\": 128849018880}"

Befehl zum Curl-Beispiel

curl -X PATCH "https://<hostname>/api/gateways/1cd8ad442-86dl-11e0-aelc-
9876567890123 /storage/volumes/028baa66-41bd-11e9-81d5-00a0986138f7" -H
"accept: application/hal+json" -H "Authorization: Basic
<Baseb4EncodedCredentials>" -d
{\"size\": 128849018880} "

Die JSON-Ausgabe gibt eine Job-UUID zurtick.
8. Uberpriifen Sie, ob der Job erfolgreich ausgefiihrt wurde, indem Sie die Job-UUID verwenden. Verwenden

Sie die Cluster-UUID und Job-UUID, um die folgende ONTAP-API Uber das API-Gateway auszufihren.
Informationen zu den Eingabeparametern fir das Gateway und ONTAP APIs finden Sie in Schritt 5.

Kategorie HTTP-Verb Pfad
GET Gateway-AP!I:
Unified Manager: /gateways/{uuid}/{path}
gateway
ONTAP: Cluster ONTAP-API:

/cluster/jobs/{uuid}

Die zuriickgegebenen HTTP-Codes entsprechen den HTTP-Statuscodes der ONTAP REST-API.

9. Fuhren Sie die folgende ONTAP API aus, um die Details des Volumes mit der GréRRe zu abfragen.
Informationen zu den Eingabeparametern fir das Gateway und ONTAP APIs finden Sie in Schritt 5.

Kategorie HTTP-Verb Pfad
GET Gateway-API:
Unified Manager: /gateways/ {uuid}/{path}
gateway
ONTAP: Storage ONTAP-API:

/storage/volumes/{uuid}



Die Ausgabe zeigt eine erhdhte Lautstarke von 120 GB an.

Workflows fur das Workload-Management

Mithilfe von Active 1Q Unified Manager kdnnen Storage-Workloads (LUNs, NFS-
Dateifreigaben und CIFS-Freigaben) bereitgestellt und geandert werden. Die
Bereitstellung besteht aus mehreren Schritten: Von der Erstellung der Storage Virtual
Machine (SVM) bis zur Anwendung von Performance Service Level- und Storage-
Effizienz-Richtlinien auf die Storage Workloads. Das Andern von Workloads besteht aus
den Schritten zum Andern spezifischer Parameter und zum Aktivieren zuséatzlicher
Funktionen fur diese.

Die folgenden Workflows werden beschrieben:

» Workflow fiir die Bereitstellung von Storage Virtual Machines (SVMs) in Unified Manager

@ Dieser Workflow muss vor der Bereitstellung von LUNs oder File Shares auf Unified
Manager durchgefiihrt werden.

* Bereitstellen von Dateifreigaben:
* Bereitstellung von LUNSs:

+ Andern von LUNs und Dateifreigaben (mit dem Beispiel firr die Aktualisierung des Parameters flr
Performance-Service-Level fiir die Storage-Workloads)

+ Andern einer NFS-Dateifreigabe zur Unterstiitzung des CIFS-Protokolls

+ Anderung von Workloads fiir das Upgrade von QoS auf AQoS

@ Stellen Sie fir jeden Bereitstellungs-Workflow (LUN und Dateifreigaben) sicher, dass Sie den
Workflow zur Uberpriifung der SVMs auf den Clustern abgeschlossen haben miissen.

Sie mussen auch die Empfehlungen und Einschrankungen lesen, bevor Sie jede API in den Workflows
verwenden. Die relevanten Details der APIs sind in ihren einzelnen Abschnitten in den verwandten Konzepten
und Referenzen aufgefiihrt.

Uberpriifung von SVMs auf Clustern

Bevor Sie Dateifreigaben oder LUNs bereitstellen, missen Sie Uberprifen, ob auf den
Clustern Storage Virtual Machines (SVMs) erstellt wurden.

Beim Workflow wird vorausgesetzt, dass ONTAP Cluster zu Unified Manager hinzugefigt
@ wurden und der Clusterschlissel erhalten wurde. Auf Clustern sollten die erforderlichen
Lizenzen zur Bereitstellung von LUNs und File Shares vorhanden sein.

1. Uberprifen, ob auf dem Cluster eine SVM erstellt wurde.



Kategorie HTTP-Verb Pfad

Rechenzentrum GET /datacenter/svm/svms

/datacenter/svm/svms/ {key

}

Stichprobe

curl -X GET "https://<hostname>/api/datacenter/svm/svms" -H "accept:
application/json" -H "Authorization: Basic <Base64EncodedCredentials>"

. Erstellen Sie die SVM, falls der SVM-Schlissel nicht zuriickgegeben wird. Zum Erstellen der SVMs
bendtigen Sie den Cluster-Schllssel, flr den Sie die SVM bereitstellen. Sie miissen aullerdem den SVM-
Namen angeben. Auszufiihrende Schritte:

Kategorie HTTP-Verb Pfad
Rechenzentrum GET /datacenter/cluster/clust
ers

/datacenter/cluster/clust
ers/{key}

Abrufen des Cluster-Schliissels.

Stichprobe

curl -X GET "https://<hostname>/api/datacenter/cluster/clusters" -H
"accept: application/json" -H "Authorization: Basic
<Baseb4EncodedCredentials>"

. Holen Sie den Cluster-Schllissel von der Ausgabe, und verwenden Sie ihn als Input fur die Erstellung der
SVM.

Vergewissern Sie sich bei der Erstellung der SVM, dass sie alle Protokolle unterstitzt, die
fur die Bereitstellung von LUNs und File Shares bendtigt werden, zum Beispiel CIFS, NFS,

(D FCP Und iSCSI. Die Bereitstellungs-Workflows kénnen fehlschlagen, wenn die SVM die
erforderlichen Services nicht unterstitzt. Es wird empfohlen, auch die Services fiir die
jeweiligen Workload-Typen auf der SVM zu aktivieren.

Kategorie HTTP-Verb Pfad

Rechenzentrum POST /datacenter/svm/svms

Stichprobe



Geben Sie die Details des SVM-Objekts als Eingabeparameter ein.

curl -X POST "https://<hostname>/api/datacenter/svm/svms" -H "accept:
application/json" -H "Content-Type: application/json" -H "Authorization:
Basic <Base64EncodedCredentials>" "{ \"aggregates\": [ { \" links\": {},
\"key\": \"1cdB8ad442-86dl, type=objecttype,uuid=1cd8ad42-86dl-11e0-aelc-
9876567890123\",

\"name\": \"cluster2\", \"uuid\": \"02c9e252-41be-11e9-81d5-
00a0986138f7\" } 1,

\"cifs\": { \"ad domain\": { \"fgdn\": \"string\", \"password\":
\"string\",

\"user\": \"string\" }, \"enabled\": true, \"name\": \"CIFSI\" },
\"cluster\": { \"key\": \"1lcd8a442-86dl-11le0-aelc-

123478563412, type=object type,uuid=1cd8ad442-86dl-11e0-aelc-
9876567890123\" 1},

\"dns\": { \"domains\": [ \"example.com\", \"example2.example3.com\" ],
\"servers\": [ \"10.224.65.20\", \"2001:db08:a0b:12f0::1\" 1 1},
\"fcp\": { \"enabled\": true }, \"ip interface\": [ { \"enabled\": true,

\"ip\": { \"address\": \"10.10.10.7\", \"netmask\": \"24\" },
\"location\": { \"home node\": { \"name\": \"nodel\"™ } }, \"name\":
\"dataLif1\" } 1, \"ipspace\": { \"name\": \"exchange\" },
\"iscsi\": { \"enabled\": true }, \"language\": \"c.utf 8\",
\"ldap\": { \"ad domain\": \"string\", \"base dn\": \"string\",
\"bind dn\": \"string\", \"enabled\": true, \"servers\": [ \"string\" ]
b

\"name\": \"svml\", \"nfs\": { \"enabled\": true },

\"nis\": { \"domain\": \"string\", \"enabled\": true,

\"servers\": [ \"string\" ] }, \"nvme\": { \"enabled\": true },
\"routes\": [ { \"destination\": { \"address\": \"10.10.10.7\",
\"netmask\": \"24\" }, \"gateway\": \"string\" } 1,

\"snapshot policy\": { \"name\": \"default\" },

\"state\": \"running\", \"subtype\": \"default\"}"

Die JSON-Ausgabe zeigt einen Objektschllissel an, mit dem Sie die von lhnen erstellte SVM Uberprifen
koénnen.

4. Uberprifen Sie die SVM-Erstellung mithilfe des Jobobjektschlissels fir die Abfrage. Wenn die SVM
erfolgreich erstellt wurde, wird der SVM-Schlissel in der Antwort zurtickgegeben.

Kategorie HTTP-Verb Pfad

Management-Server GET /management—
server/jobs/{key}



Provisionierung von CIFS- und NFS-Dateifreigaben

Sie konnen CIFS-Freigaben und NFS-Dateifreigaben auf Ihren Storage Virtual Machines
(SVMs) mithilfe der BereitstellungsAPls, die als Teil von Active IQ Unified Manager
bereitgestellt werden, bereitstellen. Dieser Bereitstellungs-Workflow zeigt die Schritte
zum Abrufen der Schltssel der SVMs, Performance Service Levels und Storage-
Effizienz-Richtlinien, bevor die Dateifreigaben erstellt werden.

Das folgende Diagramm veranschaulicht die einzelnen Schritte eines Workflows zur Dateifreigabe. Das
System umfasst die Bereitstellung von CIFS-Freigaben und NFS-Dateifreigaben.
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Stellen Sie Folgendes sicher:
* Dem Unified Manager wurden ONTAP Cluster hinzugefuigt, und der Clusterschlissel ist
abgerufen.
(D * Auf den Clustern wurden SVMs erstellt.

* Die SVMs unterstitzen CIFS- und NFS-Services. Dateifreigaben kdnnen moglicherweise
fehlschlagen, wenn die SVMs die erforderlichen Services nicht unterstitzen.

» Der FCP Port ist online fir die Port-Bereitstellung.

1. Ermitteln, ob Daten-LIFs oder Zugriffendpunkte auf der SVM verflgbar sind, auf der Sie die CIFS-Freigabe
erstellen mochten. Rufen Sie die Liste der verfligbaren Zugriffendpunkte auf der SVM auf:

Kategorie HTTP-Verb Pfad
Anbieter von Storage-Lésungen  GET /storage-provider/access-
endpoints

/storage-provider/access-
endpoints/{key}

Stichprobe

curl -X GET "https://<hostname>/api/storage-provider/access-
endpoints?resource.key=7d5a5903-953a-11e8-8857-00a098dcc959" -H "accept:
application/json" -H "Authorization: Basic <Base64EncodedCredentials>"

2. Wenn |hr Zugriffendpunkt in der Liste verflgbar ist, erhalten Sie den Schlissel fir den Access-Endpunkt,
sonst erstellen Sie den Access-Endpunkt.

Stellen Sie sicher, dass Sie Zugriffendpunkte erstellen, auf denen das CIFS-Protokoll
aktiviert ist. Die Bereitstellung von CIFS-Freigaben schlagt fehl, es sei denn, Sie haben
einen Zugriffendpunkt erstellt, auf dem das CIFS-Protokoll aktiviert ist.

Kategorie HTTP-Verb Pfad

Anbieter von Storage-Losungen  POST /storage-provider/access-
endpoints

Stichprobe

Sie mussen die Details des Zugriffendpunkts, den Sie erstellen méchten, als Eingabeparameter eingeben.
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curl -X POST "https://<hostname>/api/storage-provider/access-endpoints"
-H "accept: application/json”™ -H "Content-Type: application/json" -H
"Authorization: Basic <Base64EncodedCredentials>"

{ \"data protocols\": \"nfs\",

\"fileshare\": { \"key\": \"cbdl757b-0580-11e8-bd9d-
00a098d39%el2:type=volume,uuid=£f3063d27-2c71-44e5-9a69-a3927c19c8fc\" },
\"gateway\": \"10.132.72.12\",

\"ip\": { \"address\": \"10.162.83.26\",

\"ha address\": \"10.142.83.26\",

\"netmask\": \"255.255.0.0\" 1},

\"lun\": { \"key\": \"cbdl757b-0580-11e8-bdod-
00a098d39el2:type=lun,uuid=d208cc7d-80a3-4755-93d4-5db2c38f55a6\" },
\"mtu\": 15000, \"name\": \"aepl\",

\"svm\": { \"key\": \"cbdl757b-0580-11e8-bdod-
00al178d39el2:type=vserver,uuid=1d1c3198-fc57-11e8-99ca-00a098d38el12\" },
\"vlan\": 10}"

Die JSON-Ausgabe zeigt einen Job-Objektschlissel an, mit dem Sie den von lhnen erstellten
Zugriffspendpunkt Gberprifen kdnnen.

3. Uberpriifen Sie den Zugriffendpunkt:

Kategorie HTTP-Verb Pfad
Management-Server GET /management—
server/jobs/{key}

4. Bestimmen Sie, ob Sie eine CIFS-Freigabe oder eine NFS-Dateifreigabe erstellen missen. Flhren Sie
zum Erstellen von CIFS-Freigaben die folgenden Teilschritte aus:

a. Legen Sie fest, ob der CIFS-Server fiir lnre SVM konfiguriert ist, und ermitteln Sie, ob eine Active
Directory-Zuordnung auf der SVM erstellt wird.

Kategorie HTTP-Verb Pfad
Anbieter von Storage-Lésungen GET /storage-
provider/active-

directories-mappings

b. Wenn die Active Directory-Zuordnung erstellt wird, ziehen Sie den Schlissel, sonst erstellen Sie die
Active Directory-Zuordnung auf der SVM.

Kategorie HTTP-Verb Pfad
Anbieter von Storage-Loésungen POST /storage-
provider/active-

directories-mappings

13



Stichprobe

Sie mussen die Details zum Erstellen der Active Directory-Zuordnung als Eingabeparameter eingeben.

curl -X POST "https://<hostname>/api/storage-provider/active-
directories-mappings" -H "accept: application/json" -H "Content-Type:
application/json" -H "Authorization: Basic <Base64EncodedCredentials>"

{ \" links\": {},

\"dns\": \"10.000.000.000\",

\"domain\": \"example.com\",

\"password\": \"string\",

\"svm\": { \"key\": \"9f4ddea-e395-11e9-b660-
005056a71be9:type=vserver,uuid=191a554a-f0ce-11e9-b660-005056a71be9\" },
\"username\": \"string\"}"

+ Dies ist ein synchroner Anruf, und Sie konnen die Erstellung der Active Directory-Zuordnung in der
Ausgabe Uberprifen. Im Fehlerfall wird die Fehlermeldung angezeigt, damit Sie die Anfrage beheben und
erneut ausfihren kénnen.

5. Den SVM-Schlissel fir die SVM erhalten, auf der Sie die CIFS-Freigabe oder die NFS-Dateifreigabe
erstellen mochten, wie im Workflow-Thema UberpriifungsSVMs auf Clustern beschrieben.

6. Erhalten Sie den Schlissel fir den Performance Service Level, indem Sie die folgende API ausfiihren und
den Schlissel aus der Antwort abrufen.

Kategorie HTTP-Verb Pfad

Anbieter von Storage-Lésungen  GET /storage-
provider/performance-
service-levels

Sie kénnen die Details der vom System definierten Performance-Service-Level abrufen,

(D indem Sie die einstellen system defined Eingabeparameter an true. Holen Sie in der
Ausgabe den Schliissel des Performance Service Level, den Sie auf die Dateifreigabe
anwenden mochten.

7. Sie kénnen optional den Richtlinienschlissel fur die Storage-Effizienz fir die Storage-Effizienzrichtlinie
abrufen, den Sie auf die Dateifreigabe anwenden mdchten, indem Sie die folgende API ausfihren und den
Schllissel aus der Antwort abrufen.

Kategorie HTTP-Verb Pfad
Anbieter von Storage-Lésungen  GET /storage-
provider/storage-

efficiency-policies

8. Erstellen Sie die Dateifreigabe. Sie kdnnen eine Dateifreigabe erstellen, die sowohl CIFS als auch NFS
unterstitzt, indem Sie die Zugriffssteuerungsliste und die Exportrichtlinie angeben. Die folgenden
Teilschritte enthalten Informationen, wenn Sie eine Dateifreigabe erstellen méchten, um nur eines der
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Protokolle auf dem Volume zu unterstitzen. Sie kénnen auch eine NFS-Dateifreigabe aktualisieren, um die
Zugriffssteuerungsliste einzuschlielen, nachdem Sie die NFS-Freigabe erstellt haben. Informationen
hierzu finden Sie im Thema ,Modifizieren von Storage Workloads".

a. Wenn Sie nur eine CIFS-Freigabe erstellen méchten, sammeln Sie Informationen tber die
Zugriffssteuerungsliste (Access Control List, ACL). Geben Sie fiur die Erstellung der CIFS-Freigabe
gultige Werte fir die folgenden Eingabeparameter an. Fir jede Benutzergruppe, die Sie zuweisen, wird
bei der Bereitstellung einer CIFS/SMB-Freigabe eine ACL erstellt. Auf der Grundlage der von Ihnen fir
die ACL- und Active Directory-Zuordnung eingegebenen Werte werden die Zugriffssteuerung und
Zuordnung fur die CIFS-Freigabe bei ihrer Erstellung festgelegt.

Ein Curl-Befehl mit Beispielwerten

"access control": {
"acl": [
{
"permission": "read",
"user or group": "everyone"
}
I
"active directory mapping": {

"key": "3b648clb-d965-03b7-20da-61b791a6263c"
by

b. Um nur eine NFS-Dateifreigabe zu erstellen, sammeln Sie die Informationen Uber die Exportrichtlinie.
Geben Sie fur die Erstellung der NFS-Dateifreigabe glltige Werte fur die folgenden Eingabeparameter
an. Auf Grundlage |hrer Werte ist die Exportrichtlinie mit der NFS-Dateifreigabe verbunden, wenn sie
erstellt wird.

Wahrend Sie die NFS-Freigabe bereitstellen, kdnnen Sie entweder eine Exportrichtlinie
erstellen, indem Sie alle erforderlichen Werte angeben oder den Schlussel fir die
Exportrichtlinie angeben und eine vorhandene Exportrichtlinie wiederverwenden. Wenn
Sie eine Exportrichtlinie fir die Storage-VM wiederverwenden méchten, missen Sie den
Schlissel fur die Exportrichtlinie hinzufiigen. Wenn Sie den Schlissel nicht kennen,

(D kénnen Sie den Schlussel fir die Exportrichtlinie Gber abrufen
/datacenter/protocols/nfs/export-policies APIl: Zum Erstellen einer neuen
Richtlinie missen Sie die Regeln eingeben, die im folgenden Beispiel angezeigt werden.
Bei den eingegebenen Regeln versucht die API, nach einer vorhandenen Exportrichtlinie
zu suchen, indem sie den Host, die Storage-VM und die Regeln anpasst. Wenn eine
Exportrichtlinie vorhanden ist, wird sie verwendet. Andernfalls wird eine neue
Exportrichtlinie erstellt.

Ein Curl-Befehl mit Beispielwerten
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"export policy": {

"key": "7d5a59b3-953a-11e8-8857-
00a098dcc959: type=export policy,uuid=1460288880641",

"name tag": "ExportPolicyNameTag",

"rules": [

{
"clients": |
{
"match": "0.0.0.0/0"

Geben Sie nach der Konfiguration der Zugriffssteuerungsliste und der Exportrichtlinie die gultigen
Werte fur die obligatorischen Eingabeparameter fur CIFS- und NFS-Dateifreigaben ein:

@ Die Richtlinie zur Storage-Effizienz ist ein optionaler Parameter zum Erstellen von
Dateifreigaben.

Kategorie HTTP-Verb Pfad
Anbieter von Storage-Lésungen  POST /storage-provider/file-
shares

+ Die JSSON-Ausgabe zeigt einen Job-Objektschllssel an, mit dem Sie die von lhnen erstellte
Dateifreigabe Uberprtfen kdnnen.

9. Uberprifen Sie die Erstellung der Dateifreigabe, indem Sie den bei der Abfrage des Jobs
zurlickgegebenen Job-Objektschllissel verwenden:

Kategorie HTTP-Verb Pfad

Management-Server GET /management—
server/jobs/{key}

Am Ende der Antwort sehen Sie den Schlussel der erstellten Dateifreigabe.
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I
"job results": [
{
"name": "fileshareKey",
"value": "7d5a59b3-953a-11e8-8857-
00a098dcc959:type=volume,uuid=e581c23a-1037-11lea-ac5a-00a098dcceb6"
}
1,
" links": {
"self": {
"href": "/api/management-server/jobs/06a6148bf9%e862df: -
2611856e:16e8d47e722:-7£87"
}

10. Uberprifen Sie die Erstellung der Dateifreigabe, indem Sie die folgende API mit dem zuriickgegebenen
Schllssel ausfihren:

Kategorie HTTP-Verb Pfad

Anbieter von Storage-Loésungen  GET /storage-provider/file-
shares/{key}

Beispiel JSON-Ausgabe

Sie sehen, dass die POST-Methode von /storage-provider/file-shares Intern ruft alle fir die
einzelnen Funktionen erforderlichen APls auf und erstellt das Objekt. Zum Beispiel ruft er die auf
/storage-provider/performance-service-levels/ APl zum Zuweisen des Performance Service
Levels in der Dateifreigabe.

"key": "7d5a59p3-953a-11e8-8857-
00a098dcc959:type=volume, uuid=e581c23a-1037-11lea-ac5a-00a098dccobo",
"name": "FileShare 377",
"cluster": {
"uuid": "7d5a59b3-953a-11e8-8857-00a098dcc959",
"key": "7d5a5903-953a-11e8-8857-
00a098dcc959:type=cluster,uuid=7d5a59b3-953a-11e8-8857-00a098dcc959",
"name": "AFFA300-206-68-70-72-74",

" links": {
"self": {
"href": "/api/datacenter/cluster/clusters/7d5a59b3-953a-
11e8-8857-00a098dcc959:type=cluster,uuid=7d5a5903-953a-11e8-8857~-
00a098dcc959"

}
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b
"svm": {
"uuid": "b1l06d7b1-51e9-11e9-8857-00a098dcc959",
"key": "7d5a59b3-953a-11e8-8857-
00a098dcc959:type=vserver,uuid=b106d7b1-51e9-11e9-8857-00a098dcc959",

"name": "RRT ritu vsl",
" links": {
"self": {
"href": "/api/datacenter/svm/svms/7d5a59b3-953a-11e8-

8857-00a098dcc959: type=vserver,uuid=bl06d7b1-51e9-11e9-8857~-
00a098dcc959"
}

by

"assigned performance service level": {
"key": "1251e51b-069f-11ea-980d-fal63e82bbf2",
"name": "Value",

"peak iops": 75,

"expected iops": 75,
" links": {
"self": {
"href": "/api/storage-provider/performance-service-

levels/1251e51b-069f-11ea-980d-fal63e82bbf2"
}

by

"recommended performance service level": {
"key": null,
"name": "Idle",

"peak iops": null,

"expected iops": null,
" links": {}

b

"space": {

"size": 104857600
by

"assigned storage efficiency policy": {
"key": null,

"name": "Unassigned",
" links": {}

}I

"access control": {
"acl": [

{

"user or group": "everyone",



"permission": "read"

I
"export policy": {
"id": 1460288880641,
"key": "7d5a59b3-953a-11e8-8857-
00a098dcc959: type=export policy,uuid=1460288880641",

"name": "default",
"rules": [
{
"anonymous user": "65534",
"clients": [

{
"match": "0.0.0.0/0"

1,

"index": 1,
"protocols": [
"nfs3",
"nfs4d"

1,

"ro rule": [
"sys"

1,

"rw rule": [
"sys"

1,

"superuser": [

"none"

"anonymous_ user": "65534",
"clients": [
{
"match": "0.0.0.0/0"

I

"index": 2,

"protocols": [
"cifs"

1,

"ro rule": [
"ntlm"

1,

"rw rule": [



n ntlm"

1,

"superuser": [
"none"
]
}
1,
" links": {
"self": {
"href": "/api/datacenter/protocols/nfs/export-

policies/7d5a59b3-953a-11e8-8857~-
00a098dcc959: type=export policy,uuid=1460288880641"
}

by

" links": {
"self": {
"href": "/api/storage-provider/file-shares/7d5a59b3-953a-
11e8-8857-00a098dcc959: type=volume, uuid=e581c23a-1037-11lea-acba-
00a098dccebo"

}

Bereitstellung von LUNs

Sie kdnnen LUNSs auf lhren Storage Virtual Machines (SVMs) bereitstellen, indem Sie die
BereitstellungsAPIs verwenden, die als Teil von Active IQ Unified Manager zur Verfigung
gestellt werden. Dieser Workflow zur Bereitstellung umfasst die Schritte zum Abrufen der
Schlussel der SVMs, Performance Service Levels und Storage-Effizienz-Richtlinien,
bevor die LUN erstellt wird.

Im folgenden Diagramm sind die Schritte in einem Workflow zur Bereitstellung von LUNs dargestellt.
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Cluster added to Unified Manager

Create
Storage VM

Does the cluster

have Storage VM?

Get igroup
key

Y

Get Storage VM

v

Get Performance
Service Level

v

Get Storage
Efficiency Policy

s igroup

v

Create LUN

Yes

available for
LUN?

No

v

Bei diesem Workflow wird vorausgesetzt, dass die ONTAP Cluster zu Unified Manager
hinzugeflgt wurden und der Clusterschlissel abgerufen wurde. Beim Workflow wird auch davon
ausgegangen, dass die SVMs bereits auf den Clustern erstellt wurden.

Create igroup

1. Den SVM-Schlissel fiir die SVM erhalten, auf der Sie die LUN erstellen moéchten, wie im Workflow-Thema
,Verifying SVMs on Cluster‘ beschrieben.

2. Erhalten Sie den Schlissel flr den Performance Service Level, indem Sie die folgende API ausfihren und
den Schlussel aus der Antwort abrufen.
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Kategorie HTTP-Verb Pfad

Anbieter von Storage-Lésungen  GET /storage-

provider/performance-
service-levels

Sie kénnen die Details der vom System definierten Performance-Service-Level abrufen,

@ indem Sie die einstellen system defined Eingabeparameter an true. Holen Sie von der
Ausgabe den Schlissel des Performance Service Level, den Sie auf der LUN anwenden
mdchten.

3. Optional kénnen Sie den Richtlinienschllssel fur die Storage-Effizienz fir die Storage-Effizienzrichtlinie

abrufen, die Sie auf der LUN anwenden mdchten, indem Sie die folgende API ausfihren und den
Schlissel aus der Antwort abrufen.

Kategorie HTTP-Verb Pfad
Anbieter von Storage-Lésungen  GET /storage-
provider/storage-

efficiency-policies

4. Legen Sie fest, ob Initiatorgruppen (Initiatorgruppen) erstellt wurden, um Ihnen den Zugriff auf das LUN-

6.
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Ziel zu gewahren, das Sie erstellen mdchten.

Kategorie HTTP-Verb Pfad

Rechenzentrum GET /datacenter/protocols/san
/igroups
/datacenter/protocols/san
/igroups/{key}

Sie mussen den Parameterwert fir die SVM eingeben, fur die die Initiatorgruppe Uber einen autorisierten
Zugriff verfigt. Wenn Sie aulerdem eine bestimmte Initiatorgruppe abfragen méchten, geben Sie den
Initiatorgruppennamen (Schlissel) als Eingabeparameter ein.

Wenn Sie in der Ausgabe die Initiatorgruppe finden, der Sie Zugriff auf gewahren méchten, holen Sie den
Schlussel ein. Erstellen Sie andernfalls die Initiatorgruppe.

Kategorie HTTP-Verb Pfad
Rechenzentrum POST /datacenter/protocols/san
/igroups

Sie mussen die Details der Initiatorgruppe, die Sie erstellen mdchten, als Eingabeparameter eingeben.
Dies ist ein synchroner Anruf, und Sie kdnnen die igroup-Erstellung in der Ausgabe Uberprifen. Im
Fehlerfall wird eine Meldung angezeigt, mit der Sie Fehler beheben und die API erneut ausfiihren kénnen.

Erstellen Sie die LUN.



Kategorie HTTP-Verb Pfad

Anbieter von Storage-Lésungen  POST /storage-provider/luns

Stellen Sie zum Erstellen der LUN sicher, dass Sie die abgerufenen Werte als obligatorische
Eingabeparameter hinzugefligt haben.

(D Die Richtlinie zur Storage-Effizienz ist ein optionaler Parameter zum Erstellen von LUNSs.

Stichprobe

Sie mussen als Eingabeparameter alle Details der LUN eingeben, die Sie erstellen mdchten.

curl -X POST "https://<hostname>/api/storage-provider/luns" -H "accept:
application/json" -H

"Content-Type: application/json"™ -H "Authorization: Basic
<Base64EncodedCredentials>" -d

"{ \"name\": \"MigrationLunWithVol\", \"os type\": \"windows\",

\"performance service level\": { \"key\": \"7873dc0d-0ee5-11lea-82d7-
fal63ealeb69\" 1},

\"space\": { \"size\": 1024000000 }, \"svm\": { \"key\":

\"333fbcfa-0ace-11ea-9d6d-00a09897ccl5:type=vserver,uuid=4d462ec8-
0f56-11ea-9d6d-00a09897ccl5\"

P

In der JSON-Ausgabe wird ein Objektschlissel angezeigt, mit dem Sie die von Ihnen erstellte LUN
Uberprifen kénnen.

. Uberprifen Sie die LUN-Erstellung, indem Sie den bei der Abfrage des Jobs zuriickgegebenen Job-
Objektschlissel verwenden:

Kategorie HTTP-Verb Pfad
Management-Server GET /management-
server/jobs/{key}

Am Ende der Antwort wird der Schltissel der erstellten LUN angezeigt.
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"name": "lunKey",
"value": "key": "f963839f-0f95-11ea-9963-
00a098884afb:type=lun,uuid=71£3187e-bf19-4£34-ba34-b1736209b45a"
}
1y
" links": {
"self": {
"href": "/api/management-server/jobs/fa7c856d29e2b80f%3A-
8d3325d%3A16e9eb5ed6d%3A-548b"
}

8. Uberpriifen Sie die Erstellung der LUN, indem Sie die folgende API mit dem zuriickgegebenen Schliissel
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ausfihren:
Kategorie HTTP-Verb Pfad
Anbieter von Storage-Ldsungen GET /storage-

provider/luns/{key}

Beispiel JSON-Ausgabe

Sie sehen, dass die POST-Methode von /storage-provider/luns Intern ruft alle fir die einzelnen
Funktionen erforderlichen APIs auf und erstellt das Objekt. Zum Beispiel ruft er die auf /storage-

provider/performance-service-levels/ APl zum Zuweisen des Performance Service Level auf
der LUN.

"key": "f963839f-0£95-11ea-9963-00a098884af5:type=1lun,uuid=71£3187e-
bf19-4f34-ba34-b1736209b45a",

"name": "/vol/NSLM VOL LUN 1574753881051/LunForTestingl",
"uuid": "71£3187e-bf19-4f34-ba34-b1736209b45a",
"cluster": {

"uuid": "£963839f-0£f95-11ea-9963-00a098884af5",
"key": "f963839f-0£95-11ea-9963-
00a098884af5:type=cluster,uuid=£f963839f-0£95-11€a-9963-00a098884af5",

"name": "sti2552-4451574693410",
" links": {
"self": {
"href": "/api/datacenter/cluster/clusters/£f963839f-0f95-1lea-

9963-00a098884af5:type=cluster,uuid=£963839f-0£95-11ea-9963-
00a098884af5"

}



Yy
"svm": {
"guid": "7754a99¢c-101f-11ea-9963-00a098884af5",

"key": "£f963839f-0£95-11ea-9963~-
00a098884af5:type=vserver,uuid=7754a99¢c-101f-11ea-9963-00a098884af5",
"name": "Testingsvml",
" links": {
"self": {
"href": "/api/datacenter/svm/svms/£963839f-0£95-11ea-9963-

00a098884af5:type=vserver,uuid=7754a99c-101f-11ea-9963-00a098884af5"
}
}
by
"volume": {
"uuid": "961778bb-2be9-4bda-b8da-57c7026e52ad",
"key": "f963839f-0£95-11ea-9963-
00a098884af5:type=volume,uuid=961778bb-2be9-4b4a-b8da-57c7026e52ad",

"name": "NSLM VOL LUN 1574753881051",
" links": {
"self": {
"href": "/api/datacenter/storage/volumes/f963839f-0f95-11lea-

9963-00a098884af5:type=volume,uuid=961778bb-2be9%-4b4a-b8da-57c7026e52ad"
}
}
}y

"assigned performance service level": {
"key": "861f6ed4d-0c35-11ea-9d73-fal63e706bc4d",
"name": "Value",

"peak iops": 75,
"expected iops": 75,

" links": {
"self": {
"href": "/api/storage-provider/performance-service-

levels/861f6ed4d-0c35-11ea-9d73-fal63e706bcd"
}

}

by

"recommended performance service level": {
"key": null,
"name": "Idle",
"peak iops": null,
"expected iops": null,
" links": {}

by

"assigned storage efficiency policy": {
"key": null,
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"name": "Unassigned",
" links": {}

by

"space": {
"size"™: 1024458752

by

"os type": "linux",
" links": {
"self": {
"href": "/api/storage-provider/luns/£f963839f-0£f95-11ea-9963-

00a098884af5%3Atypes3D1lun%2Cuuid%3D71£3187e-bf19-4£34-ba34-b1736209%b45a"
}

Fehlerbehebungsschritte fiir Fehler bei der LUN-Erstellung oder -Zuordnung

Beim AbschlielRen dieses Workflows wird maglicherweise immer noch ein Fehler bei der LUN-Erstellung
angezeigt. Selbst wenn die LUN erfolgreich erstellt wird, schlagt die LUN-Zuordnung mit der Initiatorgruppe
moglicherweise fehl, da eine SAN-LIF nicht verfligbar ist oder der Zugriffskpunkt auf dem Node, auf dem Sie
die LUN erstellen, nicht verfiigbar ist. Bei einem Ausfall wird die folgende Meldung angezeigt:

The nodes <node name> and <partner node name> have no LIFs configured with
the iSCSI or FCP protocol for Vserver <server name>. Use the access-
endpoints API to create a LIF for the LUN.

Befolgen Sie diese Schritte zur Fehlerbehebung, um diesen Fehler zu umgehen.

1. Erstellen Sie einen Zugriffssendpunkt, der DAS ISCSI-/FCP-Protokoll auf der SVM unterstitzt, auf der Sie
die LUN erstellt haben.

Kategorie HTTP-Verb Pfad

Anbieter von Storage-Lésungen  POST /storage-provider/access-
endpoints

Stichprobe

Sie mussen die Details des Zugriffendpunkts, den Sie erstellen méchten, als Eingabeparameter eingeben.

Stellen Sie sicher, dass Sie im Eingabeparameter den hinzugeflgt haben address Um den

(D Home-Node der LUN und des anzugeben ha address Um den Partner-Node des Home-
Node anzugeben. Bei diesem Vorgang werden sowohl auf dem Home-Node als auch auf
dem Partner-Node Zugriffspendpunkte erstellt.
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curl -X POST "https://<hostname>/api/storage-provider/access—-endpoints"
-H "accept:

application/json" -H "Content-Type: application/Jjson" -H
"Authorization: Basic <Base64EncodedCredentials>" -d "{

\"data protocols\": [ \"iscsi\" 1, \"ip\": {
\"address\": \"10.162.83.126\", \"ha address\": \"10.142.83.126\",
\"netmask\":

\"255.255.0.0\" }, \"lun\": { \"key\":

\"edf33f90-f75f-11e8-9ed9-00a098e3215f:type=1lun, uuid=b8elclae-0997-
47¢c5-97d2-1677d3ec08f£\" },

\"name\": \"aep example\" }"

2. Fragen Sie den Job mit dem in der JSON-Ausgabe zurliickgegebenen Job-Objektschlissel ab, um zu
Uberprifen, ob er erfolgreich ausgefihrt wurde, um die Zugriffendpunkte auf der SVM hinzuzufiigen und
dass die iISCSI/FCP-Dienste auf der SVM aktiviert wurden.

Kategorie HTTP-Verb Pfad
Management-Server GET /management—
server/jobs/{key}

Beispiel JSON-Ausgabe

Am Ende der Ausgabe sehen Sie den Schlissel der erstellten Access-Endpunkte. In der folgenden
Ausgabe, die "name": "accessEndpointKey" Der Wert gibt den Zugriffendpunkt an, der auf dem
Home-Node der LUN erstellt wurde und fir den der Schlissel lautet 9c964258-14ef-11ea-95e2-

00a098e32c28. Der "name": "accessEndpointHAKey" Der Wert gibt den Zugriffspendpunkt an, der

auf dem Partner-Node des Home-Nodes erstellt wurde und fur den der Schlissel der Schlissel ist
9d347006-14ef-11ea-8760-00a098e3215¢.
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3.
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"job results": [
{

"name": "accessEndpointKey",

"value": "ed4f33f90-f75f-11e8-9ed9-
00a098e3215f:type=network 1if,1lif uuid=9c964258-14ef-1lea-95e2-
00a098e32c28"

by
{

"name": "accessEndpointHAKey",

"value": "edf33f90-f75f-11e8-9edS-
00a098e3215f:type=network 1if,1lif uuid=9d347006-14ef-11ea-8760-
00a098e3215£f"

}
1,

" links": {
"self": {
"href": "/api/management-server/jobs/71377eeealb25633%3A-

30a2dbfe%3A16ec620945d%3A-7£5a"
}

Andern Sie die LUN, um die Initiatorgruppenzuordnung zu aktualisieren. Weitere Informationen zur
Anderung von Workflows finden Sie unter ,MModifizieren von Storage-Workloads‘.

Kategorie HTTP-Verb Pfad
Anbieter von Storage-Lésungen  PATCH /storage-
provider/lun/ {key}

Geben Sie in der Eingabe den Initiatorgruppenschlissel an, mit dem Sie die LUN-Zuordnung aktualisieren
mdchten, zusammen mit dem LUN-Schllssel.

Stichprobe

curl -X PATCH "https://<hostname>/api/storage-provider/luns/edf33f90-
£f75f-11e8-9ed9-00a098e3215f%3Atypes$3D1lun%2Cuuid%3Db8e0clae-0997-47c5-
97d2-1677d3ec08ff"

-H "accept: application/json™ -H "Content-Type: application/json" -H
"Authorization: Basic <Base64EncodedCredentials>" -d

"{ \"lun maps\": [ { \"igroup\":

{ \"key\": \"edf33f90-f75f-11e8-9ed9-
00a098e3215f:type=igroup,uuid=dl9ec2fa-fec7-11e8-b23d-00a098e32c28\" 1},
\"logical unit number\": 3 } ]}"



In der JSON-Ausgabe wird ein Objektschlissel angezeigt, mit dem Sie Uberprifen kénnen, ob die
Zuordnung erfolgreich ist.

4. Uberprifen Sie die LUN-Zuordnung, indem Sie mit dem LUN-Schliissel abfragen.

Kategorie HTTP-Verb Pfad

Anbieter von Storage-Loésungen  GET /storage-
provider/luns/{key}

Beispiel JSON-Ausgabe

In der Ausgabe sehen Sie, dass die LUN erfolgreich mit der Initiatorgruppe zugeordnet wurde (Schliissel)
dl9ec2fa-fec7-11e8-b23d-00a098e32c28) Mit denen es urspriinglich bereitgestellt wurde.

"key": "edf33f90-£75f-11e8-9ed9-00a098e3215f:type=1lun,uuid=b8elclae-
0997-47¢5-97d2-1677d3ec08ft",

"name": "/vol/NSLM VOL LUN 1575282642267/example lun",
"yuid": "b8e0clae-0997-47c5-97d2-1677d3ec08ff",
"cluster": {

"uuid": "ed4£33f90-f75f-11e8-9ed9-00a098e3215f",

"key": "edf33f90-£75f-11e8-9ed9-
00a098e3215f:type=cluster,uuid=e4£33f90-£f75f-11e8-9ed9-00a098e3215f",

"name": "umeng-aff220-01-02",

" links": {
"self": {

"href": "/api/datacenter/cluster/clusters/ed4f33£f90-f75f-11e8-
9ed9-00a098e3215f:type=cluster,uuid=e4£33f90-£75f-11e8-9ed9-
00a098e3215£"

}
}
b
"svm": |
"uuid": "97£47088-faB8e-11e8-9ed9-00a098e3215f",

"key": "edf33f90-£f75f-11e8-9ed9-
00a098e3215f:type=vserver,uuid=97f47088-fa8e-11e8-9ed9-00a098e3215f",

"name": "NSLM12 SVM ritu",
" links": {
"self": {
"href": "/api/datacenter/svm/svms/edf33f90-£f75f-11e8-9ed9-

00a098e3215f:type=vserver,uuid=97£f47088-fa8e-11e8-9ed9-00a098e3215f"
}
}
by
"volume": ({
"uuid": "ale09503-a478-43a0-8117-d25491840263",
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"key": "edf33f90-£75f-11e8-9ed9-
00a098e3215f:type=volume,uuid=ale09503-a478-43a0-8117-d25491840263",

"name": "NSLM VOL LUN 1575282642267",
" links": {
"self": {
"href": "/api/datacenter/storage/volumes/e4f33f90-f75f-11e8-

9ed9-00a098e3215f: type=volume,uuid=ale09503-a478-43a0-8117-d25491840263"
}
}
by
"lun maps": [
{
"igroup": {
"uuid": "dl9%ec2fa-fec7-11e8-b23d-00a098e32c28",
"key": "edf33f90-£75f-11e8-9ed9-
00a098e3215f:type=igroup,uuid=dl9ec2fa-fec7-11e8-b23d-00a098e32c28",

"name": "lun55 igroup",
" links": {
"self": {
"href": "/api/datacenter/protocols/san/igroups/e4f33f90-

f75f-11e8-9ed9-00a098e3215f: type=igroup,uuid=dl9ec2fa-fec7-11e8-b23d-
00a098e32c28"
}
}
by

"logical unit number": 3
}
1,
"assigned performance service level": {
"key": "cfZ2aacda-10df-1lea-bbe6-fal63e599489",
"name": "Value",

"peak iops": 75,
"expected iops": 75,

" links": {
"self": {
"href": "/api/storage-provider/performance-service-

levels/cf2aacda-10df-1lea-bbe6-£al63e599489"
}
}
by
"recommended performance service level": {

"key": null,

"name": "Idle",

"peak iops": null,
"expected iops": null,
" links": {}



by
"assigned storage efficiency policy": {
"key": null,

"name": "Unassigned",
" links": {}

by

"space": {

"size": 1073741824
by

"os type": "linux",
" links": {
"self": {
"href": "/api/storage-provider/luns/ed£f33f90-£75f-11e8-9ed9-

00a098e3215f%3Atype%s3D1lun%2Cuuid%3Db8e0clae-0997-47¢c5-97d2-1677d3ecO08ff"
}

Anderung von Storage-Workloads

Das Andern von Storage-Workloads besteht aus der Aktualisierung von LUNs oder File
Shares mit fehlenden Parametern oder der Anderung der vorhandenen Parameter.

Dieser Workflow erlautert beispielhaft die Aktualisierung von Performance Service Levels fur LUNs und File
Shares.

@ Beim Workflow wird vorausgesetzt, dass die LUN oder Dateifreigabe mit Performance Service-
Leveln bereitgestellt wurde.

Andern von Dateifreigaben

Wahrend Sie eine Dateifreigabe andern, kdnnen Sie die folgenden Parameter aktualisieren:

» Kapazitat oder Grofde.

 ,Online“- oder ,Offline“-Einstellung.

 Storage-Effizienzrichtlinie.

» Performance Service Level:

« Einstellungen fur die Zugriffssteuerungsliste (Access Control List, ACL).

* Einstellungen fur Exportrichtlinien. Sie kdnnen auch die Parameter der Exportrichtlinie I6schen und die
Standardregeln fur den (leeren) Export auf der Dateifreigabe zurticksetzen.

@ Wahrend einer einzelnen API-Ausfiihrung kdnnen Sie nur einen Parameter aktualisieren.

Dieses Verfahren beschreibt das Hinzufligen eines Performance Service Levels zu einer Dateifreigabe. Sie
koénnen das gleiche Verfahren zum Aktualisieren einer beliebigen anderen Dateifreigabe-Eigenschaft
verwenden.
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1. Holen Sie sich den CIFS-Share oder den NFS-Dateifreigabschlissel der Dateifreigabe, die Sie
aktualisieren mdchten. Diese API fragt alle Dateifreigaben in Inrem Datacenter ab. Uberspringen Sie
diesen Schritt, wenn Sie den Dateifreigabeconkey bereits kennen.

Kategorie HTTP-Verb Pfad
Anbieter von Storage-Lésungen  GET /storage-provider/file-
shares

2. Zeigen Sie die Details der Dateifreigabe an, indem Sie die folgende API mit dem von lhnen erhaltenen
Dateifreigabschliissel ausfihren.

Kategorie HTTP-Verb Pfad

Anbieter von Storage-Lésungen  GET /storage-provider/file-
shares/{key}

Zeigen Sie die Details der Dateifreigabe in der Ausgabe an.

"assigned performance_ service level": ({
"key": null,
"name": "Unassigned",
"peak iops": null,
"expected iops": null,
" links": {}
by

3. Holen Sie sich den Schlissel fir das Performance Service Level, das Sie fur diese Dateifreigabe zuweisen
mdchten. Derzeit ist keine Richtlinie zugewiesen.
Kategorie HTTP-Verb Pfad

Performance Service Level GET /storage-
provider/performance-
service-levels

Sie konnen die Details der vom System definierten Performance-Service-Level abrufen,

@ indem Sie die einstellen system defined Eingabeparameter an true. Holen Sie in der
Ausgabe den Schllssel des Performance Service Level, den Sie auf die Dateifreigabe
anwenden mdchten.

4. Wenden Sie den Performance Service Level auf der Dateifreigabe an.

Kategorie HTTP-Verb Pfad

Storage Provider PATCH /storage-provider/file-
shares/{key}
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In der Eingabe missen Sie nur den Parameter angeben, den Sie aktualisieren mochten, zusammen mit
dem Dateifreigabetschlissel. In diesem Fall ist es der Schlissel zum Performance Service Level.

Stichprobe

curl -X POST "https://<hostname>/api/storage-provider/file-shares" -H
"accept: application/json" -H "Authorization: Basic
<Baseb6b4EncodedCredentials>" -d

"{

\"performance service level\": { \"key\": \"1251e51b-069f-11ea-980d-
fal63e82bbf2\" 1},

po

Die JSON-Ausgabe zeigt ein Job-Objekt an, mit dem Sie tUberprifen kdnnen, ob die Zugriffendpunkte auf
den Home- und Partner-Nodes erfolgreich erstellt wurden.

. Uberpriifen Sie, ob der Performance Service Level zur Dateifreigabe hinzugefiligt wurde, indem Sie den
Job-Objektschlissel verwenden, der in Ihrer Ausgabe angezeigt wird.

Kategorie HTTP-Verb Pfad
Management Server GET /management-
server/jobs/{key}

Wenn Sie mit der ID des Job-Objekts abfragen, sehen Sie, ob die Dateifreigabe erfolgreich aktualisiert
wurde. Beheben Sie bei einem Ausfall die Fehlerbehebung, und fihren Sie die API erneut aus. Wenn die
Datei erfolgreich erstellt wurde, fragen Sie die Dateifreigabe ab, um das geanderte Objekt anzuzeigen:

Kategorie HTTP-Verb Pfad

Anbieter von Storage-Lésungen  GET /storage-provider/file-
shares/{key}

Zeigen Sie die Details der Dateifreigabe in der Ausgabe an.

"assigned performance service level": ({
"key": "1251e51b-069f-11ea-980d-fal63e82bbf2",
"name": "Value",

"peak iops": 75,
"expected iops": 75,
" links": {
"self": {
"href": "/api/storage-provider/performance-service-
levels/1251e51b-069f-11ea-980d-fal63e82bbf2"
}
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LUNs werden aktualisiert
Wahrend Sie eine LUN aktualisieren, kdnnen Sie die folgenden Parameter andern:

+ Kapazitat oder GrofRe

 ,Online“- oder ,Offline“-Einstellung
 Storage-Effizienzrichtlinie

» Performance Service Level
LUN-Zuordnung

(D Wahrend einer einzelnen API-Ausfihrung kdnnen Sie nur einen Parameter aktualisieren.

Bei diesem Verfahren wird das Hinzufiigen eines Performance Service Levels zu einer LUN beschrieben. Sie
kénnen dasselbe Verfahren zum Aktualisieren jeder anderen LUN-Eigenschaft verwenden.

1. Holen Sie den LUN-Schlissel der LUN, die Sie aktualisieren mochten. Diese API gibt Details zu allen
LUNS in Inrem Datacenter zuriick. Uberspringen Sie diesen Schritt, wenn Sie den LUN-Schliissel bereits

kennen.
Kategorie HTTP-Verb Pfad
Storage Provider GET /storage-provider/luns

2. Zeigen Sie die Details der LUN an, indem Sie die folgende APl mit dem erhaltenen LUN-SchlUssel
ausfuhren.

Kategorie HTTP-Verb Pfad

Storage Provider GET /storage-
provider/luns/{key}

Zeigen Sie die Details der LUN in der Ausgabe an. Sie sehen, dass dieser LUN kein Performance-Service-
Level zugewiesen ist.

Beispiel JSON-Ausgabe

"assigned performance service level": {
"key": null,
"name": "Unassigned",
"peak iops": null,
"expected iops": null,
" links": {}
by

3. Erhalten Sie den SchlUssel fliir das Performance Service Level, das Sie der LUN zuweisen mochten.
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Kategorie HTTP-Verb Pfad

Performance Service Level GET /storage-
provider/performance-
service-levels

Sie kénnen die Details der vom System definierten Performance-Service-Level abrufen,

@ indem Sie die einstellen system defined Eingabeparameter an true. Holen Sie von der
Ausgabe den Schlissel des Performance Service Level, den Sie auf der LUN anwenden
mdchten.

4. Wenden Sie den Performance Service Level auf der LUN an.

Kategorie HTTP-Verb Pfad
Storage Provider PATCH /storage-
provider/lun/ {key}

Sie mussen in der Eingabe nur den Parameter angeben, den Sie aktualisieren méchten, zusammen mit
dem LUN-Schlissel. In diesem Fall ist es der Schlissel zum Performance Service Level.

Stichprobe

curl -X PATCH "https://<hostname>/api/storage-provider/luns/7d5a59b3-
953a-11e8-8857-00a098dcc959" -H "accept: application/json"™ -H "Content-
Type: application/json"™ H "Authorization: Basic
<Baseb64EncodedCredentials>" -d

"{ \"performance service levell\": { \"key\": \"1251e51b-069f-11ea-980d-
fal6e3e82bbf2\" }"

In der JSON-Ausgabe wird ein Objektschlissel angezeigt, mit dem Sie die aktualisierte LUN tberprifen
koénnen.

. Zeigen Sie die Details der LUN an, indem Sie die folgende API mit dem erhaltenen LUN-Schlissel
ausfuhren.

Kategorie HTTP-Verb Pfad

Storage Provider GET /storage-
provider/luns/{key}

Zeigen Sie die Details der LUN in der Ausgabe an. Sie sehen, dass dieser LUN das Performance-Service-
Level zugewiesen ist.

Beispiel JSON-Ausgabe
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"assigned performance service level": ({
"key": "1251e51b-069f-11ea-980d-fal63e82bbf2",
"name": "Value",
"peak iops": 75,
"expected iops": 75,
" links": {
"self": {
"href": "/api/storage-provider/performance-service-
levels/1251e51b-069f-11ea-980d-fal63e82bbf2"
}

Andern einer NFS-Dateifreigabe zur Unterstiitzung von CIFS

Sie kdnnen eine NFS-Dateifreigabe andern, um CIFS-Protokoll zu unterstutzen. Wahrend
der Erstellung von Dateifreigabe kdnnen sowohl ACL-Parameter (Access Control List) als
auch Richtlinienregeln flur den Export fur dieselbe Dateifreigabe festgelegt werden. Wenn
Sie jedoch CIFS auf demselben Volume aktivieren mochten, auf dem Sie eine NFS-
Dateifreigabe erstellt haben, kdnnen Sie die ACL-Parameter auf dieser Dateifreigabe
aktualisieren, um CIFS zu unterstutzen.

Bevor Sie beginnen

1. Eine NFS-Dateifreigabe muss nur mit den Details der Exportrichtlinie erstellt worden sein. Informationen
hierzu finden Sie unter ,Managen von Dateifreigaben“ und ,, Andern von Storage-Workloads_*“.

2. Sie mussen Uber den Dateifreigabschlissel verfigen, um diesen Vorgang ausfiihren zu kénnen.
Informationen zum Anzeigen von Details zur Dateifreigabe und zum Abrufen des Dateifreigabschliissels
mithilfe der Job-ID finden Sie unter Provisioning CIFS and NFS File Shares.

Uber diese Aufgabe

Dies gilt fur eine NFS-Dateifreigabe, die Sie erstellt haben, indem Sie nur Richtlinien flr den Export hinzufliigen
und nicht die ACL-Parameter. Sie andern die NFS-Dateifreigabe, um die ACL-Parameter einzubeziehen.

Schritte

1. Fuhren Sie auf der NFS-Dateifreigabe einen aus PATCH Operation mit den ACL-Details fiir den Zugriff auf
CIFS.

Kategorie HTTP-Verb Pfad
Anbieter von Storage-Lésungen  PATCH /storage-provider/file-
shares
Stichprobe

Basierend auf den Zugriffsberechtigungen, die Sie der Benutzergruppe zuweisen, wird wie im folgenden
Beispiel angezeigt eine ACL erstellt und der Dateifreigabe zugewiesen.
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"access control": {

"acl": [
{
"permission": "read",
"user or group": "everyone"
}
] 14
"active directory mapping": {

"key": "3b648clb-d965-03b7-20da-61b791a6263c"

Beispiel JSON-Ausgabe
Der Vorgang gibt die Job-ID des Jobs zurtick, der das Update ausftihrt.

2. Uberpriifen Sie, ob die Parameter korrekt hinzugefiigt wurden, indem Sie die Details zur Dateifreigabe fiir
dieselbe Dateifreigabe abfragen.

Kategorie HTTP-Verb Pfad

Anbieter von Storage-Loésungen  GET /storage-provider/file-
shares/{key}

Beispiel JSON-Ausgabe

"access control": {
"acl": [
{
"user or group": "everyone",
"permission": "read"

I
"export policy": {
"id": 1460288880641,
"key": "7d5a59b3-953a-11e8-8857-
00a098dcc959: type=export policy,uuid=1460288880641",

"name": "default",
"rules": [
{
"anonymous user": "65534",
"clients": |

{
"match": "0.0.0.0/0"
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"index": 1,
"protocols": [
"nfs3",
"nfs4"

I

"ro rule": [
"sys”

I

"rw rule": [
"sys"

I

"superuser": [

"none"

"anonymous_user": "65534",
"clients": [
{
"match": "0.0.0.0/0"

1,

"index": 2,
"protocols": [
"cifs"

I

"ro rule": [
"ntlm"

I

"rw rule": [
"ntlm"

I

"superuser": [

"none"

I
" links": {
"self": {
"href": "/api/datacenter/protocols/nfs/export-
policies/7d5a59b3-953a-11e8-8857-
00a098dcc959: type=export policy,uuid=1460288880641"
}

by



" links": {

"self": {
"href": "/api/storage-provider/file-shares/7d5a5903-953a~-
11e8-8857-00a098dcc959: type=volume, uuid=e581c23a-1037-11lea-acba-
00a098dccebo"

}

Sie kénnen die ACL sehen, die zusammen mit der Exportrichtlinie in die gleiche Dateifreigabe zugewiesen
wurde.

Anderung von Workloads fiir das Upgrade von QoS auf AQoS

Active 1Q Unified Manager unterstutzt sowohl herkdmmliche QoS als auch AQoS
(Adaptive QoS), die den von Unified Manager gemanagten Storage-Workloads
zugeordnet sind.

Wenn Sie Ihre ONTAP-Cluster von 9.1 auf 9.3 (fur Dateifreigaben) und 9.4 (fur LUNs) aktualisieren, kénnen
Sie die traditionelle QoS der jeweiligen von Unified Manager verwalteten Workloads auf AQoS aktualisieren.
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