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Beheben von Volume-Offlineproblemen

Dieser Workflow bietet ein Beispiel dafur, wie Sie ein Offline-Ereignis eines Volumes
bewerten und beheben kdnnen, das Unified Manager auf der Seite
,=Ereignismanagement-Bestand” anzeigen kann. In diesem Szenario dienen Sie als
Administrator, der Unified Manager zum Beheben von Fehlern bei einem oder mehreren
Offline-Ereignissen des Volumes verwendet.

Bevor Sie beginnen
Sie mussen Uber die Rolle ,Operator®, ,Application Administrator” oder ,Storage Administrator” verfiigen.

Volumes kdnnen aus verschiedenen Griinden offline gemeldet werden:

* Der SVM-Administrator hat das Volume absichtlich offline geschaltet.

* Der Hosting-Cluster-Node des Volumes ist ausgefallen und das Storage-Failover zu seinem HA-Paar-
Partner ist ebenfalls ausgefallen.

» Das Volume, das die Storage Virtual Machine (SVM) hostet, wird angehalten, da der Node, der das Root-
Volume dieser SVM hostet, ausgefallen ist.

» Das Hosting-Aggregat des Volumes ist aufgrund des gleichzeitigen Ausfalls von zwei RAID-Festplatten
ausgefallen.

Mithilfe der Inventarseite fur das Ereignismanagement und der Seiten ,Cluster/Health®, ,Storage VM/Health*
und ,Volume/Health Details“ kdnnen Sie eine oder mehrere dieser Moglichkeiten bestatigen oder eliminieren.

Schritte
1. Klicken Sie im linken Navigationsbereich auf Ereignisverwaltung.

2. Wahlen Sie auf der Seite * Event Management* Inventory die Option Active Availability Events aus.

3. Klicken Sie auf den Hypertext-Link, der fir das Offlinevent Volume angezeigt wird.
Die Seite Ereignisdetails fur den Verfligbarkeitsereignis wird angezeigt.
4. Prufen Sie auf dieser Seite die Hinweise, ob der SVM-Administrator das fragliche Volume offline geschaltet

hat.

5. Auf der Seite Event Details konnen Sie die Informationen fir eine oder mehrere der folgenden Aufgaben
einsehen:

- Uberpriifen Sie die im Feld Ursache angezeigten Informationen, um eine moégliche Diagnosefiihrung zu
erhalten.

In diesem Beispiel werden Sie in den Informationen im Feld Ursache nur dartber informiert, dass das
Volume offline ist.

> Im Bereich ,Notizen® und ,Updates” werden alle Angaben darliber gemacht, dass der SVM-
Administrator das fragliche Volume absichtlich offline geschaltet hat.

o Klicken Sie auf die Quelle des Ereignisses, in diesem Fall auf das offline gemeldete Volume, um
weitere Informationen zu diesem Volume zu erhalten.

> Weisen Sie das Ereignis einem Administrator zu.

o Bestatigen Sie das Ereignis oder markieren Sie es gegebenenfalls als erledigt.



Durchfuhren von Diagnoseaktionen fur Volume-Offline-
Zustande

Nachdem Sie zur Seite Volume / Health Details eines gemeldeten Volumes navigieren,
das offline sein soll, konnen Sie nach zusatzlichen Informationen suchen, die hilfreich
sind, um die Offline-Bedingung des Volumens zu diagnostizieren.

Bevor Sie beginnen
Sie mussen Uber die Rolle ,Operator®, ,Application Administrator” oder ,Storage Administrator” verfiigen.

Wenn das offline gemeldete Volume nicht absichtlich offline geschaltet wurde, ist das Volume aus
verschiedenen Griinden offline.

Beginnend mit der Seite Volume / Health Details des Offline-Volumes kénnen Sie zu anderen Seiten und
Fenstern navigieren, um mdgliche Ursachen zu bestatigen oder zu eliminieren:

* Klicken Sie auf Volume / Health Details Seite Links, um festzustellen, ob das Volume offline ist, weil sein
Host-Knoten ausgefallen ist und Storage Failover zu seinem HA-Paar-Partner hat auch fehlgeschlagen.

Siehe "Ermitteln, ob ein Offline-Zustand eines Volumes von einem Node nach unten verursacht wurde".

» Klicken Sie auf Volume / Health Detailseite Links, um festzustellen, ob das Volume offline ist und seine
Host Storage Virtual Machine (SVM) angehalten wird, da der Node, der das Root-Volume dieser SVM
hostet, nicht verfligbar ist.

Siehe "Ermitteln, ob ein Volume offline ist und die SVM angehalten wird, da ein Node ausfallt".

 Klicken Sie auf Volumen / Gesundheit Details Seite Links, um festzustellen, ob das Volumen ist offline
wegen gebrochener Festplatten in seinem Host-Aggregat.

Siehe "Ermitteln, ob ein Volume aufgrund von defekten Festplatten in einem Aggregat offline ist".

Verwandte Informationen

"Unified Manager Benutzer-Rollen und -Funktionen”

Ermitteln, ob ein Volume offline ist, weil sein Hostknoten ausgefallen ist

Mit der Unified Manager Web-Ul lasst sich die Mdglichkeit bestatigen oder ganz
ausschlielden, dass ein Volume offline ist, da der Host-Node ausfallt und das Storage
Failover auf seinen HA-Paar-Partner nicht erfolgreich ist.

Bevor Sie beginnen
Sie mussen Uber die Rolle ,,Operator, ,Application Administrator” oder ,Storage Administrator” verfligen.

Um zu ermitteln, ob der Offlinezustand des Volumes durch einen Ausfall des Hosting-Node und eines
nachfolgenden nicht erfolgreichen Storage-Failovers verursacht wird, fiihren Sie folgende Aktionen durch:

Schritte

1. Suchen und klicken Sie auf den Hypertext-Link, der unter SVM im Bereich Related Devices des Offline-
Volume der Seite Volume / Health Details angezeigt wird.


https://docs.netapp.com/de-de/active-iq-unified-manager/config/reference_unified_manager_roles_and_capabilities.html

Auf der Seite Storage VM / Health Details werden Informationen zur SVM (Hosting Storage Virtual
Machine) des Offline-Volumes angezeigt.

2. Suchen Sie im Bereich Related Devices der Seite Storage VM / Health Details den Hypertext-Link, der
unter Volumes angezeigt wird, und klicken Sie auf diesen.

In der Ansicht Systemzustand: Alle Volumes wird eine Tabelle mit Informationen zu allen Volumes
angezeigt, die von der SVM gehostet werden.

3. Klicken Sie in der Spaltentberschrift Health: All Volumes view State auf das Filtersymbol =, Und wahlen
Sie dann die Option Offline.

Es werden nur die SVM-Volumes im Offline-Zustand aufgefihrt.

4. Klicken Sie in der Ansicht Systemzustand: Alle Volumes auf das Raster-Symbol [E=, Und wahlen Sie dann
die Option Cluster-Knoten.

Méglicherweise missen Sie im Auswahlfeld Raster blattern, um die Option Cluster Nodes zu finden.

Die Spalte Cluster Nodes wird dem Bestand der Volumes hinzugefigt und zeigt den Namen des Node an,
der jedes Offline Volume hostet.

5. Suchen Sie in der Ansicht Health: All Volumes die Liste fiir das Offline-Volume und klicken Sie in der
Spalte Cluster Node auf den Namen seines Hostknoten.

Auf der Registerkarte Nodes auf der Seite Cluster / Health Details wird der Status des HA-Paar von Nodes
angezeigt, zu dem der Hosting-Node gehort. Der Status des Hosting-Node und der Erfolg eines Cluster-
Failover-Vorgangs wird in der Anzeige angezeigt.

Nachdem Sie bestatigt haben, dass der Offline-Zustand des Volume vorliegt, weil sein Host-Node ausgefallen
ist und das Storage Failover zum HA-Paar-Partner fehlgeschlagen ist, wenden Sie sich an den
entsprechenden Administrator oder Operator, um den heruntergeschilterten Node manuell neu zu starten und
das Storage-Failover-Problem zu beheben.

Ermitteln Sie, ob ein Volume offline ist und sein SVM gestoppt wurde, weil ein
Knoten ausgefallen ist

Mit der Unified Manager Web-UI Iasst sich die Mdglichkeit bestatigen oder ganz
vermeiden, dass ein Volume offline ist, da die SVM (Host Storage Virtual Machine)
aufgrund des Node, der das Root-Volume dieser SVM hostet, angehalten wird.

Bevor Sie beginnen
Sie mussen Uber die Rolle ,Operator®, ,Application Administrator” oder ,Storage Administrator” verfiigen.

Um zu ermitteln, ob die Offline-Bedingung des Volumes dazu fihrt, dass seine Host-SVM angehalten wird, da
der Node, der das Root-Volume dieser SVM hostet, ausgefallen ist, fuhren Sie die folgenden Aktionen durch:

Schritte

1. Suchen Sie den Hypertext-Link, der unter der SVM im Bereich Related Devices des Offlinesdatentextes
angezeigt wird, und klicken Sie auf die Seite Volume / Health Details.

Auf der Seite Storage VM / Health Details wird der Status ,running” bzw. der Status ,stogedated® der
Hosting-SVM angezeigt. Wenn der SVM-Status ausgefuihrt wird, wird die offline-Bedingung des Volumes



nicht durch den Node verursacht, der das Root-Volume dieser SVM hostet, der ausgefallen ist.

2. Wenn der SVM-Status angehalten wird, klicken Sie auf View SVMs, um die Ursache des Anstoppens der
Hosting-SVM zu ermitteln.

3. Klicken Sie in der Spaltentberschrift Health: All Storage VMs View SVM auf das Filtersymbol = Geben
Sie dann den Namen der angehalten SVM ein.

Die Informationen fir diese SVM sind in einer Tabelle dargestellt.

4. Klicken Sie in der Ansicht Health: Alle Storage VMs auf E&£ Und wahlen Sie dann die Option Root
Volume aus.

Die Spalte ,Root-Volume* wird dem SVM-Inventar hinzugefligt und zeigt den Namen des Root-Volumes
der angehalten SVM an.

5. Klicken Sie in der Spalte Root Volume auf den Namen des Root-Volumes, um die Seite Storage VM /
Health Details fir dieses Volume anzuzeigen.

Wenn der Status des SVM-Root-Volumes (Online) lautet, wird die urspriingliche Offline-Bedingung flir das
Volume nicht verursacht, da der Node, der das Root-Volume dieser SVM hostet, nicht verfiigbar ist.

6. Wenn der Status des SVM-Root-Volumes (Offline) lautet, suchen und klicken Sie auf den Hypertext-Link,
der unter Aggregat im Fensterbereich Verwandte Gerate der Seite Volume / Health Details des SVM-Root-
Volumes angezeigt wird.

7. Suchen und klicken Sie auf den Hypertext-Link, der unter Knoten im Bereich Verwandte Gerate der Seite *
Aggregate / Health* Details des Aggregats angezeigt wird.

Auf der Registerkarte Nodes auf der Seite Cluster/Integritatsdetails wird der Status des HA-Paars der
Nodes angezeigt, dem der Hosting-Node des SVM-Root-Volumes angehdrt. Der Status des Knotens wird
im Display angezeigt.

Nachdem Sie bestatigt haben, dass der Offline-Zustand des Volume durch den Offline-Zustand des Host-SVM
verursacht wurde. Dies selbst wird durch den Node verursacht, der das Root-Volume der SVM hostet, der
ausgefallen ist, wenden Sie sich an den entsprechenden Administrator oder Operator, um den ausgefallenen
Node manuell neu zu starten.

Ermitteln, ob ein Volume aufgrund defekter Datentrager in einem Aggregat offline
ist
Sie kdnnen die Unified Manager Web-Ul nutzen, um die Moglichkeit zu bestatigen oder

zu beseitigen, dass ein Volume offline ist, da RAID-Festplattenprobleme sein Host-
Aggregat offline geschaltet haben.

Bevor Sie beginnen
Sie mussen Uber die Rolle ,Operator®, ,Application Administrator” oder ,Storage Administrator” verfiigen.

Um festzustellen, ob der Zustand des Volumes offline durch Probleme mit RAID-Festplatten verursacht wird,
die das Hosting-Aggregat offline schalten, fihren Sie die folgenden Schritte aus:

Schritte

1. Suchen Sie den Hypertext-Link, der unter Aggregate angezeigt wird, und klicken Sie auf der Seite Volume
/ Health Details im Bereich Related Devices auf.



Auf der Seite Aggregate / Health Details wird der Online- oder Offline-Status des Hosting-Aggregats
angezeigt. Wenn der Aggregatstatus online ist, sind Probleme mit der RAID-Festplatte nicht die Ursache
dafur, dass das Volume offline ist.

2. Wenn der Aggregatstatus offline ist, klicken Sie auf Disk Information und suchen Sie in der Liste Events
auf der Registerkarte Disk Information nach defekten Festplatten-Ereignissen.

3. Um die defekten Laufwerke weiter zu identifizieren, klicken Sie auf den Hypertext-Link, der unter Knoten im
Bereich Verwandte Gerate angezeigt wird.

Die Seite ,Cluster/Health Details” wird angezeigt.

4. Klicken Sie auf Disks, und wahlen Sie dann im Bereich Filter * die Option gebrochene aus, um alle
Festplatten im unterbrochenen Zustand anzuzeigen.

Wenn die Laufwerke im Status ,beschadigt® den Offlinezustand des Host-Aggregats verursacht haben,
wird der Name des Aggregats in der Spalte ,Betroffener Aggregat® angezeigt.

Nachdem Sie bestatigt haben, dass der Offlinezustand des Datentragers durch defekte RAID-Laufwerke und
das daraus resultierende Offline-Host-Aggregat verursacht wird, wenden Sie sich an den entsprechenden
Administrator oder Operator, um die defekten Laufwerke manuell zu ersetzen und das Aggregat wieder online
zu schalten.
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