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Weitere Informationen .
ASA r2 fur ONTAP Power User

Vergleichen Sie ASA r2 Systeme mit anderen ONTAP Systemen

ASA r2-Systeme bieten eine Hardware- und Softwarelosung fur reine SAN-Umgebungen,
die auf All-Flash-Losungen basieren. ASA R2-Systeme unterscheiden sich von anderen
ONTAP Systemen (ASA, AFF und FAS) in der Implementierung der ONTAP
Personlichkeit, der Speicherschicht und der unterstitzten Protokolle.

Folgende Systeme werden als ASA r2-Systeme klassifiziert:

*+ ASAA1TK
* ASAA90
* ASAAT70
+ ASAAS50
+ ASAA30
* ASAA20
* ASAC30

Personlichkeitsunterschiede

Auf einem ASA r2 System wird die ONTAP Software optimiert, um wichtige SAN-Funktionen zu unterstiitzen
und gleichzeitig die Sichtbarkeit und Verfiigbarkeit von nicht-SAN-bezogenen Funktionen zu beschranken.
Beispielsweise zeigt System Manager, der auf einem ASA r2 System ausgefihrt wird, keine Optionen zum
Erstellen von Home Directorys fir NAS-Clients an. Diese optimierte Version von ONTAP wird als ASA r2
Personality bezeichnet. ONTAP auf ASA Systemen wird als ASA ONTAP Personality identifiziert. ONTAP auf
AFF und FAS ONTAP Systemen wird als ,,Unified ONTAP Personality“ bezeichnet. Die Unterschiede zwischen
den ONTAP-Personlichkeiten werden in der ONTAP-Befehlsreferenz (man-Pages), in der REST-API-
Spezifikation und ggf. in EMS-Meldungen erwahnt.

Sie kdnnen die Persdnlichkeit Inres ONTAP-Speichers vom System Manager oder von der ONTAP-CLI
Uberprifen.

+ Wahlen Sie im Menii System Manager Cluster > Ubersicht.

* Geben Sie in der CLI Folgendes ein: system node show -personality -is-disaggregated
Bei ASA r2-Systemen ist die Persénlichkeit ASA r2 und der Status von is-disaggregated ist true.

Die Personlichkeit Inres ONTAP Storage-Systems kann nicht geandert werden.

Unterschiede der Speicherebenen

ASA r2-Systeme verwenden eine vereinfachte Speicherschicht, die sich von der Speicherschicht
unterscheidet, die von FAS, AFF und ASA Systemen verwendet wird.

FAS, AFF und ASA -Systeme



Die Speicherschicht fur FAS -, AFF- und ASA -Systeme verwendet Aggregate als Basisspeichereinheit. Ein
Aggregat besitzt einen bestimmten Satz der im Speichersystem verfiigbaren Festplatten. Das Aggregat weist
den Speicherplatz auf den zugehdrigen Festplatten Volumes fir LUNs und Namespaces zu. Mit diesen
Systemen kdnnen ONTAP Benutzer Aggregate, Volumes, LUNs und Namespaces erstellen und éandern.

ASA r2-Systeme

Anstelle von Aggregaten verwendet die Speicherebene in ASA r2-Systemen Speicherverfligbarkeitszonen.
Eine Speicherverfugbarkeitszone ist ein gemeinsamer Speicherpool, der beiden Knoten eines HA-Paares zur
Verfiigung steht. Beide Knoten im HA-Paar haben Zugriff auf alle verflgbaren Festplatten in ihrer
gemeinsamen Speicherverfligbarkeitszone. Beispielsweise gibt es in einem ASA r2-System- ONTAP Cluster
mit zwei Knoten eine Speicherverfligbarkeitszone, auf die beide Knoten im Cluster zugreifen kénnen. In einem
ASA r2-System- ONTAP Cluster mit vier Knoten gibt es zwei Speicherverfigbarkeitszonen. Jedes HA-Paar im
Cluster hat Zugriff auf eine der Speicherverfligbarkeitszonen.

Beim Erstellen einer Speichereinheit (basierend auf einem LUN- oder NVMe-Namespace) erstellt ONTAP
automatisch ein Volume in der entsprechenden Storage Availability Zone, um die Speichereinheit
unterzubringen. Das neu erstellte Volume wird automatisch in der Storage Availability Zone platziert, um
optimale Leistung und eine ausgewogene Kapazitatsauslastung zu gewahrleisten. Die Kapazitatsauslastung
innerhalb der Speicherverfligbarkeitszone wird auf Basis |hrer ONTAP-Version ausgeglichen. "Erfahren Sie
mehr Uber Kapazitatsausgleich in einem ASA r2-Cluster".

Zusammenfassung der Unterschiede im ASA r2-System

ASA r2-Systeme unterscheiden sich von FAS, AFF und ASA -Systemen in folgenden Punkten:

ASA r2 ASA AFF FAS

ONTAP- ASAr2 ASA Virtualisierung Virtualisierung
Personlic
hkeit

Unterstiit Ja. Ja. Ja. Ja.
zung fiir

SAN-

Protokoll

e

Unterstiit Nein Nein Ja. Ja.
zung des

NAS-

Protokoll

s

Unterstiit Zone der Storage- Aggregate Aggregate Aggregate
zung der Verflgbarkeit

Speichers

chicht

Aufgrund dieses automatisierten und vereinfachten Ansatzes zur Speicherverwaltung sind bestimmte System
Manager-Optionen, ONTAP -Befehle und REST-API-Endpunkte auf einem ASA r2-System nicht verfligbar oder
nur eingeschrankt nutzbar. Da beispielsweise die Volume-Erstellung und -Verwaltung fir ASA r2-Systeme
automatisiert ist, wird das Meni Volumes im System Manager nicht angezeigt und die volume create


https://docs.netapp.com/de-de/asa-r2/learn-more/administer/space-balancing.html
https://docs.netapp.com/de-de/asa-r2/learn-more/administer/space-balancing.html

Befehl wird nicht unterstitzt. "Erfahren Sie mehr Uber nicht unterstitzte ASA R2-Befehle" .

Die Hauptunterschiede zwischen ASA r2 Systemen und FAS, AFF und ASA Systemen, die flr die ONTAP
Befehlszeilenschnittstelle (CLI) und REST API relevant sind, werden im Folgenden beschrieben.

StandardmaRige Erstellung von Speicher-VMs mit Protokolldiensten

Neue Cluster enthalten automatisch eine virtuelle Standard-Datenspeichermaschine (VM) mit aktivierten SAN-
Protokollen. IP-Daten-LIFs unterstiitzen die iISCSI- und NVMe/TCP-Protokolle und verwenden die default-
data-blocks Standardmafig gilt die Servicerichtlinie.

Automatische Volume-Erstellung

Durch Erstellen einer Storage-Einheit (LUN oder Namespace) wird automatisch ein Volume aus der Storage-
Verfligbarkeitszone erstellt. Dies flhrt zu einem vereinfachten und gemeinsamen Namespace. Durch Léschen
einer Speichereinheit wird das zugeordnete Volume automatisch geléscht.

Anderungen an Thin Provisioning und Thick Provisioning

Storage-Einheiten werden auf ASA r2-Storage-Systemen immer Uber Thin Provisioning bereitgestellt. Thick
Provisioning wird nicht unterstutzt.

Anderungen an der Datenkomprimierung

Temperaturempfindliche Storage-Effizienz wird auf ASA r2-Systemen nicht angewendet. Auf ASA r2-Systemen
basiert die Komprimierung nicht auf Hot-Daten (auf die haufig zugegriffen wird) oder Cold-Daten (auf die selten
zugegriffen wird). Die Komprimierung beginnt, ohne auf Daten zu warten, die kalt werden.

Finden Sie weitere Informationen
» Erfahren Sie mehr Uber "ONTAP Hardwaresysteme".

« Siehe vollstandige Konfigurationsunterstitzung und -Einschrankungen fir ASA- und ASA r2-Systeme in
"NetApp Hardware Universe".

» Erfahren Sie mehr Uber die "NetApp ASA".

Unterstutzung und Einschrankungen der ONTAP Software fur ASA r2 Storage-
Systeme

ASA r2 Systeme bieten zwar eine breite Unterstitzung fur SAN-LOsungen, bestimmte
ONTAP Softwarefunktionen werden jedoch nicht unterstutzt.

ASA r2-Systeme unterstiitzen Folgendes nicht:
» StandardmaRiger automatischer iISCSI-LIF-Failover

Bei ASA r2 Systemen wird die Standard-Netzwerk-LIF von NVMe- und SCSI-Hosts gemeinsam genutzt,
unterstitzt also kein automatisches Failover. Um den automatischen iSCSI LIF Failover zu aktivieren,
mussen Sie "Erstellen Sie eine nur iSCSI logische Schnittstelle". Automatischer Failover ist standardmaRig
auf nur iSCSI LIFS aktiviert.

Wenn automatisches iSCSI-LIF-Failover aktiviert ist, wird die iSCSI-LIF im Falle eines Storage-Failovers
automatisch von dem Home Node oder Port des Node bzw. Ports des Home Ports zu dem Node bzw. Port
des HA-Partners migriert und nach Abschluss des Failover wieder aufgenommen. Wenn der Port fir eine
iISCSI-LIF nicht mehr funktionstlichtiges ist, wird die LIF automatisch zu einem ordnungsgemafRen Port im
aktuellen Home Node und anschlieend zurtick zu seinem urspriinglichen Port migriert, sobald der Port
wieder funktionsfahig ist.

» FabricPool


https://docs.netapp.com/us-en/ontap-systems-family/intro-family.html
https://hwu.netapp.com/
https://www.netapp.com/pdf.html?item=/media/85736-ds-4254-asa.pdf
https://docs.netapp.com/de-de/asa-r2/administer/manage-client-vm-access.html#create-a-lif-network-interface

 Thick Provisioning flr LUNs

» MetroCluster

* Objektprotokolle

* ONTAP S3 SnapMirror und S3-APls

ASA r2-Systeme unterstiitzen Folgendes:
» SnaplLock

"Erfahren Sie, wie Sie Snapshots sperren” Auf Ihrem ASA r2-System.
* Dual-Layer-Verschlusselung

"Erfahren Sie, wie Sie eine zweischichtige Verschlisselung anwenden" Auf Daten auf lhrem ASA r2-
System.

Unterstiitzung fiir SnapMirror Replikation

Die SnapMirror Replikation wird auf ASA r2-Systemen mit folgenden Einschrankungen unterstitzt:

 Die synchrone Replikation von SnapMirror wird nicht unterstitzt.

» SnapMirror Active Sync wird nur zwischen zwei ASA r2-Systemen unterstitzt.
Erfahren Sie mehr Gber"SnapMirror Active Sync auf ASA r2-Systemen” .

» SnapMirror unterstitzt die asynchrone Replikation nur zwischen zwei ASA r2-Systemen. Die asynchrone
Replikation von SnapMirror wird zwischen einem ASA r2-System und einem ASA, AFF oder FAS System
oder der Cloud nicht unterstutzt.

Erfahren Sie mehr tber"SnapMirror Replikationsrichtlinien werden auf ASA r2-Systemen unterstitzt" .

Finden Sie weitere Informationen

* "NetApp Hardware Universe"Weitere Informationen zur Unterstitzung und zu Einschrankungen der ASA
r2-Hardware finden Sie im.

ONTAP CLI-Unterstiitzung fir ASA r2 Storage-Systeme

Anstelle von Aggregaten verwendet die Speicherebene in ASA r2-Systemen
Speicherverfugbarkeitszonen. Eine Speicherverfugbarkeitszone ist ein gemeinsamer
Speicherpool, der einem einzelnen HA-Paar zur Verfigung steht. Beide Knoten im HA-
Paar haben Zugriff auf alle verfugbaren Festplatten in ihrer gemeinsamen
Speicherverfugbarkeitszone. Beim Erstellen einer Speichereinheit (LUN oder NVMe-
Namespace) erstellt ONTAP automatisch ein Volume in der entsprechenden
Speicherverfugbarkeitszone, um die Speichereinheit aufzunehmen.

Aufgrund dieses vereinfachten Ansatzes zur Speicherverwaltung storage aggregate Befehle werden auf
ASA r2-Systemen nicht unterstitzt. Unterstitzung flr bestimmte 1un , storage Und volume Befehle und
Parameter sind ebenfalls begrenzt.

Die folgenden Befehle und Befehlssets werden auf ASA unter r2 nicht unterstutzt:


https://docs.netapp.com/de-de/asa-r2/secure-data/ransomware-protection.html
https://docs.netapp.com/de-de/asa-r2/secure-data/encrypt-data-at-rest.html
../data-protection/snapmirror-active-sync.html
../data-protection/pre-defined-protection-policies.html
https://hwu.netapp.com/

Nicht unterstiitzte <code>-</code>-Befehle

* lun copy

* lun geometry
* lun maxsize
* lun move

* lun move-in-volume

(D Der 1un move-in-volume Befehl wird ersetzt durch den 1un rename und die
vserver nvme namespace rename Befehle.

* lun transition

Nicht unterstiitzte <code>-</code>-Befehle

®* storage failover show-takeover
* storage failover show-giveback
* storage aggregate relocation

* storage disk assign

®* storage disk partition

* storage disk reassign



Nicht unterstiitzte <code>-</code>-Befehlssitze

* volume activity-tracking
* volume analytics

®* volume conversion

* volume file

* volume flexcache

* volume flexgroup

* volume inode-upgrade
* volume object-store

* volume gtree

®* volume quota

* volume reallocation

* volume rebalance

* volume recovery-queue

®* volume schedule-style



Nicht unterstiitzte <code>-</code>-Befehle und -Parameter

* volume autosize
* volume create
®* volume delete
* volume expand

* volume modify

Der volume modify Der Befehl ist nicht verfigbar, wenn er in Verbindung mit den folgenden
Parametern verwendet wird:

° —anti-ransomware-state

° —autosize

° —autosize-mode

° —autosize-shrik-threshold-percent
° —autosize-reset

° —group

° —-is-cloud-write-enabled

° -is-space-enforcement-logical
° -max-autosize

° -min-autosize

° -offline

° —online

° -percent-snapshot-space

o _qos*

° —-size

° -snapshot-policy

° —space—-guarantee

° -space-mgmt-try-first

° —-state

° -tiering-policy

° -tiering-minimum-cooling-days
° —user

° —unix-permisions

° -vserver-dr-protection

* volume make-vsroot



* volume mount

* volume move

* volume offline

®* volume rehost

®* volume rename

®* volume restrict

* volume transition-prepare-to-downgrade

* volume unmount

Nicht unterstiitzte <code>-Befehle fiir die Clitzebaus-</code>

* volume clone create

* volume clone split

Nicht unterstiitzte <code>-SnapLock </code>-Befehle

* volume snaplock modify

Nicht unterstiitzte <code>-Befehle fiir den </code>-Ausschnapper

®* volume snapshot
* volume snapshot autodelete modify

®* volume snapshot policy modify

Finden Sie weitere Informationen
"ONTAP-Befehlsreferenz"Eine vollstandige Liste der unterstitzten Befehle finden Sie im

Richten Sie einen ONTAP ASA r2-Cluster mithilfe der CLI ein

Es wird empfohlen, dass Sie "Richten Sie den ONTAP ASA r2-Cluster mit System Manager ein". System
Manager bietet einen schnellen und einfachen geleiteten Workflow zur Inbetriebnahme des Clusters. Wenn Sie
jedoch bisher mit ONTAP-Befehlen arbeiten, kann die ONTAP-Befehlszeilenschnittstelle (CLI) optional fir das
Cluster-Setup verwendet werden. Die Cluster-Einrichtung Uber die CLI bietet keine weiteren Optionen oder
Vorteile als die Einrichtung von Clustern mit System Manager.

Wahrend der Cluster-Einrichtung wird lhre standardmafige Storage Virtual Machine (VM) erstellt, eine erste
Storage-Einheit erstellt und Ihre Daten-LIFs werden automatisch erkannt. Optional kdnnen Sie das Domain
Name System (DNS) aktivieren, um Hostnamen aufzulésen, lhr Cluster so einstellen, dass es das Network
Time Protocol (NTS) fur die Zeitsynchronisierung verwendet und die Verschlisselung von Daten im
Ruhezustand aktiviert.

Bevor Sie beginnen
Stellen Sie die folgenden Informationen zusammen:


https://docs.netapp.com/us-en/ontap-cli/
https://docs.netapp.com/de-de/asa-r2/install-setup/initialize-ontap-cluster.html

* Cluster-Management-IP-Adresse

Die Cluster-Management-IP-Adresse ist eine eindeutige IPv4-Adresse fur die Cluster-
Managementoberflache, die vom Cluster-Administrator flr den Zugriff auf die Admin-Storage-VM und das
Management des Clusters verwendet wird. Sie kdnnen diese IP-Adresse vom Administrator beziehen, der
fur das Zuweisen von IP-Adressen in Ihrem Unternehmen verantwortlich ist.

* Netzwerk-Subnetzmaske

Wahrend der Cluster-Einrichtung empfiehlt ONTAP eine Reihe von Netzwerkschnittstellen, die fiir die
jeweilige Konfiguration geeignet sind. Sie kdnnen die Empfehlung bei Bedarf anpassen.

* |IP-Adresse des Netzwerk-Gateways

» Partner-Node-IP-Adresse

* DNS-Domain-Namen

* |P-Adressen des DNS-Namensservers

 |P-Adressen des NTP-Servers

» Daten-Subnetzmaske
Schritte

1. Schalten Sie beide Nodes des HA-Paars ein.

2. Zeigt die im lokalen Netzwerk erkannten Nodes an:

system node show-discovered -is-in-cluster false

3. Starten Sie den Cluster-Einrichtungsassistenten:

cluster setup

4. Bestatigen Sie die AutoSupport-Anweisung.

5. Geben Sie Werte fir den Port der Node-Managementoberflache, die IP-Adresse, die Netmask und das
Standard-Gateway ein.

6. Drucken Sie Enter, um die Einrichtung Uber die Befehlszeilenschnittstelle fortzusetzen; geben Sie dann
create ein, um einen neuen Cluster zu erstellen.

7. Ubernehmen Sie die Systemstandards oder geben Sie lhre eigenen Werte ein.
8. Nachdem das Setup auf dem ersten Node abgeschlossen ist, melden Sie sich beim Cluster an.

9. Vergewissern Sie sich, dass das Cluster aktiv ist und der erste Node ordnungsgemal funktioniert:

system node show-discovered

10. Fugen Sie dem Cluster den zweiten Node hinzu:



cluster add-node -cluster-ip <partner node ip address>

11. Optional kdénnen Sie die Systemzeit Uber das Cluster hinweg synchronisieren

Synchronisierung ohne symmetrische
Authentifizierung cluster time-service ntp server

create -server <server_name>

Synchronisierung mit symmetrischer
Authentifizierung cluster time-service ntp server

create -server
<server ip address> -key-id
<key id>

a. Vergewissern Sie sich, dass das Cluster einem NTP-Server zugeordnet ist:
Cluster time-service ntp show

12. Optional kénnen "Active 1Q Config Advisor"Sie die Konfiguration herunterladen und ausfihren.

Was kommt als Nachstes?
Sie kénnen "Richten Sie den Datenzugriff ein"lhre SAN-Clients auf Ihr System Ubertragen.

REST-API-Unterstiitzung fiir ASA r2

Die REST-API von ASA r2 basiert auf der REST-API, die mit der einheitlichen ONTAP-
Personlichkeit ausgestattet ist. Eine Reihe von Anderungen wird an die einzigartigen
Merkmale und Funktionen der ASA r2-Persdnlichkeit angepasst.

Typen von API-Anderungen

Es gibt verschiedene Arten von Unterschieden zwischen der REST API fir ASA r2 Systeme und der
einheitlichen ONTAP REST API fiir FAS, AFF und ASA Systeme. Wenn Sie die Arten von Anderungen
verstehen, konnen Sie die Online-API-Referenzdokumentation besser nutzen.

Neue ASA r2 Endpunkte werden in Unified ONTAP nicht unterstiitzt

Die REST-API von ASA r2 wurde um mehrere Endpunkte erweitert, die mit Unified ONTAP nicht verfligbar
sind.

Beispielsweise wurde der REST-API fir ASA r2 Systeme ein neuer Block-Volume-Endpunkt hinzugeflgt. Der
Block-Volume-Endpunkt erméglicht den Zugriff auf LUN- und NVMe Namespace-Objekte und eine aggregierte
Ansicht der Ressourcen. Diese Funktion ist nur Gber die REST-API verfligbar.

Ein weiteres Beispiel: Die Endpunkte Storage-units bieten eine aggregierte Ansicht der LUNs und NVMe-
Namespaces. Es gibt mehrere Endpunkte, die alle auf Basis oder abgeleitet von basieren
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https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor
https://docs.netapp.com/de-de/asa-r2/install-setup/set-up-data-access.html

/api/storage/storage-units. Sie sollten auch Uberprifen /api/storage/luns und
/api/storage/namespaces.

Einschrankungen der HTTP-Methoden, die fiir einige Endpunkte verwendet werden

Mehrere mit ASA r2 verfligbare Endpunkte haben im Vergleich zu Unified ONTAP Einschrankungen, welche
HTTP-Methoden verwendet werden kdnnen. Beispielsweise sind POST und DELETE nicht zulassig, wenn der
Endpunkt /api/protocols/nvme/services mit ASA r2-Systemen verwendet wird.

Eigenschaftsanderungen fiir einen Endpunkt und eine HTTP-Methode

Einige ASA r2-Systemendpunkt- und Methodenkombinationen unterstitzen nicht alle definierten
Eigenschaften, die in der einheitlichen ONTAP-Persdnlichkeit verfigbar sind. Wenn Sie beispielsweise PATCH
mit dem Endpunkt verwenden /api/storage/volumes/{uuid}, werden mehrere Eigenschaften von ASA
r2 nicht unterstutzt, darunter:

* autosize.maximum
* autosize.minimum

* autosize.mode

Anderungen an der internen Verarbeitung

Es gibt mehrere Anderungen, wie ASA r2 bestimmte REST-API-Anforderungen verarbeitet. So
/api/storage/luns/{uuid} wird beispielsweise eine LOSCHANFORDERUNG mit dem Endpunkt
asynchron verarbeitet.

Erhohte Sicherheit mit OAuth 2.0

OAuth 2.0 ist das Standard-Autorisierungsframework der Branche. Er wird verwendet, um den Zugriff auf
geschitzte Ressourcen basierend auf signierten Zugriffstoken zu beschranken und zu steuern. Sie kdnnen
OAuth 2.0 mit System Manager konfigurieren, um ASA r2-Systemressourcen zu schitzen.

Nachdem OAuth 2.0 mit System Manager eingerichtet wurde, kann der Zugriff durch die REST-API-Clients
gesteuert werden. Sie missen zuerst ein Zugriffstoken von einem Autorisierungsserver beziehen. Der REST-
Client leitet das Token dann als Inhabertoken tUber den Header der HTTP-Autorisierungsanforderung an das
ASA r2-Cluster weiter. Weitere Informationen finden Sie unter "Authentifizierung und Autorisierung mit OAuth
2.0".

Greifen Sie liber die Swagger-Benutzeroberflache auf die Referenzdokumentation zur ASA r2-API zu

Sie kdnnen Uber die Swagger-Benutzeroberflache lhres ASA r2-Systems auf die REST-API-
Referenzdokumentation zugreifen.

Uber diese Aufgabe

Details zur REST-API finden Sie auf der Referenzdokumentationsseite von ASA r2. Als Teil davon kdnnen Sie
nach dem String Plattformspezifika suchen, um Details Gber die ASA r2 Systemunterstitzung fur die API-
Aufrufe und -Eigenschaften zu finden.

Bevor Sie beginnen
Sie mussen Folgendes haben:

* Die IP-Adresse oder der Hostname der Cluster-Management-LIF des ASA r2-Systems

* Benutzername und Passwort flir ein Konto, das Uber eine Berechtigung fir den Zugriff auf die REST-API
verfugt
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Schritte

1. Geben Sie die URL in lhren Browser ein und driicken Sie Enter:
https://<ip address>/docs/api

2. Melden Sie sich mit lhrem Administratorkonto an.

Die Dokumentationsseite der ASA r2-API wird angezeigt, wobei die API-Aufrufe in den wichtigsten
Ressourcenkategorien organisiert sind.

3. Um ein Beispiel eines API-Aufrufs zu sehen, der nur fiir ASA r2-Systeme qilt, scrollen Sie nach unten in die
Kategorie SAN und klicken Sie auf GET /Storage/Storage-units.

Allgemeine ONTAP -Funktionen, die auf ASA R2-Systemen
unterstutzt werden

Da auf ASA r2-Systemen eine optimierte Version von ONTAP ausgefuhrt wird, werden
viele allgemeine ONTAP Aufgaben und System Manager-Funktionen auf ASA r2-
Systemen auf die gleiche Weise ausgefuhrt wie auf anderen ONTAP Systemen.

Weitere Informationen zu allgemeinen Features und Funktionen finden Sie in der folgenden ONTAP
Dokumentation.

Datensicherung

Erfahren Sie mehr tber die gangigen Datenschutzfunktionen, die auf ASA r2-Systemen unterstitzt werden.

Clustered externe Schliisselserver

Sie kénnen die Konnektivitat zu geclusterten externen Schllisselverwaltungsservern auf einer Speicher-VM
konfigurieren. Mit geclusterten Schlisselservern kénnen Sie primare und sekundare Schlisselserver auf einer
Speicher-VM festlegen. Bei der Registrierung von Schlisseln versucht ONTAP zunachst, auf einen primaren
Schlusselserver zuzugreifen, bevor es nacheinander versucht, auf sekundare Server zuzugreifen, bis der
Vorgang erfolgreich abgeschlossen ist. Dadurch wird eine Duplizierung der Schllssel verhindert.

"Lernen Sie, wie Sie gruppierte externe Schllsselserver konfigurieren.".

Externes Schliisselmanagement fiir die Verschliisselung ruhender Daten

Sie kdnnen einen oder mehrere KMIP-Server verwenden, um die Schliissel zu sichern, die der Cluster fir den
Zugriff auf verschliusselte Daten verwendet.

» "Externe SchlUsselverwaltung aktivieren".

+ "Externe Schlisselverwaltung (NVE) aktivieren" .

Datensicherheit

Erfahren Sie mehr tGber gangige Datensicherheitsfunktionen, die auf ASA r2-Systemen unterstitzt werden.

Administratorzugriffsverwaltung

Die einem Administrator zugewiesene Rolle bestimmt, welche Funktionen der Administrator ausfiihren kann.
System Manager stellt vordefinierte Rollen fir Cluster-Administratoren und Storage-VM-Administratoren bereit.
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Sie weisen die Rolle bei der Erstellung des Administratorkontos zu, oder Sie kénnen spater eine andere Rolle
zuweisen.

* "Lernen Sie, den Administratorzugriff mit System Manager zu verwalten.".

Client-Authentifizierung und -Autorisierung

ONTAP verwendet Standardmethoden, um den Zugriff von Clients und Administratoren auf den Speicher zu
sichern und vor Viren zu schitzen. Fur die Verschlisselung ruhender Daten und fir die WORM-Speicherung
stehen fortschrittliche Technologien zur Verfigung. ONTAP authentifiziert einen Clientrechner und einen
Benutzer, indem es deren Identitat mit einer vertrauenswuirdigen Quelle verifiziert. ONTAP autorisiert einen
Benutzer zum Zugriff auf eine Datei oder ein Verzeichnis, indem es die Anmeldeinformationen des Benutzers
mit den flr die Datei oder das Verzeichnis konfigurierten Berechtigungen vergleicht.

"Erfahren Sie mehr Gber Clientauthentifizierung und -autorisierung" .

OAuth 2.0-Authentifizierung

Sie kénnen das Open Authorization (OAuth 2.0) Framework verwenden, um den Zugriff auf lnre ONTAP
Cluster zu steuern. OAuth 2.0 beschrankt und kontrolliert den Zugriff auf geschiitzte Ressourcen mithilfe
signierter Zugriffstoken.

"Erfahren Sie mehr Uber die OAuth 2.0-Authentifizierung" .

SAML-Authentifizierung und Administratorzugriff

Sie kénnen die Security Assertion Markup Language (SAML)-Authentifizierung fiir Webdienste konfigurieren
und aktivieren. SAML authentifiziert Benutzer tGber einen externen Identitdtsanbieter (IdP) anstelle von
Verzeichnisdienstanbietern wie Active Directory und LDAP.

"Erfahren Sie, wie Sie die SAML-Authentifizierung konfigurieren" .

Vernetzung

Erfahren Sie mehr Uber die gangigen Netzwerkfunktionen, die auf ASA r2-Systemen unterstitzt werden.

FIPS-Konformitat

ONTAP erfullt die Anforderungen des Federal Information Processing Standards (FIPS) 140-2 fur alle SSL-
Verbindungen. Sie kdnnen den SSL-FIPS-Modus ein- und ausschalten, SSL-Protokolle global festlegen und
schwache Verschlisselungsverfahren wie RC4 innerhalb von ONTAP deaktivieren.

Ab ONTAP 9.18.1 werden Postquanten-Computing-Kryptographiealgorithmen fir SSL unterstitzt. Diese
Algorithmen bieten zusatzlichen Schutz vor potenziellen zuklnftigen Quantencomputerangriffen und sind auch
dann verfigbar, wenn der SSL-FIPS-Modus deaktiviert ist.

« "Lernen Sie, FIPS fir alle SSL-Verbindungen zu konfigurieren.".
Link-Aggregationsgruppen (LAGs)
Eine Schnittstellengruppe, auch Link Aggregation Group (LAG) genannt, entsteht durch die Kombination von
zwei oder mehr physischen Ports auf demselben Knoten zu einem einzigen logischen Port. Der logische Port

bietet erhdhte Ausfallsicherheit, erhdhte Verfiigbarkeit und Lastverteilung.

"Erfahren Sie mehr Gber Link-Aggregationsgruppen".
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SAN-Protokolle

ASA r2-Systeme unterstiitzen alle SAN-Protokolle (iISCSI, FC, NVMe/FC, NVMe/TCP).

» "Erfahren Sie mehr Uber das iSCSI-Protokoll.".
« "Erfahren Sie mehr Uiber das Fibre Channel (FC)-Protokoll.".
+ "Erfahren Sie mehr Uber das NVMe-Protokoll.".

o "Lernen Sie, NVMe Copy Offload zu konfigurieren".

Ab ONTAP 9.18.1 wird NVMe Copy Offload unterstiitzt. NVMe Copy Offload ermdglicht es einem
NVMe-Host, Kopiervorgange von seiner CPU auf die CPU des ONTAP -Speichercontrollers
auszulagern. Der Host kann Daten von einem NVMe-Namespace in einen anderen kopieren und dabei
seine CPU-Ressourcen flir Anwendungsworkloads reservieren.

o "Erfahren Sie mehr Uber die Speicherplatzzuweisung (Unmap) fir NVMe.".
Ab ONTAP 9.16.1 ist die Speicherplatzfreigabe (auch ,Hole Punching“ und ,Unmap“ genannt) fir

NVMe-Namespaces standardmaRig aktiviert. Durch die Freigabe von Speicherplatz kann ein Host die
Zuweisung nicht verwendeter Blocke aus Namespaces aufheben, um Speicherplatz freizugeben.

System Manager

Im System Manager kdnnen Sie nach verschiedenen Aktionen, Objekten und Informationsthemen suchen. Sie
kénnen auch in den Tabellendaten nach bestimmten Eintrdgen suchen.

"Lernen Sie, Informationen im System Manager zu suchen, zu filtern und zu sortieren.".
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