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Datei- und Blockknoten definieren

Konfigurieren Einzelner Dateiknoten

Legen Sie die Konfiguration flr einzelne Datei-Nodes mithilfe von Host-Variablen fest
(Host_vars).

Uberblick

In diesem Abschnitt wird das Ausflllen von erldutert host vars/<FILE NODE HOSTNAME>.yml Datei fir
jeden Datei-Node im Cluster. Diese Dateien sollten nur die fir einen bestimmten Dateiknoten spezifische
Konfiguration enthalten. Hierzu zahlen folgende allgemein:

* Die Definition der IP oder des Hostnamen Ansible sollte fur die Verbindung mit dem Node verwendet
werden.

 Konfiguration zusatzlicher Schnittstellen und Cluster-IPs, die fir HA-Cluster-Services (Pacemaker und
Corosync) zur Kommunikation mit anderen Datei-Nodes verwendet werden StandardmaRig verwenden
diese Dienste dasselbe Netzwerk wie die Managementoberflache, aber fir Redundanz sollten zusatzliche
Schnittstellen verfligbar sein. Es ist tblich, zusatzliche IPs im Storage-Netzwerk zu definieren, ohne dass
ein zusatzliches Cluster- oder Management-Netzwerk erforderlich ist.

> Die Performance aller Netzwerke, die fir die Cluster-Kommunikation verwendet werden, ist fir die
Performance des Filesystems nicht von entscheidender Bedeutung. Bei der Standardkonfiguration des
Clusters bietet ein Netzwerk mit mindestens 1 GB/s im Allgemeinen ausreichende Performance flr
Cluster-Vorgénge, z. B. die Synchronisierung von Node-Status und die Koordinierung von Anderungen
des Clusterressourcenstatus. Langsame/iiberlastete Netzwerke kdnnen dazu fiihren, dass Anderungen
des Ressourcenzustands langer dauern als Ublich, und in extremen Fallen kénnen Nodes aus dem
Cluster entfernt werden, wenn sie in einem angemessenen Zeitrahmen keine Herzschlage senden
kdnnen.

» Konfigurieren von Schnittstellen, die fur die Verbindung zu Block-Nodes Uber das gewtinschte Protokoll
verwendet werden (z. B. iSCSI/ISER, NVMe/IB, NVMe/RoCE, FCP usw.)
Schritte

Wenn Sie auf das im "Planen Sie das Dateisystem" Abschnitt definierte IP-Adressierungsschema verweisen,
erstellen Sie fir jeden Dateiknoten im Cluster eine Datei host vars/<FILE_NODE HOSTNAME>/yml und
flllen Sie sie wie folgt aus:

1. Geben Sie oben die IP oder den Hostnamen an, den Ansible fir den Node mit SSH verwenden und
verwalten soll:

ansible host: "<MANAGEMENT IP>"

2. Konfigurieren Sie zusatzliche IPs, die fir den Cluster-Datenverkehr verwendet werden kénnen:

a. Wenn der Netzwerktyp ist "InfiniBand (mit IPolB)":


https://docs.netapp.com/de-de/beegfs/custom/architectures-plan-file-system.html
https://github.com/netappeseries/host/tree/release-1.2.0/roles/ipoib

eseries ipoib interfaces:

- name: <INTERFACE> # Example: ib0 or ilb
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

b. Wenn der Netzwerktyp ist "RDMA tber Converged Ethernet (RoCE)":

eseries roce interfaces:

- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

c. Wenn der Netzwerktyp ist "Ethernet (nur TCP, kein RDMA)":

eseries ip interfaces:

- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

3. Geben Sie an, welche IPs fir Cluster-Datenverkehr verwendet werden sollen, wobei die bevorzugten IPs
héher aufgeflhrt sind:

beegfs ha cluster node ips:

- <MANAGEMENT IP> # Including the management IP is typically but not

required.
- <IP_ADDRESS> # Ex: 100.127.100.1
- <IP ADDRESS> # Additional IPs as needed.

IPS, die in Schritt zwei konfiguriert sind, werden nicht als Cluster-IPs verwendet, es sei

@ denn, sie sind im enthalten beegfs ha cluster node ips Liste. So konnen mithilfe von
Ansible zusatzliche IPs/Schnittstellen konfiguriert werden, die bei Bedarf fir andere Zwecke
verwendet werden konnen.

4. Wenn der Datei-Node Uber ein IP-basiertes Protokoll mit Block-Nodes kommunizieren muss, missen IPs

auf der entsprechenden Schnittstelle konfiguriert werden. Fir dieses installierte/konfigurierte Protokoll sind
alle Pakete erforderlich.

a. Bei Verwendung von "ISCSI":


https://github.com/netappeseries/host/tree/release-1.2.0/roles/roce
https://github.com/netappeseries/host/tree/release-1.2.0/roles/ip
https://github.com/netappeseries/host/blob/master/roles/iscsi/README.md

eseries iscsi interfaces:
- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

b. Bei Verwendung von "ISER":

eseries ib iser interfaces:
- name: <INTERFACE> # Example: ibO0.

address: <IP/SUBNET> # Example: 100.127.100.1/16

configure: true # If the file node is directly connected to the
block node set to true to setup OpenSM.

c. Bei Verwendung von "NVMe/IB":

eseries nvme ib interfaces:
- name: <INTERFACE> # Example: ibO0.

address: <IP/SUBNET> # Example: 100.127.100.1/16

configure: true # If the file node is directly connected to the
block node set to true to setup OpenSM.

d. Bei Verwendung von "NVMe/RoCE":

eseries nvme roce interfaces:
- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

e. Andere Protokolle:

i. Bei Verwendung von "NVMe/FC", Die Konfiguration einzelner Schnittstellen ist nicht erforderlich.
Die BeeGFS-Cluster-Implementierung erkennt das Protokoll automatisch und installiert/konfiguriert
die Anforderungen nach Bedarf. Wenn Sie eine Fabric zum Verbinden von Datei- und Block-Nodes
verwenden, stellen Sie sicher, dass die Switches im Rahmen der Best Practices von NetApp und
dem Switch-Anbieter ordnungsgeman begrenzt sind.

i. Bei der Verwendung von FCP oder SAS muss keine zuséatzliche Software installiert oder
konfiguriert werden. Wenn Sie FCP verwenden, stellen Sie sicher, dass die Switches Folgendes
ordnungsgemal’ begrenzt sind "NetApp" Und die Best Practices lhres Switch-Anbieters
berlcksichtigen.

ii. Die Verwendung von IB-SRP wird derzeit nicht empfohlen. NVMe/IB oder iSER nutzen, je
nachdem, was die Block-Nodes der E-Series unterstitzen.

Klicken Sie Auf "Hier" Beispiel fur eine komplette Bestandsdatei, die einen einzelnen Dateiknoten darstellt.


https://github.com/netappeseries/host/blob/master/roles/ib_iser/README.md
https://github.com/netappeseries/host/blob/master/roles/nvme_ib/README.md
https://github.com/netappeseries/host/blob/master/roles/nvme_roce/README.md
https://github.com/netappeseries/host/blob/master/roles/nvme_fc/README.md
https://docs.netapp.com/us-en/e-series/config-linux/fc-configure-switches-task.html
https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/host_vars/ictad22h01.yml

Erweitert: Zwischen Ethernet- und InfiniBand-Modus konnen NVIDIA ConnectX VPI-Adapter eingesetzt
werden

NVIDIA ConnectX-Virtual Protocol Interconnect&reg; (VPI) Adapter unterstlitzen sowohl InfiniBand als auch
Ethernet als Transportebene. Das Umschalten zwischen den Modi wird nicht automatisch ausgehandelt und
muss mit dem in enthaltenen Werkzeug konfiguriert werden <code>mstconfig</code> <code>mstflint</code>,
einem Open-Source-Paket, das Teil des ist <a
href="https://docs.nvidia.com/networking/display/mftv4270/mft+supported+configurations+and+parameters"
target="_blank">"NVIDIA Firmare Tools (MFT)"</a>. Das Andern des Modus der Adapter muss nur einmal
vorgenommen werden. Dies kann manuell vorgenommen oder als Teil aller Schnittstellen, die mithilfe des
Abschnitts des Bestands konfiguriert wurden, in das Ansible-Inventar aufgenommen <code>eseries-
[iblib_iserlipoib|nvme_ib|nvme_roce|roce]_interfaces:</code> werden, um es automatisch prifen/anwenden zu
lassen.

So kann beispielsweise die aktuelle Schnittstellenspannung im InfiniBand-Modus in Ethernet gedndert werden,
damit sie fir RoCE verwendet werden kann:

1. FUr jede Schnittstelle, die Sie angeben mochten mstconfig Als Zuordnung (oder Worterbuch), das angibt
LINK TYPE P<N> Wo <N> Wird durch die Anschlussnummer des HCA fiir die Schnittstelle bestimmt. Der
<N> Wert kann durch Ausfuhren bestimmt werden grep PCI_SLOT NAME
/sys/class/net/<INTERFACE NAME>/device/uevent Und flgen Sie 1 zur letzten Nummer aus
dem PCI-Steckplatznamen hinzu und konvertieren Sie auf dezimal.

a. Beispiel angegeben PCI SLOT NAME=0000:2£:00.2 (2 + 1 — HCA-Port 3) -» LINK TYPE P3:
eth:

eseries roce interfaces:
— name: <INTERFACE>
address: <IP/SUBNET>
mstconfig:
LINK TYPE P3: eth

Weitere Details finden Sie im "Dokumentation der NetApp E-Series Host-Sammlung" Fir den
Schnittstellentyp/das Protokoll, das Sie verwenden.

Konfigurieren Einzelner Blockknoten

Legen Sie die Konfiguration fir einzelne Block-Nodes mithilfe von Host-Variablen fest
(Host_vars).

Uberblick

In diesem Abschnitt wird das Ausflllen von erldutert host vars/<BLOCK_NODE HOSTNAME>.yml Datei fir
jeden Block-Node im Cluster. Diese Dateien sollten nur die Konfiguration enthalten, die flr einen bestimmten
Block-Node eindeutig ist. Hierzu zahlen folgende allgemein:

* Der Systemname (wie in System Manager angezeigt).

* Die HTTPS-URL fir einen der Controller (wird zum Verwalten des Systems mit seiner REST-API
verwendet).

» Welche Storage-Protokoll-Datei-Nodes verwenden fir die Verbindung zu diesem Block-Node?


https://github.com/netappeseries/host

» Konfigurieren von Ports fir die Host-Schnittstelle (HIC), z. B. IP-Adressen (falls erforderlich)

Schritte

Wenn Sie auf das im "Planen Sie das Dateisystem" Abschnitt definierte IP-Adressierungsschema verweisen,
erstellen Sie fir jeden Block-Node im Cluster eine Datei host vars/<BLOCK_NODE_ HOSTNAME>/yml und
flllen Sie sie wie folgt aus:

1. Geben Sie oben den Systemnamen und die HTTPS-URL flr einen Controller an:

eseries system name: <SYSTEM NAME>
eseries system api url:
https://<MANAGEMENT HOSTNAME OR IP>:8443/devmgr/v2/

2. Wahlen Sie die aus "Protokoll" Dateiknoten werden fir die Verbindung zu diesem Block-Knoten verwendet:

a. Unterstltzte Protokolle: auto, iscsi, fc, sas, ib_srp, ib_iser, nvme ib, nvme fc, nvme roce.
eseries initiator protocol: <PROTOCOL>

3. Je nach verwendetem Protokoll erfordern die HIC-Ports unter Umstanden zusatzliche Konfigurationen. Bei
Bedarf sollte die HIC-Port-Konfiguration definiert werden, sodass der oberste Eintrag in der Konfiguration
fur jeden Controller dem physischen, am meisten linken Port auf jedem Controller entspricht, und der
untere Port dem fast rechten Port. Alle Ports erfordern eine glltige Konfiguration, auch wenn sie derzeit
nicht verwendet werden.

@ Wenn Sie HDR (200 GB) InfiniBand oder 200 GB RoCE mit EF600 Block-Nodes
verwenden, sehen Sie den folgenden Abschnitt.

a. FuriSCSI:


https://docs.netapp.com/de-de/beegfs/custom/architectures-plan-file-system.html
https://github.com/netappeseries/santricity/tree/release-1.3.1/roles/nar_santricity_host#role-variables

eseries controller iscsi port:

controller a: # Ordered list of controller A channel
definition.
- state: # Whether the port should be enabled.
Choices: enabled, disabled
config method: # Port configuration method Choices: static,
dhcp
address: # Port IPv4 address
gateway: # Port IPv4 gateway
subnet mask: # Port IPv4 subnet mask
mtu: # Port IPv4 mtu
= (co00) # Additional ports as needed.
controller Db: # Ordered list of controller B channel

definition.

- (...) # Same as controller A but for controller B

# Alternatively the following common port configuration can be
defined for all ports and omitted above:

eseries controller iscsi port state: enabled # Generally
specifies whether a controller port definition should be applied
Choices: enabled, disabled

eseries controller iscsi port config method: dhcp # General port
configuration method definition for both controllers. Choices:
static, dhcp

eseries controller iscsi port gateway: # General port
IPv4 gateway for both controllers.

eseries controller iscsi port subnet mask: # General port
IPv4 subnet mask for both controllers.

eseries controller iscsi port mtu: 9000 # General port
maximum transfer units (MTU) for both controllers. Any value greater
than 1500 (bytes).

b. FlUriSER:

eseries controller ib iser port:
controller a: # Ordered list of controller A channel address
definition.
= # Port IPv4 address for channel 1
- (...) # So on and so forth
controller Db: # Ordered list of controller B channel address
definition.

c. Fir NVMe/IB:



eseries controller nvme ib port:
controller a: # Ordered list of controller A channel address
definition.
- # Port IPv4 address for channel 1
= (coo) # So on and so forth
controller b: # Ordered list of controller B channel address

definition.

d. Fir NVMe/RoCE:

eseries controller nvme roce port:

controller a: # Ordered list of controller A channel
definition.
- state: # Whether the port should be enabled.

=

config method: Port configuration method Choices: static,

dhcp

address: # Port IPv4 address
subnet mask: # Port IPv4 subnet mask
gateway: # Port IPv4 gateway
mtu: # Port IPv4 mtu
speed: # Port IPv4 speed

#

controller Db: Ordered list of controller B channel
definition.

- (...) # Same as controller A but for controller B

# Alternatively the following common port configuration can be
defined for all ports and omitted above:

eseries controller nvme roce port state: enabled # Generally
specifies whether a controller port definition should be applied
Choices: enabled, disabled

eseries controller nvme roce port config method: dhcp # General
port configuration method definition for both controllers. Choices:
static, dhcp

eseries controller nvme roce port gateway: # General
port IPv4 gateway for both controllers.

eseries controller nvme roce port subnet mask: # General
port IPv4 subnet mask for both controllers.

eseries controller nvme roce port mtu: 4200 # General
port maximum transfer units (MTU). Any value greater than 1500
(bytes) .

eseries controller nvme roce port speed: auto # General
interface speed. Value must be a supported speed or auto for
automatically negotiating the speed with the port.



e. FC- und SAS-Protokolle erfordern keine zusatzliche Konfiguration. SRP wird nicht richtig empfohlen.

Weitere Optionen zum Konfigurieren von HIC-Ports und Hostprotokollen, einschlieRlich der Moglichkeit zum
Konfigurieren von iSCSI-CHAP finden Sie im "Dokumentation" In der SANTtricity Kollektion enthalten. Hinweis:
Bei der Bereitstellung von BeeGFS werden der Speicherpool, die Volume-Konfiguration und andere Aspekte
des Bereitstellungsspeicher an anderer Stelle konfiguriert und in dieser Datei nicht definiert.

Klicken Sie Auf "Hier" Beispiel fir eine komplette Bestandsdatei, die einen einzelnen Block-Knoten darstellt.

Mit HDR (200 GB) InfiniBand oder 200 GB RoCE mit NetApp EF600 Block-Nodes:

Um HDR (200 GB) InfiniBand mit der EF600 zu verwenden, muss flr jeden physischen Port eine zweite
wvirtuelle® IP konfiguriert werden. Nachfolgend sehen Sie ein Beispiel fur die korrekte Konfiguration eines
EF600 mit Dual-Port InfiniBand HDR HIC:

eseries controller nvme ib port:

controller a:

- 192.168.1.101 # Port 2a (virtual)
- 192.168.2.101 # Port 2b (virtual)
- 192.168.1.100 # Port 2a (physical)
- 192.168.2.100 # Port 2b (physical)
controller b:
- 192.168.3.101 # Port 2a (virtual)
- 192.168.4.101 # Port 2b (virtual)
- 192.168.3.100 # Port 2a (physical)
- 192.168.4.100 # Port 2b (physical)

Festlegen Der Konfiguration Des Gemeinsamen
Dateiknotens

Geben Sie unter Verwendung von Gruppenvariablen (Group_vars) die Konfiguration
allgemeiner Dateiknoten an.

Uberblick

Konfiguration, die auf alle Datei-Nodes Apfel soll, wird bei definiert group vars/ha cluster.yml. Dazu
gehoren in der Regel:

* Details zur Verbindung und Anmeldung zu den einzelnen Dateiknoten.

» Gangige Netzwerkkonfiguration.

 Gibt an, ob ein automatischer Neustart zulassig ist.

* Wie Firewall- und selinux-Status konfiguriert werden sollen.

* Cluster-Konfiguration mit Warn- und Fechten

» Performance-Optimierung:

 Allgemeine BeeGFS-Servicekonfiguration.


https://github.com/netappeseries/santricity/tree/release-1.3.1/roles/nar_santricity_host#role-variables
https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/host_vars/ictad22a01.yml

Die in dieser Datei festgelegten Optionen kénnen auch auf einzelnen Datei-Nodes definiert

@ werden, z. B. wenn gemischte Hardware-Modelle verwendet werden oder Sie unterschiedliche
Passworter fir jeden Knoten haben. Die Konfiguration auf einzelnen Datei-Knoten hat Vorrang
vor der Konfiguration in dieser Datei.

Schritte
Erstellen Sie die Datei group vars/ha_cluster.yml Und flllen Sie es wie folgt aus:

1. Geben Sie an, wie sich der Ansible Control-Node mit den Remote-Hosts authentifizieren soll:

ansible ssh user: root
ansible become password: <PASSWORD>

Speichern Sie Passworter insbesondere fur Produktionsumgebungen nicht im Klartext.

Verwenden Sie stattdessen Ansible Vault (siehe "Verschlisseln von Inhalten mit Ansible
@ Vault") Oder der —-—ask-become-pass Option beim Ausfihren des Playbooks. Wenn der

ansible ssh user Ist bereits root, dann knnen Sie optional auslassen

ansible become password.

2. Wenn Sie statische IPs in ethernet- oder InfiniBand-Schnittstellen konfigurieren (zum Beispiel Cluster-IPs)
und mehrere Schnittstellen im gleichen IP-Subnetz sind (z. B. wenn ib0 192.168.1.10/24 verwendet und
ib1 192.168.1.11/24 verwendet), Zusatzliche IP-Routing-Tabellen und -Regeln missen so eingerichtet sein,
dass Multi-Homed-Unterstiitzung ordnungsgemaf funktioniert. Aktivieren Sie einfach den mitgelieferten
Konfigurationshaken fir Netzwerkschnittstellen wie folgt:

eseries ip default hook templates:
- 99-multihoming.j2

3. Bei der Implementierung des Clusters miussen je nach Storage-Protokoll Nodes neu gestartet werden, um
die Erkennung von Remote-Block-Geraten (E-Series Volumes) zu erleichtern oder andere Aspekte der
Konfiguration anzuwenden. Standardmaflig werden vor dem Neubooten von Nodes angezeigt. Sie kdnnen
Nodes jedoch durch Angabe des folgenden Verfahrens automatisch neu starten:

eseries common allow host reboot: true

a. Standardmalfig nach einem Neustart, um sicherzustellen, dass Block-Gerate und andere Services
bereit sind Ansible wartet, bis das System default.target Erreicht wird, bevor die Implementierung
fortgesetzt wird. In manchen Szenarien, in denen NVMe/IB verwendet wird, ist dies méglicherweise
nicht lang genug, um Remote-Gerate zu initialisieren, zu erkennen und eine Verbindung zu herstellen.
Dies kann dazu fiihren, dass die automatisierte Implementierung vorzeitig ausfallt und ausfallt. Um dies
bei der Nutzung von NVMe/IB zu vermeiden, mussen Sie auRerdem Folgendes definieren:


https://docs.ansible.com/ansible/latest/vault_guide/index.html
https://docs.ansible.com/ansible/latest/vault_guide/index.html

eseries common reboot test command: "! systemctl status
eseries nvme ib.service || systemctl --state=exited | grep

eseries nvme ib.service"

4. Fir die Kommunikation mit BeeGFS und HA-Cluster-Services sind mehrere Firewall-Ports erforderlich.
Wenn Sie die Firwewall nicht manuell konfigurieren méchten (nicht empfohlen), geben Sie Folgendes an,
damit erforderliche Firewall-Zonen erstellt und Ports automatisch gedffnet werden:

beegfs ha firewall configure: True

5. Derzeit wird SELinux nicht unterstitzt, und es wird empfohlen, den Status auf deaktiviert zu setzen, um
Konflikte zu vermeiden (insbesondere, wenn RDMA verwendet wird). Stellen Sie Folgendes ein, um
sicherzustellen, dass SELinux deaktiviert ist:

eseries beegfs ha disable selinux: True

eseries selinux state: disabled

6. Konfigurieren Sie die Authentifizierung so, dass Dateiknoten kommunizieren kénnen und passen Sie die
Standardeinstellungen entsprechend Ihren Unternehmensrichtlinien an:

beegfs ha cluster name: hacluster # BeeGFS HA cluster
name.

beegfs ha cluster username: hacluster # BeeGFS HA cluster
username.

beegfs ha cluster password: hapassword # BeeGFS HA cluster

username's password.
beegfs ha cluster password shab5l2 salt: randomSalt # BeeGFS HA cluster

username's password salt.

7. "Planen Sie das Dateisystem"Legen Sie auf der Grundlage des Abschnitts die BeeGFS-Management-IP
fur dieses Dateisystem fest:

beegfs ha mgmtd floating ip: <IP ADDRESS>

Wahrend scheinbar redundant, beegfs ha mgmtd floating ip Ist wichtig, wenn Sie

@ das BeeGFS-Dateisystem Uber einen einzelnen HA-Cluster hinaus skalieren. Nachfolgende
HA-Cluster werden ohne zusatzlichen BeeGFS-Managementservice bereitgestellt und Punkt
am Managementservice des ersten Clusters.

8. Aktivieren Sie bei Bedarf E-Mail-Alarme:

10
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beegfs ha enable alerts: True

# E-mail recipient list for notifications when BeeGFS HA resources
change or fail.

beegfs ha alert email list: ["<EMAIL>"]

# This dictionary is used to configure postfix service
(/etc/postfix/main.cf) which is required to set email alerts.
beegfs ha alert conf ha group options:

# This parameter specifies the local internet domain name. This is
optional when the cluster nodes have fully qualified hostnames (i.e.
host.example.com)

mydomain: <MY DOMAIN>
beegfs ha alert verbosity: 3
# 1) high-level node activity
# 3) high-level node activity + fencing action information + resources
(filter on X-monitor)
#

5) high-level node activity + fencing action information + resources

9. Es wird dringend empfohlen, Fechten zu aktivieren, da bei Ausfall des primaren Knotens Services vom
Starten auf sekundaren Knoten blockiert werden kénnen.

a. Aktivieren Sie das globale Fechten, indem Sie Folgendes angeben:

beegfs ha cluster crm config options:
stonith-enabled: True

i. Hinweis: Bei Bedarf kdnnen auch alle unterstiitzten "Cluster-Eigenschaft" Daten hier angegeben
werden. Diese Anpassungen sind in der Regel nicht notwendig, da die BeeGFS HA-Rolle mit einer
Reihe gut getesteter ausgeliefert "Standardwerte"wird.

b. Wahlen Sie anschlieRend einen Fechten-Agent aus und konfigurieren Sie ihn:
i. OPTION 1: Ermoglicht das Fechten mit APC Power Distribution Units (PDUs):

beegfs ha fencing agents:
fence apc:
- ipaddr: <PDU_IP ADDRESS>
login: <PDU_ USERNAME>
passwd: <PDU PASSWORD>
pcmk host map:
"<HOSTNAME>:<PDU PORT>,<PDU PORT>; <HOSTNAME>:<PDU PORT>, <PDU PORT>

"

i. OPTION 2: Ermdglicht das Fechten mit den vom Lenovo XCC (und anderen BMCs)
bereitgestellten Redfish APIs:

11


https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_controlling-cluster-behavior-configuring-and-managing-high-availability-clusters
https://github.com/NetApp/beegfs/blob/master/roles/beegfs_ha_7_4/defaults/main.yml#L54

redfish: &redfish
username: <BMC USERNAME>
password: <BMC PASSWORD>
ssl insecure: 1 # If a valid SSL certificate is not available

specify “1”.

beegfs ha fencing agents:
fence redfish:

- pcmk host list: <HOSTNAME>
ip: <BMC IP>
<<: *redfish

- pcmk host list: <HOSTNAME>
ip: <BMC IP>
<<: *redfish

ii. Weitere Informationen zum Konfigurieren anderer Fencing-Agenten finden Sie im "Red Hat-
Dokumentation"”.

10. Die BeeGFS HA-Rolle kann viele verschiedene Tuning-Parameter anwenden, um die Leistung weiter zu
optimieren. Dazu gehdren unter anderem die Optimierung der Kernel-Speicherauslastung und die E/A von
Blockgeraten. Die Rolle wird mit einem angemessenen Satz von basierend auf Tests mit NetApp E-Series
Block-Nodes ausgeliefert "Standardwerte" . Diese werden standardmaRig jedoch nicht angewendet, es sei
denn, Sie geben Folgendes an:

beegfs ha enable performance tuning: True

a. Geben Sie bei Bedarf auch hier Anderungen an der Standard-Performance-Optimierung an. Weitere
Informationen finden Sie in der vollstandigen "Parameter fur die Performance-Optimierung"”
Dokumentation.

11. Damit schwebende IP-Adressen (manchmal auch als logische Schnittstellen bekannt), die fiir BeeGFS-
Dienste verwendet werden, zwischen Datei-Nodes ausfallen kénnen, missen alle Netzwerkschnittstellen
konsistent benannt werden. StandardmaRig werden Netzwerkschnittstellennamen vom Kernel generiert,
was nicht garantiert ist, dass konsistente Namen generiert werden, auch bei identischen Servermodellen
mit Netzwerkadaptern, die in denselben PCle-Steckplatzen installiert sind. Dies ist auch nttzlich, wenn
Vorrate erstellt werden, bevor das Gerat bereitgestellt wird und generierte Schnittstellennamen bekannt
sind. Um konsistente Geratenamen auf der Grundlage eines Blockdiagramms des Servers oder
sicherzustellen 1shw -class network -businfo Ausgabe, geben Sie die gewiinschte PCle-Adresse-
zu-logische Schnittstellenzuordnung wie folgt an:

a. Fir InfiniBand (IPolB)-Netzwerkschnittstellen:

eseries ipoib udev rules:
"<PCIe ADDRESS>": <NAME> # Ex: 0000:01:00.0: ila

b. Bei Ethernet-Netzwerkschnittstellen:
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eseries ip udev rules:
"<PCIe ADDRESS>": <NAME> # Ex: 0000:01:00.0: ela

Um Konflikte zu vermeiden, wenn Schnittstellen umbenannt werden (um zu verhindern,
dass sie umbenannt werden), sollten Sie keine méglichen Standardnamen wie eth0,

@ ens9f0, ib0 oder ibs4f0 verwenden. Eine haufige Namenskonvention besteht darin, ,.e*
oder i fir Ethernet oder InfiniBand zu verwenden, gefolgt von der PCle-
Steckplatznummer und einem Buchstaben zur Angabe des Ports. Zum Beispiel ware der
zweite Port eines InfiniBand-Adapters, der in Steckplatz 3 installiert ist: i3b.

@ Wenn Sie ein verifiziertes Datei-Node-Modell verwenden, klicken Sie auf "Hier" Beispiel fur
Zuordnungen von PCle-Adressen zu logischen Ports

12. Geben Sie optional die Konfiguration an, die fur alle BeeGFS-Dienste im Cluster gelten soll. Die
Standardkonfigurationswerte kdnnen gefunden werden "Hier", und die Konfiguration pro Service wird an
anderer Stelle angegeben:

a. BeeGFS Management-Service:

beegfs ha beegfs mgmtd conf ha group options:
<OPTION>: <VALUE>

b. BeeGFS Metadata Services:

beegfs ha beegfs meta conf ha group options:
<OPTION>: <VALUE>

c. BeeGFS Storage-Services:

beegfs ha beegfs storage conf ha group options:
<OPTION>: <VALUE>

13. Ab BeeGFS 7.2.7 und 7.3.1 "Verbindungsauthentifizierung" Muss konfiguriert oder explizit deaktiviert
werden. Es gibt einige Konfigurationsmaoglichkeiten, die mit der Ansible-basierten Implementierung
konfiguriert werden kdnnen:

a. Standardmaliig konfiguriert die Bereitstellung die Verbindungsauthentifizierung automatisch und erstellt
ein connauthfile Die auf alle Datei-Nodes verteilt und mit den BeeGFS-Diensten verwendet
werden. Diese Datei wird auch auf dem Ansible-Steuerungsknoten in abgelegt/gepflegt
<INVENTORY>/files/beegfs/<sysMgmtdHost> connAuthFile Wo Sie Daten fur die
Wiederverwendung mit Clients, die auf dieses Filesystem zugreifen missen, aufbewahren (sicher).

i. Zum Generieren eines neuen Schliissels angeben -e
"beegfs ha conn_auth force new=True Wenn Sie das Ansible-Playbook ausfiihren.
Beachten Sie, dass dies bei einem ignoriert wird beegfs_ha conn_auth_secret Definiert ist.

i. Weitere Optionen finden Sie in der vollstdndigen Liste der Standardwerte, die im enthalten
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"BeeGFS HA-Rolle"sind.

b. Ein benutzerdefiniertes Geheimnis kann verwendet werden, indem Sie Folgendes in definieren
ha cluster.yml:

beegfs ha conn auth secret: <SECRET>

c. Die Verbindungsauthentifizierung kann vollstandig deaktiviert werden (NICHT empfohlen):

beegfs ha conn auth enabled: false

Klicken Sie Auf "Hier" Beispiel fur eine komplette Bestandsdatei, die die allgemeine Konfiguration des
Dateiknoten darstellt.

Verwendung von HDR (200 GB) InfiniBand mit NetApp EF600 Block-Nodes:

Um HDR (200 GB) InfiniBand mit der EF600 zu verwenden, muss der Subnetzmanager die Virtualisierung
unterstitzen. Wenn Datei- und Block-Knoten Uber einen Switch verbunden sind, muss dies im Subnetz
Manager fir die Gesamtstruktur aktiviert sein.

Wenn Block- und Datei-Nodes direkt tiber InfiniBand verbunden sind, opensm muss auf jedem Datei-Node fiir
jede Schnittstelle, die direkt mit einem Block-Node verbunden ist, eine Instanz von konfiguriert werden. Dies
geschieht durch Angabe von configure: true wann "Konfigurieren von File-Node-Storage-Schnittstellen”.

Derzeit untersttitzt die Inbox-Version von opensm, die mit unterstiitzten Linux-Distributionen ausgeliefert
wurde, keine Virtualisierung. Stattdessen ist es erforderlich, dass Sie die Version von Gber die NVIDIA
OpenFabrics Enterprise Distribution (OFED) installieren und konfigurieren opensm . Obwohl die
Implementierung mit Ansible weiterhin unterstiitzt wird, sind einige weitere Schritte erforderlich:

1. Laden Sie die Pakete fir die Version von OpenSM, die im Abschnitt von der NVIDIA-Website aufgefiihrt
sind, mithilfe von Curl oder lhrem gewiinschten Tool in das Verzeichnis herunter
"Technologieanforderungen erfullt" <INVENTORY>/packages/ . Beispiel:

curl -o packages/opensm-5.17.2.MLNX20240610.dc7¢c2998~
0.1.2310322.x86_64.rpm
https://linux.mellanox.com/public/repo/mlnx ofed/23.10-
3.2.2.0/rhel9.4/x86 64/opensm-5.17.2.MLNX20240610.dc7c2998~-
0.1.2310322.x86_64.rpm

curl -o packages/opensm-1libs-5.17.2.MLNX20240610.dc7c2998-
0.1.2310322.x86_ 64.rpm
https://linux.mellanox.com/public/repo/mlnx ofed/23.10-
3.2.2.0/rhel9.4/x86 64/opensm-1ibs-5.17.2.MLNX20240610.dc7c2998-
0.1.2310322.x86 64.rpm

2. Unter group vars/ha cluster.yml Definieren Sie die folgende Konfiguration:

14


https://github.com/NetApp/beegfs/blob/master/roles/beegfs_ha_7_4/defaults/main.yml#L21
https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/group_vars/ha_cluster.yml
https://docs.netapp.com/de-de/beegfs/second-gen/beegfs-technology-requirements.html

### OpenSM package and configuration information
eseries ib opensm allow upgrades: true
eseries ib opensm skip package validation: true
eseries ib opensm rhel packages: []
eseries ib opensm custom packages:
install:
- files:
add:
"packages/opensm-5.17.2.MLNX20240610.dc7c2998~-
0.1.2310322.x86 64.rpm": "/tmp/"
"packages/opensm-1ibs-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86 64.rpm": "/tmp/"
- packages:
add:
- /tmp/opensm-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86_64.rpm
- /tmp/opensm-1ibs-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86 64.rpm
uninstall:
- packages:
remove:
- opensm
- opensm-1libs
files:
remove:
- /tmp/opensm-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86 64.rpm
- /tmp/opensm-1ibs-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86 64.rpm

eseries ib opensm options:

virt enabled: "2"

Festlegen Der Konfiguration Allgemeiner Blockknoten

Geben Sie unter Verwendung von Gruppenvariablen (Group_vars) die allgemeine
Konfiguration von Blockknoten an.

Uberblick

Die Konfiguration, die auf alle Block-Nodes Apfel soll, wird auf definiert
group vars/eseries storage systems.yml. Dazu gehdren in der Regel:

* Details dazu, wie der Ansible-Kontroll-Node mit als Block-Nodes verwendeten E-Series Storage-Systemen

verbunden werden soll.
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* Welche Firmware-, NVSRAM- und Laufwerk-Firmware-Versionen die Nodes ausfuhren sollten.

» Globale Konfiguration einschlief3lich Cache-Einstellungen, Host-Konfiguration und Einstellungen fir die
Bereitstellung von Volumes

Die in dieser Datei festgelegten Optionen kénnen auch auf einzelnen Block-Nodes definiert

@ werden, z. B. wenn gemischte Hardware-Modelle verwendet werden oder Sie unterschiedliche
Passworter fir jeden Knoten haben. Die Konfiguration auf einzelnen Block-Knoten hat Vorrang
vor der Konfiguration in dieser Datei.

Schritte

Erstellen Sie die Datei group vars/eseries storage systems.yml Und flllen Sie es wie folgt aus:

1. Ansible verwendet SSH nicht fur die Verbindung mit Block-Nodes und verwendet stattdessen REST-APIs.
Um dies zu erreichen, missen wir Folgendes festlegen:

ansible connection: local

2. Geben Sie den Benutzernamen und das Passwort an, um jeden Knoten zu verwalten. Der Benutzername
kann optional ausgelassen werden (und wird standardmafig auf admin gesetzt), andernfalls kdnnen Sie
jedes Konto mit Administratorrechten angeben. Geben Sie aulerdem an, ob SSL-Zertifikate Gberpriift oder
ignoriert werden sollen:

eseries system username: admin
eseries system password: <PASSWORD>

eseries validate certs: false

Es wird nicht empfohlen, Kennwérter im Klartext zu verwenden. Verwenden Sie einen
@ Ansible-Vault, oder stellen Sie die bereit eseries system password Wenn Sie Ansible
mit --extra-Vars verwenden.

3. Geben Sie optional an, welche Controller-Firmware, NVSRAM und Laufwerk-Firmware auf den Nodes
installiert werden soll. Diese mussen auf das heruntergeladen werden packages/ Verzeichnis vor der
Ausfihrung von Ansible. NVSRAM und E-Series Controller Firmware kdnnen heruntergeladen werden
"Hier" Und Laufwerk-Firmware "Hier":
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eseries firmware firmware: "packages/<FILENAME>.dlp" # Ex.
"packages/RCB_11.80GA 6000 64cclOee3.dlp"
eseries firmware nvsram: "packages/<FILENAME>.dlp" # Ex.
"packages/N6000-880834-D08.d1lp"
eseries drive firmware firmware list:

- "packages/<FILENAME>.dlp"

# Additional firmware versions as needed.
eseries drive firmware upgrade drives online: true # Recommended unless
BeeGFS hasn't been deployed yet, as it will disrupt host access i1f set
to "false".

Wenn diese Konfiguration angegeben wird, aktualisiert Ansible automatisch alle Firmware
@ einschliel3lich des Neubootens von Controllern (falls erforderlich), ohne zusatzliche

Eingabeaufforderungen. Dies wird flir BeeGFS/Host-I/O voraussichtlich ohne Unterbrechung

ausgefuhrt, kann jedoch zu einer vortiibergehenden Abnahme der Performance flhren.

4. Passen Sie die Standardeinstellungen fiir die globale Systemkonfiguration an. Die hier aufgeflihrten
Optionen und Werte werden haufig fur BeeGFS auf NetApp empfohlen, kdnnen jedoch bei Bedarf
angepasst werden:

eseries system cache block size: 32768

eseries system cache flush threshold: 80

eseries system default host type: linux dm-mp

eseries system autoload balance: disabled

eseries system host connectivity reporting: disabled

eseries system controller shelf id: 99 # Required by default.

5. Konfigurieren Sie die Standardeinstellungen fir die globale Volume-Bereitstellung. Die hier aufgefihrten
Optionen und Werte werden haufig fir BeeGFS auf NetApp empfohlen, kdnnen jedoch bei Bedarf
angepasst werden:

eseries volume size unit: pct # Required by default. This allows volume
capacities to be specified as a percentage, simplifying putting together
the inventory.

eseries volume read cache enable: true

eseries volume read ahead enable: false

eseries volume write cache enable: true

eseries volume write cache mirror enable: true

eseries volume cache without batteries: false

6. Passen Sie bei Bedarf die Reihenfolge an, in der Ansible Laufwerke flr Storage Pools und Volume-
Gruppen wahlt, und berilicksichtigen Sie die folgenden Best Practices:

a. Nennen Sie alle (moglicherweise kleineren) Laufwerke, die zuerst fir Management- und/oder
Metadaten-Volumes verwendet werden sollten, und Storage Volumes zuletzt.



b. Stellen Sie sicher, dass Sie die Reihenfolge der Festplattenauswahl auf der Grundlage der Modelle fur
Festplatten-Shelfs/Festplattengehause ausgleichen, um die Laufwerksauswahl Uber verfligbare
Laufwerkskanale auszugleichen. Beispielsweise befinden sich Laufwerke 0-11 mit der EF600 und ohne
Erweiterungen auf Laufwerkskanal 1 und Laufwerke 12-23 auf dem Laufwerkskanal. Daher ist eine
Strategie zur Balance der Antriebsauswahl zu wahlen disk shelf:drive 99:0, 99:23, 99:1, 99:22
usw. Wenn mehr als ein Gehause vorhanden ist, steht die erste Ziffer fur die Laufwerk-Shelf-1D.

# Optimal/recommended order for the EF600 (no expansion) :

eseries storage pool usable drives:
"99:0,99:23,99:1,99:22,99:2,99:21,99:3,99:20,99:4,99:19,99:5,99:18, 99
:6,99:17,99:7,99:16,99:8,99:15,99:9,99:14,99:10,99:13,99:11,99:12"

Klicken Sie Auf "Hier" Beispiel fur eine komplette Bestandsdatei, die die allgemeine Block-Node-Konfiguration
darstellt.

18


https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/group_vars/eseries_storage_systems.yml

Copyright-Informationen

Copyright © 2026 NetApp. Alle Rechte vorbehalten. Gedruckt in den USA. Dieses urheberrechtlich geschiitzte
Dokument darf ohne die vorherige schriftiche Genehmigung des Urheberrechtsinhabers in keiner Form und
durch keine Mittel — weder grafische noch elektronische oder mechanische, einschliel3lich Fotokopieren,
Aufnehmen oder Speichern in einem elektronischen Abrufsystem — auch nicht in Teilen, vervielfaltigt werden.

Software, die von urheberrechtlich geschitztem NetApp Material abgeleitet wird, unterliegt der folgenden
Lizenz und dem folgenden Haftungsausschluss:

DIE VORLIEGENDE SOFTWARE WIRD IN DER VORLIEGENDEN FORM VON NETAPP ZUR VERFUGUNG
GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE GEWAHRLEISTUNG, EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE STILLSCHWEIGENDE GEWAHRLEISTUNG DER
MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.

19


http://www.netapp.com/TM\

	Datei- und Blockknoten definieren : BeeGFS on NetApp with E-Series Storage
	Inhalt
	Datei- und Blockknoten definieren
	Konfigurieren Einzelner Dateiknoten
	Überblick
	Schritte

	Konfigurieren Einzelner Blockknoten
	Überblick
	Schritte

	Festlegen Der Konfiguration Des Gemeinsamen Dateiknotens
	Überblick
	Schritte

	Festlegen Der Konfiguration Allgemeiner Blockknoten
	Überblick
	Schritte



