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Beobachtbarkeit

Dashboards erstellen

Dashboards — Ubersicht

Data Infrastructure Insights bietet Benutzern die Flexibilitat, Betriebsansichten von
Infrastrukturdaten zu erstellen, indem Sie benutzerdefinierte Dashboards mit einer
Vielzahl von Widgets erstellen kdnnen, von denen jedes umfassende Flexibilitat bei der
Anzeige und Diagrammerstellung Ihrer Daten bietet.

Die Beispiele in diesen Abschnitten dienen nur zu Erklarungszwecken und decken nicht jedes

@ mdgliche Szenario ab. Mit den hierin enthaltenen Konzepten und Schritten kénnen Sie lhre
eigenen Dashboards erstellen, um die Daten hervorzuheben, die fiir lhre speziellen
Anforderungen spezifisch sind.

Erstellen eines Dashboards

Sie erstellen ein neues Dashboard an einem von zwei Orten:

* Dashboards > [+Neues Dashboard]

* Dashboards > Alle Dashboards anzeigen > Klicken Sie auf die Schaltflache [+Dashboard]

Sehen Sie es in Aktion

Erstellen Sie leistungsstarke Dashboards mit NetApp (Video), Fenster=Spater lesen

Dashboard-Steuerelemente

Der Dashboard-Bildschirm verfigt iber mehrere Steuerelemente:

» Zeitauswahl: Ermdglicht Ihnen die Anzeige von Dashboard-Daten fir einen Zeitraum von den letzten 15
Minuten bis zu den letzten 30 Tagen oder einen benutzerdefinierten Zeitraum von bis zu 31 Tagen. Sie
kénnen diesen globalen Zeitbereich in einzelnen Widgets tberschreiben.

« Schaltflache Speichern: Ermoglicht Ihnen, das Dashboard zu speichern oder zu I6schen.

Sie kénnen das aktuelle Dashboard umbenennen, indem Sie im Menul ,Speichern® auf ,Umbenennen”
klicken.

+ Schaltflache + Widget hinzufiigen, mit der Sie dem Dashboard eine beliebige Anzahl von Tabellen,
Diagrammen oder anderen Widgets hinzufligen konnen.

Die Grole von Widgets kann geandert und sie kénnen an verschiedene Positionen innerhalb des
Dashboards verschoben werden, um lhnen entsprechend Ihren aktuellen Anforderungen die beste Ansicht
Ilhrer Daten zu bieten.

» Schaltflache + Variable hinzufiigen, mit der Sie Variablen verwenden kénnen, um die Dashboard-Daten
aktiv zu filtern.


https://media.netapp.com/video-detail/5a293f3c-c655-5879-9133-1a32aaa140e8

Widget-Typen
Sie kénnen aus den folgenden Widget-Typen wahlen:

* Tabellen-Widget: Eine Tabelle, die Daten entsprechend den von lhnen ausgewahlten Filtern und Spalten
anzeigt. Tabellendaten kénnen in Gruppen zusammengefasst werden, die ein- und ausgeblendet werden

kénnen.
GroupBy Date = 1h
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* Linien-, Spline-, Flachen- und gestapelte Flachendiagramme: Dies sind Zeitreihendiagramm-Widgets,
auf denen Sie die Leistung und andere Daten im Zeitverlauf anzeigen kénnen.
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* Einzelwert-Widget: Ein Widget, mit dem Sie einen einzelnen Wert anzeigen kénnen, der entweder direkt
von einem Zahler abgeleitet oder mithilfe einer Abfrage oder eines Ausdrucks berechnet werden kann. Sie
kénnen Schwellenwerte fur die Farbformatierung definieren, um anzuzeigen, ob der Wert im erwarteten,
Warn- oder kritischen Bereich liegt.

Single Value Widget : Single-Value widget with formatting
10.0561 373.54 0/
Average User CPU Usage IOPS - Total

* Messgerat-Widget: Zeigt Einzelwertdaten in einem herkdmmlichen (durchgezogenen) Messgerat oder
Bullet-Messgerat an, mit Farben basierend auf den von lhnen gewahlten "Warn-" oder "Kritischen"
Werten"anpassen" .


concept_dashboard_features.html#formatting-gauge-widgets
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- Balken-, Saulendiagramme: Zeigt die héchsten oder niedrigsten N-Werte an, z. B. die zehn grofiten
Speicher nach Kapazitat oder die funf untersten Volumes nach IOPS.
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* Boxplot-Diagramm: Eine Darstellung des Minimums, Maximums, Medians und des Bereichs zwischen
dem unteren und oberen Quartil der Daten in einem einzigen Diagramm.

Box Plot
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« Streudiagramm: Stellt verwandte Daten als Punkte dar, beispielsweise IOPS und Latenz. In diesem
Beispiel kdnnen Sie schnell Assets mit hohem Durchsatz und niedrigem IOPS finden.
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* Kreisdiagramm: ein traditionelles Kreisdiagramm zur Anzeige von Daten als Teil des Gesamtwerts.

Pie Chart
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* Notiz-Widget: Bis zu 1000 Zeichen Freitext.

MNote Widget {with link)
This is & noe. You can type any text you like in here,
for example 1o give details about the purpose of 2

particular dashboard.

You cam also include inks in your note.

» Zeitbalkendiagramm: Zeigt Protokoll- oder Messdaten im Zeitverlauf an.



Count of logs.netapp.ems by source C 30s :
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* Warnungstabelle: Zeigt bis zu den letzten 1.000 Warnungen an.

Ausflhrlichere Erklarungen zu diesen und anderen Dashboard-Funktionen finden Sie unter"klicken Sie hier," .

Ein Dashboard als Startseite festlegen

Sie kdnnen mit einer der folgenden Methoden auswahlen, welches Dashboard als Startseite Ihres Mandanten
festgelegt werden soll:

* Gehen Sie zu Dashboards > Alle Dashboards anzeigen, um die Liste der Dashboards auf lhrem
Mandanten anzuzeigen. Klicken Sie auf das Optionsmenu rechts neben dem gewtinschten Dashboard und
wahlen Sie Als Startseite festlegen.

* Klicken Sie auf ein Dashboard in der Liste, um das Dashboard zu 6ffnen. Klicken Sie auf das Dropdown-
Men in der oberen Ecke und wahlen Sie Als Startseite festlegen.

Dashboard-Funktionen

Dashboards und Widgets ermoglichen groRe Flexibilitat bei der Datenanzeige. Hier sind
einige Konzepte, die Ihnen dabei helfen, das Beste aus Ihren benutzerdefinierten
Dashboards herauszuholen.

Inhaltsverzeichnis:[]

Widget-Benennung

Widgets werden automatisch basierend auf dem Objekt, der Metrik oder dem Attribut benannt, das fur die
erste Widget-Abfrage ausgewahlt wurde. Wenn Sie zusatzlich eine Gruppierung fir das Widget wahlen,
werden die ,Gruppieren nach“-Attribute in die automatische Benennung (Aggregationsmethode und Metrik)
einbezogen.
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Maximum cputime_active by agent_node_ip Cancel m

C B A

B3 A)Query ChartType: BarChart ¥ ChartColor: [ v DecimalPlaces: 2 ¥ Convert to Expression
Object  agent.node ¥ Metric cpu.time_active ¥ Display Unit: cpu.time_active (None)

B
Display Last24Hours ¥ Aggregated by = Last v Save Reset
Filter by Attribute
Filter by Metric
Group by  agent_node_ip X v aggregated by Maximum w Apply f(x) = Rank Top v 10

A C

Durch Auswahl eines neuen Objekts oder Gruppierungsattributs wird der automatische Name aktualisiert.

Wenn Sie den automatischen Widget-Namen nicht verwenden mdchten, kdnnen Sie einfach einen neuen
Namen eingeben.

Platzierung und GroRe des Widgets

Alle Dashboard-Widgets kénnen entsprechend lhren Anforderungen fiir das jeweilige Dashboard positioniert
und in der GroRRe angepasst werden.

Duplizieren eines Widgets

Klicken Sie im Dashboard-Bearbeitungsmodus auf das Menl im Widget und wahlen Sie Duplizieren. Der
Widget-Editor wird gestartet und ist bereits mit der Konfiguration des Original-Widgets und dem Suffix ,Kopie*
im Widget-Namen ausgefiillt. Sie kdnnen problemlos alle erforderlichen Anderungen vornehmen und das neue
Widget speichern. Das Widget wird unten in Ihrem Dashboard platziert und Sie kénnen es nach Bedarf
positionieren. Denken Sie daran, lhr Dashboard zu speichern, wenn alle Anderungen abgeschlossen sind.

Anzeigen von Widget-Legenden

Die meisten Widgets auf Dashboards kdnnen mit oder ohne Legenden angezeigt werden. Legenden in
Widgets kénnen auf einem Dashboard mit einer der folgenden Methoden ein- oder ausgeschaltet werden:

« Klicken Sie beim Anzeigen des Dashboards auf die Schaltflache Optionen im Widget und wahlen Sie im
Meni Legenden anzeigen aus.

Wenn sich die im Widget angezeigten Daten andern, wird die Legende fiir dieses Widget dynamisch
aktualisiert.

Wenn Legenden angezeigt werden und die Zielseite des durch die Legende angegebenen Assets aufgerufen
werden kann, wird die Legende als Link zu dieser Asset-Seite angezeigt. Wenn in der Legende ,Alle”
angezeigt wird, wird durch Klicken auf den Link eine Abfrageseite angezeigt, die der ersten Abfrage im Widget
entspricht.

Metriken transformieren

Data Infrastructure Insights bietet verschiedene *Transformations*optionen fiir bestimmte Metriken in Widgets
(insbesondere die als ,Benutzerdefiniert” oder ,Integrationsmetriken“ bezeichneten Metriken, z. B. von
Kubernetes, ONTAP Advanced Data, Telegraf-Plugins usw.), sodass Sie die Daten auf verschiedene Arten
anzeigen kénnen. Wenn Sie einem Widget transformierbare Metriken hinzuftigen, wird Ihnen ein Dropdown-



Menu mit den folgenden Transformationsoptionen angezeigt:

Keine: Die Daten werden unverandert und ohne Manipulation angezeigt.

Rate: Aktueller Wert geteilt durch den Zeitraum seit der letzten Beobachtung.

Kumulativ: Die Ansammlung der Summe der vorherigen Werte und des aktuellen Werts.
Delta: Die Differenz zwischen dem vorherigen Beobachtungswert und dem aktuellen Wert.
Deltarate: Deltawert geteilt durch den Zeitraum seit der letzten Beobachtung.

Kumulative Rate: Kumulativer Wert geteilt durch den Zeitraum seit der letzten Beobachtung.

Beachten Sie, dass durch die Transformation von Metriken nicht die zugrunde liegenden Daten selbst geandert
werden, sondern nur die Art und Weise, wie die Daten angezeigt werden.

Dashboard-Widget-Abfragen und -Filter

Abfragen

Die Abfrage in einem Dashboard-Widget ist ein leistungsstarkes Tool zum Verwalten der Anzeige lhrer Daten.
Hier sind einige Dinge, die Sie bei Widget-Abfragen beachten sollten.

Einige Widgets kdnnen bis zu finf Abfragen haben. Jede Abfrage zeichnet ihren eigenen Satz von Linien oder
Diagrammen im Widget. Das Festlegen von Rollup, Gruppierung, Top-/Bottom-Ergebnissen usw. fiir eine
Abfrage hat keine Auswirkungen auf andere Abfragen fir das Widget.

Sie kdnnen auf das Augensymbol klicken, um eine Abfrage vortibergehend auszublenden. Die Widget-Anzeige
wird automatisch aktualisiert, wenn Sie eine Abfrage ausblenden oder anzeigen. Auf diese Weise kdnnen Sie
beim Erstellen lhres Widgets Ihre angezeigten Daten fir einzelne Abfragen Uberprtfen.

Die folgenden Widgettypen kénnen mehrere Abfragen haben:

* Flachendiagramm

* Gestapeltes Flachendiagramm
* Liniendiagramm

» Spline-Diagramm

* Einzelwert-Widget
Die Ubrigen Widgettypen kénnen nur eine einzige Abfrage haben:

* Tabelle
» Balkendiagramm
* Boxplot

» Streudiagramm

Filtern in Dashboard-Widget-Abfragen

Hier sind einige Dinge, die Sie tun kdnnen, um das Beste aus lhren Filtern herauszuholen.



Filtern nach exakter Ubereinstimmung

Wenn Sie eine Filterzeichenfolge in doppelte Anfiihrungszeichen setzen, behandelt Insight alles zwischen dem
ersten und letzten Anfiihrungszeichen als exakte Ubereinstimmung. Alle Sonderzeichen oder Operatoren
innerhalb der Anfihrungszeichen werden als Literale behandelt. Wenn Sie beispielsweise nach ,* filtern,
werden Ergebnisse zurlickgegeben, die ein Sternchen sind. Das Sternchen wird in diesem Fall nicht als
Platzhalter behandelt. Die Operatoren AND, OR und NOT werden auch als Literalzeichenfolgen behandelt,
wenn sie in doppelte Anfliihrungszeichen eingeschlossen sind.

Sie kénnen Filter fiir exakte Ubereinstimmungen verwenden, um bestimmte Ressourcen zu finden,
beispielsweise den Hostnamen. Wenn Sie nur den Hostnamen ,marketing“ suchen, aber ,marketing01“,
.,marketing-boston“ usw. ausschlieffen méchten, schlielen Sie den Namen ,marketing® einfach in
Anfuhrungszeichen ein.

Platzhalter und Ausdriicke

Wenn Sie in Abfragen oder Dashboard-Widgets nach Text oder Listenwerten filtern, wird lhnen beim Eintippen
die Option angezeigt, einen Platzhalterfilter basierend auf dem aktuellen Text zu erstellen. Wenn Sie diese
Option auswahlen, werden alle Ergebnisse zurtickgegeben, die mit dem Platzhalterausdruck tbereinstimmen.
Sie kénnen Ausdriicke auch mit NOT oder OR erstellen oder die Option ,Keine* auswahlen, um nach
Nullwerten im Feld zu filtern.

kubernetes.pod v
Filter By - pod_name | ingest v X Bd @
Group pod_name x Create wildcard containing "ingest"

ci-service-datalake-ingestion-85bsbdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

71 items found
MNone

Filter, die auf Platzhaltern oder Ausdricken basieren (z. B. NICHT, ODER, ,Keine* usw.), werden im Filterfeld
dunkelblau angezeigt. Elemente, die Sie direkt aus der Liste auswahlen, werden hellblau angezeigt.



kubernetes.pod v

Filter By ~ pod_name ci-service-audit-5f775dd975-bride X X ¥ | X =

Group pod_name X v

3 items found

pod_name
ci-service-audit-5f775dd575-brfdc
ci-service-datalake-ingestion-85bsbdfded-2qbwr

service-foundation-ingest-767dfd5bfc-vxdsp

Beachten Sie, dass die Platzhalter- und Ausdrucksfilterung mit Text oder Listen funktioniert, jedoch nicht mit
Zahlen, Datumsangaben oder Booleschen Werten.

Erweiterte Textfilterung mit kontextbezogenen Type-Ahead-Vorschldagen

Das Filtern in Widget-Abfragen ist kontextbezogen. Wenn Sie einen oder mehrere Filterwerte flr ein Feld
auswahlen, zeigen die anderen Filter fir diese Abfrage die fir diesen Filter relevanten Werte an. Wenn Sie
beispielsweise einen Filter fir einen bestimmten Objektnamen festlegen, werden im Feld zum Filtern nach
Modell nur Werte angezeigt, die fir diesen Objektnamen relevant sind.

Die kontextbezogene Filterung gilt auch fir Dashboard-Seitenvariablen (nur Textattribute oder Anmerkungen).
Wenn Sie einen Filterwert flr eine Variable auswahlen, werden fir alle anderen Variablen, die verwandte
Objekte verwenden, nur mogliche Filterwerte basierend auf dem Kontext dieser verwandten Variablen
angezeigt.

Beachten Sie, dass nur Texffilter kontextbezogene Type-Ahead-Vorschldge anzeigen. Fur Datum, Enumeration
(Liste) usw. werden keine Vorschlage zur Typvervollstandigung angezeigt. Das heil’t, Sie kénnen einen Filter
auf ein Enumerationsfeld (d. h. ein Listenfeld) setzen und andere Textfelder im Kontext filtern lassen. Wenn Sie
beispielsweise einen Wert in einem Enumerationsfeld wie ,Rechenzentrum® auswahlen, werden in anderen
Filtern nur die Modelle/Namen in diesem Rechenzentrum angezeigt, aber nicht umgekehrt.

Der ausgewahlte Zeitraum bietet auch Kontext fur die in den Filtern angezeigten Daten.

Auswahl der Filtereinheiten

Wenn Sie einen Wert in ein Filterfeld eingeben, kénnen Sie die Einheiten auswahlen, in denen die Werte im

Diagramm angezeigt werden sollen. Sie kdnnen beispielsweise nach Rohkapazitat filtern und die Anzeige im
Standard-GiB oder ein anderes Format wie TiB auswahlen. Dies ist nitzlich, wenn Sie auf Ihrem Dashboard
mehrere Diagramme haben, die Werte in TiB anzeigen, und Sie mdchten, dass alle lhre Diagramme



konsistente Werte anzeigen.
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Zusitzliche Filterverfeinerungen

Mit den folgenden Angaben kénnen Sie lhre Filter weiter verfeinern.

* Mit einem Sternchen kénnen Sie nach allem suchen. Zum Beispiel,

vol*rhel

zeigt alle Ressourcen an, die mit ,vol* beginnen und mit ,rhel“ enden.

» Mit dem Fragezeichen kdnnen Sie nach einer bestimmten Anzahl von Zeichen suchen. Zum Beispiel,

BOS-PRD??-S12

zeigt BOS-PRD12-S12, BOS-PRD13-S12 usw. an.

* Mit dem ODER-Operator kénnen Sie mehrere Entitdten angeben. Zum Beispiel,

FAS2240 OR CX600 OR FAS3270

findet mehrere Speichermodelle.

10



* Mit dem Operator ,NOT*“ kbnnen Sie Text aus den Suchergebnissen ausschliel3en. Zum Beispiel,

NOT EMC*

findet alles, was nicht mit ,EMC* beginnt. Sie kdnnen

NOT *

um Felder anzuzeigen, die keinen Wert enthalten.

Identifizieren von Objekten, die von Abfragen und Filtern zuriickgegeben werden

Die von Abfragen und Filtern zurlickgegebenen Objekte dhneln denen in der folgenden Abbildung. Objekte mit
zugewiesenen ,Tags“ sind Anmerkungen, wahrend Objekte ohne Tags Leistungsindikatoren oder
Objektattribute sind.

Display: Attributes

QO5 0OP5_max

\OPS-Total (10} MeTIES
e IOPS - Max
IOPS - Other
1.6k
IOPS - Read &
——

Gruppieren, Identifizieren und Aggregieren

Gruppierung (Aufrollen)

Die in einem Widget angezeigten Daten werden aus den wahrend der Erfassung gesammelten zugrunde
liegenden Datenpunkten gruppiert (manchmal auch als zusammengefasst bezeichnet). Wenn Sie
beispielsweise Uber ein Liniendiagramm-Widget verfluigen, das die Speicher-lIOPS im Zeitverlauf anzeigt,
modchten Sie moglicherweise flr jedes lhrer Rechenzentren eine separate Linie anzeigen, um einen schnellen
Vergleich zu erméglichen. Im Feld ,Gruppieren nach® wahlen Sie den Objekttyp selbst aus, um einzelne Linien,
Bereiche, Balken, Spalten usw. (abhangig vom Widget-Typ) fir jedes Objekt anzuzeigen. Sie kdnnen die
Objekte nach jedem in der Liste verfligbaren Attribut gruppieren. Wenn Sie beispielsweise Daten flr ein
internes Volume anzeigen, mochten Sie die Daten moglicherweise nach dem Speichernamen gruppieren.

Um die konsolidierten Daten anzuzeigen, entfernen Sie alle Gruppierungsattribute. StandardmaRig wird dann
nach ,Alle” gruppiert.

Sie kdnnen diese Daten auf verschiedene Arten aggregieren:

11



* Durchschnitt: zeigt jede Zeile als Durchschnitt der zugrunde liegenden Daten an.
* Maximum: zeigt jede Zeile als Maximum der zugrunde liegenden Daten an.
* Minimum: zeigt jede Zeile als Minimum der zugrunde liegenden Daten an.
* Summe: zeigt jede Zeile als Summe der zugrunde liegenden Daten an.
Beim Betrachten des Dashboards 6ffnet die Auswahl der Legende fiir ein beliebiges Widget, dessen Daten

nach ,Alle” gruppiert sind, eine Abfrageseite, die die Ergebnisse der ersten im Widget verwendeten Abfrage
anzeigt.

Wenn Sie einen Filter fur die Abfrage festgelegt haben, werden die Daten basierend auf den gefilterten Daten
gruppiert.

Identifizierung kundenspezifischer Daten

Wenn Sie ein Widget erstellen oder andern, das auf lhren eigenen benutzerdefinierten Daten basiert, werden
Ihre Daten im Widget moglicherweise nicht korrekt dargestellt, wenn kein identifizierendes Attribut vorhanden
ist. Falls DIl das von lhnen fir Ihr Widget ausgewahlte Objekt nicht identifizieren kann, wird lhnen im Bereich
,Gruppieren nach® ein Link zur Erweiterten Konfiguration angezeigt. Erweitern Sie diese Option, um das
Attribut auszuwahlen, anhand dessen Sie lhre Daten identifizieren mochten.

Group by | | cluster_name X ¥  Aggregatedby  Average ¥ Identify by | |none Y | Reset @

&
cluster_fgdn

cluster_model
cluster_name
cluster_serial_number
cluster_type
cluster_uuid

cluster_vendor

Daten aggregieren

Sie kénnen Ihre Diagramme noch besser ausrichten, indem Sie Datenpunkte in Minuten-, Stunden- oder
Tagesintervalle aggregieren, bevor diese Daten anschlief3end nach Attributen zusammengefasst werden (falls
ausgewahlt). Sie kdnnen Datenpunkte nach ihrem Durchschnitt, Maximum, Minimum, ihrer Summe oder ihrer
_Anzahl aggregieren.

Ein kleines Intervall in Kombination mit einem langen Zeitbereich kann zu der Warnung ,Aggregationsintervall
ergab zu viele Datenpunkte.” fihren. Dies wird moglicherweise angezeigt, wenn Sie ein kleines Intervall haben
und den Zeitrahmen des Dashboards auf 7 Tage erhdhen. In diesem Fall erhéht Insight voriibergehend das
Aggregationsintervall, bis Sie einen kleineren Zeitrahmen auswahlen.

Die meisten Asset-Zahler ergeben standardmaRig den Durchschnitt. Einige Zahler werden standardmaflig zu
Max, Min oder Sum aggregiert. Beispielsweise werden Portfehler standardmaflig zu Summe aggregiert,
wahrend Speicher-IOPS zu Durchschnitt aggregiert werden.

Anzeigen der Top-/Bottom-Ergebnisse

In einem Diagramm-Widget kdnnen Sie entweder die obersten oder untersten Ergebnisse fur
zusammengefasste Daten anzeigen und die Anzahl der angezeigten Ergebnisse aus der bereitgestellten
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Dropdown-Liste auswahlen. In einem Tabellen-Widget kénnen Sie nach jeder Spalte sortieren.

Diagramm-Widget oben/unten

Wenn Sie in einem Diagramm-Widget die Daten nach einem bestimmten Attribut zusammenfassen, haben Sie
die Moglichkeit, entweder die obersten N oder die untersten N Ergebnisse anzuzeigen. Beachten Sie, dass Sie
nicht die obersten oder untersten Ergebnisse auswahlen kénnen, wenn Sie die Zusammenfassung nach allen
Attributen auswahlen.

Sie kdnnen auswahlen, welche Ergebnisse angezeigt werden sollen, indem Sie im Feld Anzeigen der Abfrage
entweder Oben oder Unten auswahlen und einen Wert aus der bereitgestellten Liste auswahlen.

Tabellen-Widget zeigt Eintréage an

In einem Tabellen-Widget kdnnen Sie die Anzahl der in den Tabellenergebnissen angezeigten Ergebnisse
auswahlen. Sie haben nicht die Mdglichkeit, die obersten oder untersten Ergebnisse auszuwahlen, da Sie in
der Tabelle bei Bedarf nach jeder Spalte aufsteigend oder absteigend sortieren kénnen.

Sie kénnen die Anzahl der in der Tabelle auf dem Dashboard anzuzeigenden Ergebnisse auswahlen, indem
Sie einen Wert aus dem Feld Eintrage anzeigen der Abfrage auswahlen.

Gruppierung im Tabellen-Widget

Daten in einem Tabellen-Widget kdnnen nach jedem verfiigbaren Attribut gruppiert werden, sodass Sie eine
Ubersicht tber lhre Daten erhalten und fiir weitere Details tiefer in die Daten einsteigen kdnnen. Die
Messwerte in der Tabelle werden zur einfacheren Anzeige in jeder reduzierten Zeile zusammengefasst.

Mit Tabellen-Widgets kénnen Sie Ihre Daten basierend auf den von Ihnen festgelegten Attributen gruppieren.
Beispielsweise mochten Sie moglicherweise, dass lhre Tabelle die gesamten Speicher-lOPS gruppiert nach
den Rechenzentren anzeigt, in denen sich diese Speicher befinden. Oder Sie mdchten eine Tabelle mit
virtuellen Maschinen anzeigen, die nach dem Hypervisor gruppiert sind, auf dem sie gehostet werden. In der
Liste kdnnen Sie jede Gruppe erweitern, um die Assets in dieser Gruppe anzuzeigen.

Gruppierung ist nur im Widgettyp ,Tabelle* verfugbar.

Gruppierungsbeispiel (mit Erlauterung der Zusammenfassung)

Mit Tabellen-Widgets kénnen Sie Daten zur einfacheren Anzeige gruppieren.

In diesem Beispiel erstellen wir ein Tabellen-Widget, das alle VMs gruppiert nach Rechenzentrum anzeigt.

Schritte
1. Erstellen oder 6ffnen Sie ein Dashboard und fligen Sie ein Tabellen-Widget hinzu.

2. Wabhlen Sie Virtuelle Maschine als Asset-Typ flir dieses Widget.

3. Klicken Sie auf den Spaltenselektor und wahlen Sie Hypervisorname und IOPS — Gesamt.
Diese Spalten werden jetzt in der Tabelle angezeigt.

4. Lassen Sie uns alle VMs ohne IOPS auler Acht lassen und nur VMs einbeziehen, deren Gesamt-IOPS
groRer als 1 ist. Klicken Sie auf die Schaltflache Filtern nach [+] und wahlen Sie /IOPS — Gesamt aus.
Klicken Sie auf Beliebig und geben Sie im Feld Von 1 ein. Lassen Sie das Feld An leer. Driicken Sie die

Eingabetaste oder klicken Sie aul3erhalb des Filterfelds, um den Filter anzuwenden.

Die Tabelle zeigt jetzt alle VMs mit einem Gesamt-IOPS groRer oder gleich 1. Beachten Sie, dass in der
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Tabelle keine Gruppierung vorhanden ist. Alle VMs werden angezeigt.
5. Klicken Sie auf die Schaltflache Gruppieren nach [+].

Sie kdnnen nach jedem angezeigten Attribut oder jeder angezeigten Anmerkung gruppieren. Wahlen Sie
Alle, um alle VMs in einer einzigen Gruppe anzuzeigen.

Jede Spaltenuberschrift fir eine Leistungsmetrik zeigt ein Drei-Punkte-Men( mit einer Rollup-Option an.
Die Standard-Rollup-Methode ist Durchschnitt. Dies bedeutet, dass die fiir die Gruppe angezeigte Zahl der
Durchschnitt aller fur jede VM innerhalb der Gruppe gemeldeten Gesamt-IOPS ist. Sie kdnnen diese
Spalte nach Durchschnitt, Summe, Minimum oder Maximum aufrollen. Jede von Ihnen angezeigte Spalte
mit Leistungsmetriken kann einzeln zusammengefasst werden.

G
IO Density - Total B
Foem I P

Roll Up by Avg -

Avg
238.15 Wl
20,44

Min
.44

Sum

6. Klicken Sie auf Alle und wahlen Sie Hypervisorname aus.

Die VM-Liste ist jetzt nach Hypervisor gruppiert. Sie kdnnen jeden Hypervisor erweitern, um die von ihm
gehosteten VMs anzuzeigen.

7. Klicken Sie auf Speichern, um die Tabelle im Dashboard zu speichern. Sie kdnnen die Grofke des Widgets
nach Wunsch andern oder es verschieben.

8. Klicken Sie auf Speichern, um das Dashboard zu speichern.

Leistungsdaten-Rollup

Wenn Sie in ein Tabellen-Widget eine Spalte fiir Leistungsdaten (z. B. IOPS — Gesamt) aufnehmen und die
Daten gruppieren mochten, kébnnen Sie anschliefend eine Rollup-Methode fiir diese Spalte auswahlen. Die
Standard-Rollup-Methode besteht darin, den Durchschnitt (avg) der zugrunde liegenden Daten in der
Gruppenzeile anzuzeigen. Sie konnen auch wahlen, ob die Summe, das Minimum oder das Maximum der
Daten angezeigt werden soll.

Dashboard-Zeitbereichsauswahl

Sie kénnen den Zeitraum fir Ihre Dashboard-Daten auswahlen. In Widgets auf dem Dashboard werden nur
Daten angezeigt, die flr den ausgewahlten Zeitraum relevant sind. Sie kdnnen aus folgenden Zeitraumen
auswahlen:
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* Letzte 15 Minuten

* Letzte 30 Minuten

* Letzte 60 Minuten

* Letzte 2 Stunden

* Letzte 3 Stunden (dies ist die Standardeinstellung)

* Letzte 6 Stunden

* Letzte 12 Stunden

* Letzte 24 Stunden

* Letzte 2 Tage

* Letzte 3 Tage

* Letzte 7 Tage

* Letzte 30 Tage

» Benutzerdefinierter Zeitbereich
Mit dem benutzerdefinierten Zeitbereich kénnen Sie bis zu 31 aufeinanderfolgende Tage auswahlen. Sie
kénnen auch die Start- und Endzeit des Tages fiir diesen Bereich festlegen. Die Standardstartzeit ist 0:00

Uhr am ersten ausgewahlten Tag und die Standardendzeit ist 23:59 Uhr am letzten ausgewahlten Tag.
Durch Klicken auf Ubernehmen wird der benutzerdefinierte Zeitraum auf das Dashboard angewendet.

In einen Zeitbereich hineinzoomen

Beim Anzeigen eines Zeitreihen-Widgets (Linie, Spline, Flache, gestapelte Flache) — oder eines Diagramms
auf einer Zielseite — kdnnen Sie die Maus Uber das Diagramm ziehen, um es zu vergréf3ern. Oben rechts auf
dem Bildschirm kdnnen Sie dann diesen Zeitraum sperren, sodass Diagramme auf anderen Seiten Daten flr
diesen gesperrten Zeitraum widerspiegeln. Wahlen Sie zum Entsperren einen anderen Zeitraum aus der Liste
aus.

Uberschreiben der Dashboard-Zeit in einzelnen Widgets

Sie kdnnen die Zeitbereichseinstellung des Haupt-Dashboards in einzelnen Widgets Uberschreiben. Diese
Widgets zeigen Daten basierend auf ihnrem festgelegten Zeitrahmen an, nicht auf dem Zeitrahmen des
Dashboards.

Um die Dashboard-Zeit zu Uberschreiben und ein Widget zu zwingen, seinen eigenen Zeitrahmen zu
verwenden, wahlen Sie im Bearbeitungsmodus des Widgets den gewlinschten Zeitraum aus und speichern
Sie das Widget im Dashboard.

Das Widget zeigt seine Daten entsprechend dem dafiir festgelegten Zeitrahmen an, unabhangig von dem
Zeitrahmen, den Sie auf dem Dashboard selbst auswahlen.

Der Zeitrahmen, den Sie flr ein Widget festlegen, wirkt sich nicht auf andere Widgets auf dem Dashboard aus.
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Primare und sekundare Achse

Verschiedene Metriken verwenden unterschiedliche Mafeinheiten fiir die Daten, die sie in einem Diagramm
darstellen. Bei IOPS beispielsweise ist die MalReinheit die Anzahl der E/A-Vorgange pro Sekunde (I0O/s),
wahrend die Latenz ein reines Zeitmal ist (Millisekunden, Mikrosekunden, Sekunden usw.). Wenn Sie beide
Metriken in einem einzelnen Liniendiagramm mit einem einzigen Satz von Werten fiir die Y-Achse darstellen,
werden die Latenzzahlen (normalerweise einige Millisekunden) auf derselben Skala wie die IOPS
(normalerweise im Tausenderbereich) dargestellt, und die Latenzlinie geht in dieser Skala verloren.

Es ist jedoch mdglich, beide Datensatze in einem einzigen aussagekraftigen Diagramm darzustellen, indem
man eine Maleinheit auf der primaren (linken) Y-Achse und die andere Maleinheit auf der sekundaren
(rechten) Y-Achse festlegt. Jede Metrik wird in einem eigenen Mal3stab dargestellt.

Schritte

Dieses Beispiel veranschaulicht das Konzept der primaren und sekundaren Achsen in einem Diagramm-
Widget.

1. Erstellen oder 6ffnen Sie ein Dashboard. Fiigen Sie dem Dashboard ein Liniendiagramm-, Spline-
Diagramme-, Flachendiagramm- oder gestapeltes Flachendiagramm-Widget hinzu.

2. Wahlen Sie einen Asset-Typ (z. B. Speicher) und wahlen Sie IOPS — Gesamt fir lhre erste Metrik. Legen
Sie beliebige Filter fest und wahlen Sie bei Bedarf eine Rollup-Methode.

Die IOPS-Linie wird im Diagramm angezeigt, ihre Skala ist links dargestellit.

3. Klicken Sie auf [+Abfrage], um dem Diagramm eine zweite Linie hinzuzufligen. Wahlen Sie fir diese Zeile
als Metrik Latenz — Gesamt.

Beachten Sie, dass die Linie unten im Diagramm flach angezeigt wird. Dies liegt daran, dass sie im
gleichen MaB3stab wie die IOPS-Linie gezeichnet wird.

4. Wahlen Sie in der Latenzabfrage Y-Achse: Sekundar aus.

Die Latenzlinie wird jetzt in einer eigenen Skala gezeichnet, die auf der rechten Seite des Diagramms
angezeigt wird.
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Ausdriicke in Widgets

In einem Dashboard kénnen Sie mit jedem Zeitreihen-Widget (Linie, Spline, Flache, gestapelte Flache),
Balkendiagramm, Saulendiagramm, Kreisdiagramm oder Tabellen-Widget Ausdriicke aus den von lhnen
gewahlten Metriken erstellen und das Ergebnis dieser Ausdriicke in einem einzelnen Diagramm (oder einer
Spalte im Fall desTabellen-Widget ). In den folgenden Beispielen werden Ausdriicke verwendet, um bestimmte
Probleme zu I6sen. Im ersten Beispiel méchten wir die Lese-IOPS als Prozentsatz der Gesamt-IOPS fir alle
Speicherressourcen |hres Mandanten anzeigen. Das zweite Beispiel bietet Einblick in die ,System®- oder
,Overhead“-IOPS, die auf Inrem Mandanten auftreten — jene IOPS, die nicht direkt durch das Lesen oder
Schreiben von Daten entstehen.

Sie kdnnen Variablen in Ausdriicken verwenden (z. B. $Var1 * 100).

Ausdrucksbeispiel: IOPS-Prozentsatz lesen

In diesem Beispiel moéchten wir die Lese-IOPS als Prozentsatz der Gesamt-IOPS anzeigen. Sie kénnen sich
dies als folgende Formel vorstellen:

Read Percentage = (Read IOPS / Total IOPS) x 100
Diese Daten konnen in einem Liniendiagramm auf Ihrem Dashboard angezeigt

werden. Gehen Sie hierzu folgendermalen vor:

Schritte
1. Erstellen Sie ein neues Dashboard oder 6ffnen Sie ein vorhandenes Dashboard im Bearbeitungsmodus.

2. Flgen Sie dem Dashboard ein Widget hinzu. Wahlen Sie Flachendiagramm.

Das Widget wird im Bearbeitungsmodus geoffnet. Standardmafig wird eine Abfrage angezeigt, die IOPS —
Gesamt fUr Speicher-Assets anzeigt. Wahlen Sie bei Bedarf einen anderen Asset-Typ aus.

3. Klicken Sie rechts auf den Link In Ausdruck konvertieren.
Die aktuelle Abfrage wird in den Ausdrucksmodus konvertiert. Beachten Sie, dass Sie den Asset-Typ im
Ausdrucksmodus nicht andern konnen. Wahrend Sie sich im Ausdrucksmodus befinden, andert sich der
Link in Zuriick zur Abfrage. Klicken Sie hierauf, wenn Sie jederzeit wieder in den Abfragemodus wechseln
mochten. Beachten Sie, dass beim Wechseln zwischen den Modi die Felder auf ihre Standardwerte
zurlckgesetzt werden.

Bleiben Sie vorerst im Ausdrucksmodus.
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4. Die Metrik IOPS — Gesamt befindet sich jetzt im alphabetischen Variablenfeld ,a“. Klicken Sie im
Variablenfeld ,b“ auf Auswahlen und wahlen Sie IOPS - Lesen.

Sie kénnen Ihrem Ausdruck bis zu fiinf alphabetische Variablen hinzufligen, indem Sie auf die Schaltflache
+ hinter den Variablenfeldern klicken. Fir unser Beispiel mit dem Leseprozentsatz bendétigen wir nur die
Gesamt-IOPS (,a“) und die Lese-IOPS (,b").

5. Im Feld Ausdruck verwenden Sie die Buchstaben, die den einzelnen Variablen entsprechen, um lhren
Ausdruck zu erstellen. Wir wissen, dass der Leseprozentsatz = (Lese-IOPS / Gesamt-IOPS) x 100 ist,
daher wiirden wir diesen Ausdruck wie folgt schreiben:

(b / a) * 100

Das Feld *Label* identifiziert den Ausdruck. Andern Sie die
Beschriftung in ,Leseprozentsatz™ oder etwas fir Sie dhnlich Sinnvolles.
. Andern Sie das Feld *Einheiten* in ,%“ oder ,Prozent"“.

Das Diagramm zeigt den IOPS-Leseprozentsatz im Zeitverlauf fir die ausgewahlten Speichergerate an.
Bei Bedarf konnen Sie einen Filter setzen oder eine andere Rollup-Methode wahlen. Beachten Sie, dass
bei Auswahl von ,Summe* als Rollup-Methode alle Prozentwerte addiert werden, was mdglicherweise tber
100 % liegen kann.

6. Klicken Sie auf Speichern, um das Diagramm in lhrem Dashboard zu speichern.

Ausdrucksbeispiel: ,,System“-E/A

Beispiel 2: Zu den aus Datenquellen gesammelten Metriken gehdren Lese-, Schreib- und Gesamt-IOPS.
Allerdings umfasst die Gesamtzahl der von einer Datenquelle gemeldeten IOPS manchmal auch ,System®-
IOPS, also E/A-Vorgange, die nicht direkt zum Lesen oder Schreiben von Daten gehdren. Diese System-E/A
kann auch als ,Overhead“-E/A betrachtet werden, die flr den ordnungsgemafien Systembetrieb erforderlich
ist, aber nicht direkt mit Datenoperationen zusammenhangt.

Um diese System-E/As anzuzeigen, kénnen Sie die Lese- und Schreib-IOPS von den gesamten IOPS

abziehen, die bei der Erfassung gemeldet wurden. Die Formel kdnnte folgendermaf3en aussehen:

System IOPS = Total IOPS - (Read IOPS + Write IOPS)
Diese Daten konnen dann in einem Liniendiagramm auf Ihrem Dashboard
angezeigt werden. Gehen Sie hierzu folgendermaBen vor:

Schritte
1. Erstellen Sie ein neues Dashboard oder 6ffnen Sie ein vorhandenes Dashboard im Bearbeitungsmodus.

2. Flugen Sie dem Dashboard ein Widget hinzu. Wahlen Sie Liniendiagramm.

Das Widget wird im Bearbeitungsmodus geoffnet. Standardmafig wird eine Abfrage angezeigt, die IOPS —
Gesamt fUr Speicher-Assets anzeigt. Wahlen Sie bei Bedarf einen anderen Asset-Typ aus.

3. Wahlen Sie im Feld Roll Up die Option Sum by All.
Das Diagramm zeigt eine Linie mit der Summe aller IOPS.

4. Klicken Sie auf das Symbol ,Diese Abfrage duplizieren®, um eine Kopie der Abfrage zu erstellen.
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Unter dem Original wird ein Duplikat der Abfrage hinzugeflgt.
5. Klicken Sie in der zweiten Abfrage auf die Schaltflache In Ausdruck konvertieren.

Die aktuelle Abfrage wird in den Ausdrucksmodus konvertiert. Klicken Sie auf Zuriick zur Abfrage, wenn
Sie jederzeit wieder in den Abfragemodus wechseln mochten. Beachten Sie, dass beim Wechseln
zwischen den Modi die Felder auf ihre Standardwerte zurlickgesetzt werden.

Bleiben Sie vorerst im Ausdrucksmodus.

6. Die Metrik IOPS — Gesamt befindet sich jetzt im alphabetischen Variablenfeld ,a“. Klicken Sie auf IOPS —
Gesamt und andern Sie es in IOPS — Lesen.
7. Klicken Sie im Variablenfeld ,b“ auf Auswahlen und wahlen Sie IOPS — Schreiben.

8. Im Feld Ausdruck verwenden Sie die Buchstaben, die den einzelnen Variablen entsprechen, um lhren
Ausdruck zu erstellen. Wir wirden unseren Ausdruck einfach so schreiben:

Wabhlen Sie im Abschnitt ,Anzeige® fur diesen Ausdruck Flachendiagramm aus.

9. Das Feld Label identifiziert den Ausdruck. Andern Sie die Bezeichnung in ,System-IOPS* oder etwas fiir
Sie ebenso Sinnvolles.

Das Diagramm zeigt die gesamten IOPS als Liniendiagramm an, darunter ein Flachendiagramm, das die
Kombination aus Lese- und Schreib-IOPS zeigt. Die Licke zwischen den beiden zeigt die IOPS, die nicht
direkt mit Datenlese- oder -schreibvorgangen zusammenhangen. Dies sind Ihre ,System“-IOPS.

10. Klicken Sie auf Speichern, um das Diagramm in [hrem Dashboard zu speichern.

Um eine Variable in einem Ausdruck zu verwenden, geben Sie einfach den Variablennamen ein, zum Beispiel
$var1 * 100. In Ausdriicken kénnen nur numerische Variablen verwendet werden.

Ausdriicke in einem Tabellen-Widget

Tabellen-Widgets behandeln Ausdriicke etwas anders. Sie kdnnen bis zu flinf Ausdriicke in einem einzelnen
Tabellen-Widget haben, von denen jeder als neue Spalte zur Tabelle hinzugefligt wird. Jeder Ausdruck kann
bis zu funf Werte enthalten, auf deren Grundlage die Berechnung durchgefiihrt wird. Sie kdnnen der Spalte
ganz einfach einen aussagekraftigen Namen geben.

A) Expression

ﬂ iops.total A “ iops.read v X Bl Expression | b/a Celumn Label = Read 10Ps aver Total

Variablen

Mithilfe von Variablen kdnnen Sie die in einigen oder allen Widgets auf einem Dashboard angezeigten Daten
gleichzeitig &ndern. Indem Sie ein oder mehrere Widgets so einstellen, dass sie eine gemeinsame Variable
verwenden, fiihren an einer Stelle vorgenommene Anderungen dazu, dass die in jedem Widget angezeigten
Daten automatisch aktualisiert werden.
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Variablentypen

Eine Variable kann einen der folgenden Typen haben:

« Attribut: Verwenden Sie die Attribute oder Metriken eines Objekts zum Filtern
* Anmerkung: Verwenden Sie eine vordefinierte"Anmerkung" um Widget-Daten zu filtern.
» Text: Eine alphanumerische Zeichenfolge.

* Numerisch: Ein Zahlenwert. Verwenden Sie es allein oder als ,Von“- oder ,Bis“-Wert, abhangig von lhrem
Widget-Feld.

* Boolesch: Fir Felder mit den Werten ,Wahr/Falsch®, ,Ja/Nein“ usw. verwenden. Fir die boolesche
Variable stehen die Auswahlmdglichkeiten ,Ja“ ,Nein®, ,Keine“ und ,Beliebig“ zur Verfligung.

* Datum: Ein Datumswert. Verwenden Sie es als ,Von*- oder ,Bis“-Wert, abhangig von der Konfiguration
Ihres Widgets.

|
+ variables
Attribute
Annotation
Text
Mumber
Boolean

Date

Attributvariablen

Durch Auswahl einer Attributtypvariable kdnnen Sie nach Widgetdaten filtern, die den oder die angegebenen
Attributwerte enthalten. Das folgende Beispiel zeigt ein Linien-Widget, das Trends zum freien Speicher fir
Agent-Knoten anzeigt. Wir haben eine Variable fur Agent-Knoten-IPs erstellt, die derzeit so eingestellt ist, dass
alle IPs angezeigt werden:
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Wenn Sie jedoch voriibergehend nur Knoten in einzelnen Subnetzen Ihres Mandanten sehen mdchten,
kénnen Sie die Variable auf eine oder mehrere bestimmte Agent-Knoten-IPs festlegen oder dndern. Hier sehen
wir nur die Knoten im Subnetz ,,123":

*193* X X v

Widget 1 C 2h
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Sie kénnen auch eine Variable festlegen, um nach allen Objekten mit einem bestimmten Attribut zu filtern,
unabhangig vom Objekttyp, beispielsweise nach Objekten mit dem Attribut ,Anbieter®, indem Sie *.Anbieter im
Variablenfeld angeben. Sie missen das ,*.“ nicht eingeben. Data Infrastructure Insights liefert dies, wenn Sie
die Platzhalteroption auswahlen.

Attribute *

vendor

Objects containing "vendor”
Disk.vendor
GenericDevice.vendor
Storage.vendor
StoragePoolwendorTier
Switch.vendor

Tape.vendor
InternalVolume.storage.vendor

netapp_ontap.disk_constituent.vender

Wenn Sie die Auswahlliste fiir den Variablenwert herunterklappen, werden die Ergebnisse gefiltert, sodass nur
die verflgbaren Anbieter basierend auf den Objekten auf Ihrem Dashboard angezeigt werden.

Attribute X
*wendor hd
vendor All -

Filter automatically . NETAPF

MetApp
PLIANT
SEAGATE
Unkmown
Mone

Wenn Sie ein Widget auf lnrem Dashboard bearbeiten, bei dem der Attributfilter relevant ist (d. h. die Objekte
des Widgets enthalten ein *.vendor-Attribut), wird Ihnen angezeigt, dass der Attributfilter automatisch
angewendet wird.
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Das Anwenden von Variablen ist so einfach wie das Andern der Attributdaten lhrer Wahl.

Annotationsvariablen

Durch Auswabhl einer Annotation-Variable kdbnnen Sie nach Objekten filtern, die mit dieser Annotation verkntpft
sind, beispielsweise nach Objekten, die zum selben Rechenzentrum gehdren.

Annotation X
Data Center v
Data Center All v

Filter automatically Boston

London
Mone

Text, Zahl, Datum oder Boolesche Variable

Sie kdnnen generische Variablen erstellen, die keinem bestimmten Attribut zugeordnet sind, indem Sie einen
Variablentyp aus Text, Zahl, Boolean oder Datum auswahlen. Sobald die Variable erstellt wurde, kdnnen Sie
sie in einem Widget-Filterfeld auswahlen. Wenn Sie in einem Widget einen Filter festlegen, werden neben
bestimmten Werten, die Sie fur den Filter auswahlen kbnnen, alle fir das Dashboard erstellten Variablen in der
Liste angezeigt. Diese sind im Dropdown-Menu unter dem Abschnitt ,Variablen® gruppiert und haben Namen,
die mit ,$“ beginnen. Wenn Sie in diesem Filter eine Variable auswahlen, konnen Sie nach Werten suchen, die
Sie in das Variablenfeld auf dem Dashboard selbst eingeben. Alle Widgets, die diese Variable in einem Filter

verwenden, werden dynamisch aktualisiert.
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Variabler Filterbereich

Wenn Sie Ihrem Dashboard eine Anmerkungs- oder Attributvariable hinzufligen, kann die Variable auf alle
Widgets im Dashboard angewendet werden. Dies bedeutet, dass alle Widgets auf Ihrem Dashboard
Ergebnisse anzeigen, die nach dem von lhnen in der Variable festgelegten Wert gefiltert sind.

Annotation X
Division A
Division All -

Filter automatically o (7% Automatically filter all widgets in the dashboard using this variable

Beachten Sie, dass nur Attribut- und Anmerkungsvariablen auf diese Weise automatisch gefiltert werden
kénnen. Nicht-Annotation- oder -Attributvariablen kénnen nicht automatisch gefiltert werden. Einzelne Widgets
mussen jeweils fur die Verwendung von Variablen dieser Typen konfiguriert werden.

Um die automatische Filterung zu deaktivieren, sodass die Variable nur fur die Widgets gilt, fur die Sie sie
ausdriicklich festgelegt haben, klicken Sie auf den Schieberegler ,Automatisch filtern®, um sie zu deaktivieren.

Um eine Variable in einem einzelnen Widget festzulegen, 6ffnen Sie das Widget im Bearbeitungsmodus und
wahlen Sie die spezifische Anmerkung oder das Attribut im Feld Filtern nach aus. Mit einer Annotation-Variable
kénnen Sie einen oder mehrere bestimmte Werte auswahlen oder den Variablennamen (gekennzeichnet durch
das vorangestellte ,$“) auswahlen, um die Eingabe der Variable auf Dashboard-Ebene zu ermdglichen.

Dasselbe gilt fiir Attributvariablen. Nur die Widgets, fur die Sie die Variable festlegen, zeigen die gefilterten
Ergebnisse an.
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Das Filtern in Variablen ist kontextbezogen. Wenn Sie einen oder mehrere Filterwerte flir eine Variable
auswahlen, werden in den anderen Variablen auf Ihrer Seite nur die fur diesen Filter relevanten Werte
angezeigt. Wenn Sie beispielsweise einen Variablenfilter auf ein bestimmtes Speichermodell einstellen,
werden fir alle Variablen, die auf den Filter fiir den Speichernamen eingestellt sind, nur die fir dieses Modell
relevanten Werte angezeigt.

Um eine Variable in einem Ausdruck zu verwenden, geben Sie einfach den Variablennamen als Teil des
Ausdrucks ein, zum Beispiel $var? * 100. In Ausdriicken kénnen nur numerische Variablen verwendet werden.
Sie kdnnen in Ausdricken keine numerischen Anmerkungs- oder Attributvariablen verwenden.

Das Filtern in Variablen ist kontextbezogen. Wenn Sie einen oder mehrere Filterwerte fir eine Variable
auswahlen, werden in den anderen Variablen auf Ihrer Seite nur die fiir diesen Filter relevanten Werte
angezeigt. Wenn Sie beispielsweise einen Variablenfilter auf ein bestimmtes Speichermodell einstellen,
werden fiir alle Variablen, die auf den Filter fir den Speichernamen eingestellt sind, nur die fir dieses Modell
relevanten Werte angezeigt.

Variablenbenennung
Variablennamen:

 Darf nur die Buchstaben a-z, die Ziffern 0-9, Punkt (.), Unterstrich (_) und Leerzeichen () enthalten.
 Darf nicht langer als 20 Zeichen sein.

« Unterscheiden zwischen Grof3- und Kleinschreibung: $CityName und $cityname sind unterschiedliche
Variablen.

» Darf nicht mit einem vorhandenen Variablennamen identisch sein.

» Darf nicht leer sein.

Formatieren von Messinstrument-Widgets

Mit den Widgets ,Vollstandige Anzeige* und ,Aufzéhlungszeichen® kdnnen Sie Schwellenwerte fiir die Stufen
~-Warnung“ und/oder ,Kritisch“ festlegen und so eine klare Darstellung der von Ihnen angegebenen Daten
bereitstellen.

Widget 12 Ovemride Dashboard Time X

v A) Query Storage.performance.iops.total = o

Filter By

Group -~ Avg v Time aggregate by  Avg ¥  LessOptions
Formatting: lfvalusis = - A Waming 500 10/s and/or @ Critical 1000 i0/s  Showing € In Range as green

Description  IOPS - Total Calculation A MinValue Cptions MaxValue 1200
Display: Bullet Gauge « Decimal Places: 2 w . v Units Displayed In: Auto Format

= .
904.21 10/s

200 469 600 200 tk 1%
Cancel m

Um die Formatierung fur diese Widgets festzulegen, fiihren Sie die folgenden Schritte aus:
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1. Wahlen Sie, ob Sie Werte hervorheben mdchten, die grofler (>) oder kleiner (<) als lhre Schwellenwerte
sind. In diesem Beispiel markieren wir Werte, die grof3er (>) als die Schwellenwerte sind.

2. Wabhlen Sie einen Wert fir den Schwellenwert ,\Warnung®. Wenn das Widget Werte anzeigt, die tber
diesem Niveau liegen, wird die Anzeige in Orange angezeigt.

3. Wahlen Sie einen Wert fur den Schwellenwert ,Kritisch®. Bei Werten tber diesem Wert wird die Anzeige rot
angezeigt.

Optional kénnen Sie einen Minimal- und Maximalwert fur die Anzeige wahlen. Bei Werten unter dem Minimum
wird die Anzeige nicht angezeigt. Bei Werten Giber dem Maximum wird eine volle Anzeige angezeigt. Wenn Sie
keine Mindest- oder Hochstwerte auswahlen, wahlt das Widget basierend auf dem Wert des Widgets die
optimalen Mindest- und Hoéchstwerte aus.

Traditional Gauge widget

i

439.09i0/s
0 MOPS - Tozal go0

Bullet Gauge widget

| .
509.0910/s

- : e i Y i ToLAl
100 200 H L] 400 00 GO0

Formatieren des Einzelwert-Widgets

Im Einzelwert-Widget kdnnen Sie zusatzlich zur Einstellung der Warnschwellen (orange) und der kritischen
Schwelle (rot) wahlen, ob Werte ,im Bereich® (unter der Warnstufe) mit griinem oder weil’em Hintergrund
angezeigt werden sollen.

Single Value Widget : Single-Value widget with formatting

1 0-0561 373.54IO/5

Average User CPU Usage IOPS - Total
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Wenn Sie in einem Einzelwert-Widget oder einem Messinstrument-Widget auf den Link klicken, wird eine
Abfrageseite angezeigt, die der ersten Abfrage im Widget entspricht.

Tabellen-Widgets formatieren

Wie bei Einzelwert- und Mess-Widgets kénnen Sie in Tabellen-Widgets eine bedingte Formatierung festlegen,
sodass Sie Daten mit Farben und/oder speziellen Symbolen hervorheben kénnen.

Mit der bedingten Formatierung kdnnen Sie Schwellenwerte fir Warn- und kritische Werte in Tabellen-Widgets
festlegen und hervorheben, sodass Ausreil’er und auRergewohnliche Datenpunkte sofort sichtbar werden.

14 items found in 1 group

ouping Expanded Detal Metiics & Attributes

[=] all Storage Pool capacityRatio.used (%) n capacity.provisioned (GiB)
AlL (14 —
= muge I ...
- rtp-sa-cl06-02:aggr_datal_rtp_sa_cl06_02 0.79
? Unit Display
o= rtp-sa-cl06-01:aggr_datal_rtp_sa_cl06_01 245
~ Conditienal Formatting Reset
- rtp-sa-cl06-02:aggr0_rtp_sa_cl06_02_root
Ifvalueis > {Greaterthan) v
- rtp-sa-cl06-01:aggr0_rtp_sa_cl06_01_root
A\ Warning 70 %
© critical El %

Formatting: Show Expanded Details  Cenditional Formatting  Background Color +Icon v @ [ ] show @ InRange as green

> Rename Column

Die bedingte Formatierung wird flr jede Spalte einer Tabelle separat festgelegt. Sie kdnnen beispielsweise
einen Schwellenwertsatz fir eine Kapazitatsspalte und einen anderen Satz fiir eine Durchsatzspalte
auswahlen.

Wenn Sie die Einheitenanzeige fir eine Spalte andern, bleibt die bedingte Formatierung erhalten und spiegelt

die Werteanderung wider. Die folgenden Bilder zeigen dieselbe bedingte Formatierung, obwohl die
Anzeigeeinheit unterschiedlich ist.

capacity.used (GiB) } n throughput.total (MiB/s)

? Aggregation

> Unit Display

* Conditicnal Formatting Reset
If value is = (Greater than) -
6,67T1L.72
A Warning 8000 GiB
0 Critical 10000 GiB

? Rename Column
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capacity.used (TiB) n throughput.total (MiB/s)

> Aggregation

“ Unit Display

Basze Unit gibibyte (GiB)

Displayed In tebibyte (TiB) v

BILNDYLE 1OIny

“ Conditional Formatt  3830yte (GE)

Ifvalue iz tebibyte (Tig)

A Warning terabyte (TE)

© Critical pebibyte (FiB)
petabyte (PE)

— izl L fTarh
? Rename Column

Sie kénnen wahlen, ob die Bedingungsformatierung als Farbe, Symbole oder beides angezeigt werden soll.

Auswihlen der Einheit zur Datenanzeige

Bei den meisten Widgets auf einem Dashboard kénnen Sie die Einheiten angeben, in denen Werte angezeigt
werden sollen, beispielsweise Megabyte, Tausende, Prozent, Millisekunden (ms) usw. In vielen Fallen kennt
Data Infrastructure Insights das beste Format fir die erfassten Daten. In Fallen, in denen das beste Format
nicht bekannt ist, kbnnen Sie das gewlinschte Format festlegen.

Im folgenden Liniendiagrammbeispiel liegen die fiur das Widget ausgewahlten Daten bekanntermalien in Bytes
vor (die grundlegende IEC-Dateneinheit: siehe Tabelle unten), daher wird die Basiseinheit automatisch als
,Byte (B)“ ausgewahlt. Die Datenwerte sind jedoch grof3 genug, um als Gibibyte (GiB) dargestellt zu werden,
sodass Data Infrastructure Insights die Werte standardmaf3ig automatisch als GiB formatiert. Die Y-Achse im
Diagramm zeigt ,GiB" als Anzeigeeinheit und alle Werte werden in dieser Einheit angezeigt.
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A) Query ‘ agent.node.mem.used.total ¥

Transform None v @ Filter By

Group ~ Avg v by‘ node.name X ": Show Bottom ¥ 5 ¥  More Options Reset Defat
Display: LineChart ¥  Y-axis: ary ¥ Units Displayed In: Auto Format ¥

mem.used.total (GiB)

4 DisplayedIn  Auto Format b

Base Unit byte (B) b4

1:15 AM 11:20 AM 11:25 AM 11:30 AM 11:35 AM 11:40 AM 11:45 AM

Wenn Sie das Diagramm in einer anderen Einheit anzeigen mdéchten, kdnnen Sie ein anderes Format fur die
Anzeige der Werte auswahlen. Da die Basiseinheit in diesem Beispiel Byte ist, kdnnen Sie aus den
unterstitzten ,bytebasierten® Formaten wahlen: Bit (b), Byte (B), Kibibyte (KiB), Mebibyte (MiB), Gibibyte (GiB).
Die Beschriftung und die Werte der Y-Achse andern sich je nach dem von Ihnen gewahlten Format.

A) Query agent.node.mem.used.total ¥

Transform None ~+ @ Filter By

Group ~ Avg v by  nodename X v | Show Top v 5 ¥  More Options Reset Default

Display: LineChart ¥  Y-axis: Units Displayed In:  Auto Format +

mem.used.total (GiB)

20 Displayed In  Auto Format v

Base Unit byte (B) v

Auto Format

bit (b)
10 byte (B)
kibibyte (KiB)
’ 9:30 AM 9:45 AM 10:00 AM 10115 AM 10:30An  Mebibyte (MiB) 11:00 AM
— node.name=ip-10-30-2 — node.n: gibibyte (GiB) »=ip-10-30-2 -
0-206.ec2.internal 0-14.ecz.nnernan v-1a.eczmternal

In Fallen, in denen die Basiseinheit nicht bekannt ist, kdnnen Sie eine Einheit aus den folgenden"verfligbare
Einheiten" , oder geben Sie Ihren eigenen ein. Nachdem Sie eine Basiseinheit zugewiesen haben, kébnnen Sie
die Daten in einem der entsprechenden unterstitzten Formate anzeigen.
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#available-units
#available-units

Auto Format +

Base Unit [ |bit/sec (b/s) v

Displayed In Data Rate (IEC)

bit/sec (b/s)

byte/sec (B/s)

kibibyte/sec (KiB/s)

mebibyte/sec (MiB/s) I

gibibyte/sec (GiB/s)

10:30 AM 11:00 A

Um Ihre Einstellungen zu I6schen und neu zu beginnen, klicken Sie auf Auf Standard zurlicksetzen.

Ein Wort zur automatischen Formatierung

Die meisten Messwerte werden von Datensammlern in der kleinsten Einheit gemeldet, beispielsweise als
ganze Zahl wie 1.234.567.890 Bytes. Standardmafig formatiert Data Infrastructure Insights den Wert
automatisch fiir die am besten lesbare Anzeige. Beispielsweise wirde ein Datenwert von 1.234.567.890 Bytes
automatisch auf 1,23 Gibibytes formatiert. Sie kdnnen es auch in einem anderen Format anzeigen,
beispielsweise Mebibyte. Der Wert wird entsprechend angezeigt.

@ Data Infrastructure Insights verwendet amerikanische englische
Nummernbenennungsstandards. Die amerikanische ,Milliarde“ entspricht ,Tausend Millionen®.
Widgets mit mehreren Abfragen

Wenn Sie ein Zeitreihen-Widget (z. B. Linie, Spline, Flache, gestapelte Flache) mit zwei Abfragen haben, die
beide auf der primaren Y-Achse dargestellt werden, wird die Basiseinheit oben auf der Y-Achse nicht
angezeigt. Wenn lhr Widget jedoch eine Abfrage auf der primaren Y-Achse und eine Abfrage auf der
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sekundaren Y-Achse hat, werden die Basiseinheiten flr jede angezeigt.

Wenn Ihr Widget drei oder mehr Abfragen hat, werden auf der Y-Achse keine Basiseinheiten angezeigt.

Verfiigbare Einheiten

Die folgende Tabelle zeigt alle verfligbaren Einheiten nach Kategorie.

Kategorie
Wahrung
Daten (IEC)

Datenrate (IEC)

Daten (metrisch)

Datenrate (metrisch)

IEC
Dezimal
Prozentsatz

Zeit

Temperatur
Frequenz

CPU

Durchsatz

TV-Modus und automatische Aktualisierung

Einheiten
Cent-Dollar

Bit Byte Kibibyte Mebibyte Gibibyte Tebibyte Pebibyte
Exbibyte

Bit/Sek. Byte/Sek. Kibibyte/Sek. Mebibyte/Sek.
Gibibyte/Sek. Tebibyte/Sek. Pebibyte/Sek.

Kilobyte Megabyte Gigabyte Terabyte Petabyte
Exabyte

Kilobyte/Sek. Megabyte/Sek. Gigabyte/Sek.
Terabyte/Sek. Petabyte/Sek. Exabyte/Sek.

kibi mebi gibi tebi pebi exbi
ganze Zahl Tausend Millionen Milliarden Billionen
Prozentsatz

Nanosekunde Mikrosekunde Millisekunde Sekunde
Minute Stunde

Celsius Fahrenheit
Hertz Kilohertz Megahertz Gigahertz

Nanokerne, Mikrokerne, Millikerne, Kerne, Kilokerne,
Megakerne, Gigakerne, Terakerne, Petakerne,
Exakerne

E/A-Operationen/Sek. Operationen/Sek.
Anfragen/Sek. Lesevorgange/Sek.
Schreibvorgange/Sek. Operationen/Min.
Lesevorgange/Min. Schreibvorgange/Min.

Daten in Widgets auf Dashboards und Asset-Landingpages werden automatisch gemaf einem
Aktualisierungsintervall aktualisiert, das durch den ausgewahlten Dashboard-Zeitbereich bestimmt wird. Das
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Aktualisierungsintervall hangt davon ab, ob es sich bei dem Widget um ein Zeitreihen- (Linien-, Spline-,
Flachen-, gestapeltes Flachendiagramm) oder Nicht-Zeitreihen- (alle anderen Diagramme) Widget handelt.

Dashboard-Zeitbereich Aktualisierungsintervall fur Nicht-Zeitreihen-
Zeitreihen Aktualisierungsintervall

Letzte 15 Minuten 10 Sekunden 1 Minute

Letzte 30 Minuten 15 Sekunden 1 Minute

Letzte 60 Minuten 15 Sekunden 1 Minute

Letzte 2 Stunden 30 Sekunden 5 Minuten

Letzte 3 Stunden 30 Sekunden 5 Minuten

Letzte 6 Stunden 1 Minute 5 Minuten

Letzte 12 Stunden 5 Minuten 10 Minuten

Letzte 24 Stunden 5 Minuten 10 Minuten

Letzte 2 Tage 10 Minuten 10 Minuten

Letzte 3 Tage 15 Minuten 15 Minuten

Letzte 7 Tage 1 Stunde 1 Stunde

Letzte 30 Tage 2 Stunden 2 Stunden

Jedes Widget zeigt sein automatisches Aktualisierungsintervall in der oberen rechten Ecke des Widgets an.
Die automatische Aktualisierung ist fir den benutzerdefinierten Dashboard-Zeitbereich nicht verflgbar.

In Kombination mit dem TV-Modus ermoglicht die automatische Aktualisierung die Anzeige von Daten auf
einem Dashboard oder einer Asset-Seite nahezu in Echtzeit. Der TV-Modus bietet eine Ubersichtliche Anzeige;
das Navigationsmenu ist ausgeblendet, wodurch mehr Platz auf dem Bildschirm flr die Anzeige Ihrer Daten
zur Verflgung steht, ebenso wie die Schaltflache ,Bearbeiten®. Der TV-Modus ignoriert typische Timeouts von
Data Infrastructure Insights und lasst die Anzeige aktiv, bis Sie manuell oder automatisch durch
Autorisierungssicherheitsprotokolle abgemeldet werden.

Da die NetApp Console tber ein eigenes Zeitlimit fiir die Benutzeranmeldung von 7 Tagen
@ verflgt, muss sich Data Infrastructure Insights bei diesem Ereignis ebenfalls abmelden. Sie
kénnen sich einfach erneut anmelden und lhr Dashboard wird weiterhin angezeigt.

* Um den TV-Modus zu aktivieren, klicken Sie auf die Schaltflache , TV-Modus*.

* Um den TV-Modus zu deaktivieren, klicken Sie oben links auf dem Bildschirm auf die Schaltflache
Beenden.

Sie kénnen die automatische Aktualisierung vortibergehend unterbrechen, indem Sie auf die Schaltflache
.Pause” in der oberen rechten Ecke klicken. Wahrend der Pause zeigt das Zeitbereichsfeld des Dashboards
den aktiven Zeitbereich der angehaltenen Daten an. Ihre Daten werden weiterhin erfasst und aktualisiert,
wahrend die automatische Aktualisierung angehalten ist. Klicken Sie auf die Schaltflache ,Fortsetzen®, um die
automatische Aktualisierung der Daten fortzusetzen.

m Feb 24,2020 - Feb 25,2020 - o
3:42 PM 342 PM
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Dashboard-Gruppen

Durch Gruppieren kénnen Sie zugehdrige Dashboards anzeigen und verwalten. Sie kdnnen beispielsweise
eine Dashboard-Gruppe einrichten, die ausschliellich dem Speicher lhres Mandanten gewidmet ist.
Dashboard-Gruppen werden auf der Seite Dashboards > Alle Dashboards anzeigen verwaltet.

Dashboard Groups (3) 4 Dashboards (7)

Q, search groups.. Name T

All Dashboards (60 Dashboard - Storage Cost

Dashboard - Storage 10 Detail
My Dashboards (11

Dashboard - Storage Overview
Storage Group (7)
Gauges Storage Performance

Storage Admin - Which nodes are in high demand?
Storage Admin - Which pools are in high demand?

Storage I0Ps

StandardmaRig werden zwei Gruppen angezeigt:

« Alle Dashboards listet alle erstellten Dashboards auf, unabhangig vom Besitzer.

* Meine Dashboards listet nur die vom aktuellen Benutzer erstellten Dashboards auf.
Die Anzahl der in jeder Gruppe enthaltenen Dashboards wird neben dem Gruppennamen angezeigt.

Um eine neue Gruppe zu erstellen, klicken Sie auf die Schaltflache "+" Neue Dashboard-Gruppe erstellen.
Geben Sie einen Namen fir die Gruppe ein und klicken Sie auf Gruppe erstellen. Es wird eine leere Gruppe
mit diesem Namen erstellt.

Um Dashboards zur Gruppe hinzuzufiigen, klicken Sie auf die Gruppe ,Alle Dashboards®, um alle Dashboards
Ihres Mandanten anzuzeigen, oder klicken Sie auf ,Meine Dashboards®, wenn Sie nur die Dashboards sehen
maochten, die Ihnen gehdren, und fihren Sie einen der folgenden Schritte aus:

* Um ein einzelnes Dashboard hinzuzufligen, klicken Sie auf das MenU rechts neben dem Dashboard und
wahlen Sie Zur Gruppe hinzufiigen.

* Um einer Gruppe mehrere Dashboards hinzuzufligen, wahlen Sie sie aus, indem Sie das Kontrollkastchen
neben jedem Dashboard aktivieren. Klicken Sie dann auf die Schaltflaiche Massenaktionen und wahlen
Sie Zur Gruppe hinzufiigen.

Entfernen Sie Dashboards auf die gleiche Weise aus der aktuellen Gruppe, indem Sie Aus Gruppe entfernen
auswahlen. Sie konnen keine Dashboards aus der Gruppe ,Alle Dashboards” oder ,Meine Dashboards”
entfernen.
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Durch das Entfernen eines Dashboards aus einer Gruppe wird das Dashboard nicht aus Data

@ Infrastructure Insights geléscht. Um ein Dashboard vollstandig zu entfernen, wahlen Sie das
Dashboard aus und klicken Sie auf Léschen. Dadurch wird es aus allen Gruppen entfernt, zu
denen es gehdrte, und steht keinem Benutzer mehr zur Verfigung.

Pinn deine Lieblings-Dashboards an

Sie kdonnen Ihre Dashboards weiter verwalten, indem Sie |hre Favoriten oben in lhrer Dashboard-Liste
anheften. Um ein Dashboard anzuheften, klicken Sie einfach auf die Reillzzwecken-Schaltflache, die angezeigt
wird, wenn Sie mit der Maus Uber ein Dashboard in einer beliebigen Liste fahren.

Das Anheften/Losen des Dashboards ist eine individuelle Benutzereinstellung und unabhangig von der Gruppe
(oder den Gruppen), zu der/denen das Dashboard gehort.

Dashboards (7)

Mame T

« Dashboard - Storage Overview
+  Storage Admin - Which nodes are in high demand?
« Storage IOPs

Dashboard - Storage Cost

Dashboard - Storage 10 Detail

Gauges Storage Performance

Storage Admin - Which poaols are in high demand?

Dunkles Design

Sie kénnen Data Infrastructure Insights entweder mit einem hellen Design (Standard) anzeigen, bei dem die
meisten Bildschirme mit einem hellen Hintergrund und dunklem Text angezeigt werden, oder mit einem
dunklen Design, bei dem die meisten Bildschirme mit einem dunklen Hintergrund und hellem Text angezeigt
werden.

Um zwischen hellen und dunklen Designs zu wechseln, klicken Sie auf die Schaltflache mit dem
Benutzernamen in der oberen rechten Ecke des Bildschirms und wahlen Sie das gewlnschte Design aus.

Switch to Dark Mode

Log Out
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Dashboard-Ansicht im dunklen
Design:

piste

Cloud Insights (thal) ¢ = ) Getting Started ¥

pikagis / Dashboards / ONTAP FAS/AFF - Capacity Utilization

ONTAP FAS/AFF Raw Capacity Total Z2h Raw Capacity by ONTAP FAS/AFF Top 10

399.12, N

Total Capacity - Raw

Aggregate Capacity Usage - Ratio 2 Agpregate Capacity Free 2 Agzrepate Capacity Top 5

& aomin
CLOUD SECURE 191.17 B

CapacityFree

o= =
Aggregate Capadity Total

245.01+

CapacityFree

FlexVol Capacity Usage - Ratio 2 FlexVol Capacity Free 2 FlexVol Capacity Top 5

155.13w

Capacity Free

FlexVol Capacity Total

Dashboard-Ansicht mit hellem
Design:

Cloud Insights (Tna))

pikZgiz | Dashboards | ONTAP FAS/AFF - Capacity Utilization @ Last 30 Days A o Z Edit -

ONTAP FAS/AFF Raw Capacity Total < 2h Raw Capacity by ONTAP FAS/AFF Top 10 =
© oDasssosrDs

D 39912, S

ALERTS

a
B nroms @ Total Capacity - Raw
X manas
Aggregate Capacity Usage - Ratio S Aggregate Capacity Free < Aggregate Capacity Top 5 =
& zomm B
CLOUD SECUR o 191.18TB
0 HELP _ -] T
- b Azgresate Capacity Total z
245.011 =
FlexViol Capacity Usage - Ratio S FlexVol Capacity Free S FlexVol Capacity Top 5 < 2h
155.13 =
4 Minimiz= Capacity Frae
; . S, FlexVol Capacity Total = an
@ Einige Bildschirmbereiche, wie etwa bestimmte Widget-Diagramme, zeigen auch bei Anzeige im
dunklen Design noch immer helle Hintergriinde.

Liniendiagramme-Interpolation

Verschiedene Datensammler fragen ihre Daten oft in unterschiedlichen Intervallen ab. Beispielsweise kann
Datensammler A alle 15 Minuten eine Abfrage durchfihren, wahrend Datensammler B alle finf Minuten eine
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Abfrage durchfihrt. Wenn ein Liniendiagramm-Widget (auch Spline-, Flachen- und gestapelte
Flachendiagramme) diese Daten aus mehreren Datensammlern in einer einzigen Linie aggregiert (z. B. wenn
das Widget nach ,alle” gruppiert) und die Linie alle finf Minuten aktualisiert, werden die Daten von Sammler B
maoglicherweise genau angezeigt, wahrend die Daten von Sammler A Lucken aufweisen kénnen, wodurch die
Aggregation beeintrachtigt wird, bis Sammler A erneut abfragt.

Um dies zu verhindern, interpoliert Data Infrastructure Insights die Daten beim Aggregieren und verwendet die
umgebenden Datenpunkte, um eine bestmdogliche Schatzung der Daten vorzunehmen, bis die Datensammler
eine erneute Abfrage durchflhren. Sie kdnnen die Objektdaten jedes Datensammlers jederzeit einzeln
anzeigen, indem Sie die Gruppierung des Widgets anpassen.

Interpolationsmethoden

Beim Erstellen oder Andern eines Liniendiagramms (oder Spline-, Flachen- oder gestapelten
Flachendiagramms) kdnnen Sie die Interpolationsmethode auf einen von drei Typen einstellen. Wahlen Sie im
Abschnitt ,,Gruppieren nach“ die gewlinschte Interpolation aus.

Group by | All ¥ | aggregated by | Average - Apply fix) - Interpolation Llinear -
Mone
Linear

Stair

» Keine: Nichts tun, d. h. zwischendurch keine Punkte generieren.

Mo Interpolation

ED

ED
0
40
£l

0

S:00:00 AR 9:05:00 AR 210000 A8 91500 AN 9:20000 AM 9:25:00 AM 2:30:00 AR 9:35:00 AM 9:40:00 AM 94500 A0 9:50:00 AM 95500 AN 10:00:00
AR

e T 1

* Treppe: Aus dem Wert des vorherigen Punkts wird ein Punkt generiert. In einer geraden Linie wiirde dies
als typisches , Treppen“-Layout angezeigt.
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Stair Interpalation
ED

ED

50

40 -

an

0

900 00 AM 9:05:00 AM 210000 AN 9:15:00 AM 92000 AR 2:25:00 AM 9:30:00 AM 93500 AM 9:40:00 AM 9:45:00 A 350000 AM 9:55:00 AM  10:00:00
Al

e i Ui 1

* Linear: Ein Punkt wird als Wert zwischen den beiden Verbindungspunkten generiert. Erzeugt eine Linie,
die wie die Verbindungslinie zwischen den beiden Punkten aussieht, jedoch mit zusatzlichen
(interpolierten) Datenpunkten.

Linear Interpolation

410
30
20

10

90000 AN 3:05:00 AM 910000 AR 9:15:00 AM 920000 AR 9:25:00 AM 930000 A 5:35:00 AM 940000 AM 5:45:00 AM 95000 AR 3:55:00 AM  10:00:00
L]

e Wi i

Anomaliegrenzen in Linien-Widgets

Wenn Sie ein Linien- oder Spline-Diagramm-Widget in ein Dashboard oder eine Zielseite einbinden, kénnen
Sie das Diagramm im Kontext der erwarteten Grenzen flr die Daten anzeigen. Sie kdnnen sich das so
vorstellen, als wirden Sie in den Mustern lhrer Daten nach Anomalien suchen.

DIl verwendet saisonale Daten (stlindlich oder taglich), um Ober- und Untergrenzen fir die erwarteten Werte
der Daten zu einem bestimmten Zeitpunkt festzulegen. Wenn die Daten Uber oder unter diese erwarteten
Grenzen steigen, wird dies im Diagramm als Anomalie hervorgehoben.
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Um Anomaliegrenzen anzuzeigen, bearbeiten Sie das Widget und wahlen Sie Anomaliegrenzen anzeigen. Sie
kdnnen zwischen zwei Erkennungsalgorithmen wahlen:

+ Adaptiver Detektor passt sich schnell an Anderungen an und ist daher hilfreich fir detaillierte
Untersuchungen.

« Smooth Detector minimiert Rauschen und Fehlalarme, filtert kurzfristige Schwankungen heraus und
erkennt dennoch signifikante Verschiebungen.

Darlber hinaus kénnen Sie wahlen, ob die Saisonalitat stiindlich oder taglich angezeigt werden soll, und die
Empfindlichkeit der Erkennung festlegen. Bei hoher Empfindlichkeit werden mehr Grenzlberschreitungen
erkannt, bei niedriger Empfindlichkeit weniger.

Show Expected Bounds:  Adaptive Detector + @ Seasonality: Hourly ¥  Sensitivity: | High +

Beachten Sie, dass Sie die erwarteten Grenzen moglicherweise nur dann sehen, wenn das Diagramm auf die
Anzeige einer einzelnen Linie eingestellt ist. Wenn lhre ,,Gruppieren nach“-Einstellungen oder Filter mehrere
Zeilen anzeigen oder wenn Sie mehrere Abfragen fir das Widget festgelegt haben, wird die Option zum
Anzeigen der erwarteten Grenzen deaktiviert.
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Dashboard-Zugriffsverwaltung

Data Infrastructure Insights gibt Ihnen jetzt mehr Kontrolle Uber den Zugriff auf die von
Ihnen erstellten Dashboards. Sie entscheiden, wer Ihre Diagramme andern kann. Sie
kontrollieren die Offenlegung potenziell sensibler Informationen. Wenn Sie ein Dashboard
privat halten, konnen Sie lhre Visualisierungen fertigstellen, bis sie fur die Nutzung durch
andere in lhrer Organisation bereit sind.

Edit Dashboard Access Settings

Select dashboard sharing access:

O O rrivate
® @ share

Select Editor: Everyone v O

_ None
Select Viewer:

Everyone

Specific Users

Wenn Sie ein neues Dashboard erstellen, ist dieses Dashboard standardmafig nur fir Sie als Ersteller
sichtbar. Kein anderer Benutzer kann das Dashboard sehen oder andern.

Wenn Sie Ihr Dashboard fertiggestellt haben, kénnen Sie es auch anderen Personen in lhrer Organisation zur
Anzeige gestatten. Um ein Dashboard freizugeben, wahlen Sie in der Dashboard-Liste im rechten Menu die
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Option ,Freigeben” aus.

[ + Tony Dashboard Dec 13 2024 15:48 3 Tonyl Private
. ¥
Tony Dashboard Jan 10 2025 £3:39 TonyL Private Duplicate
Tony Dashboard Oct 82024 11:16 TonyL @ Shared Add to Group
Shars
Pin to Top
Delete

Sie kdnnen das Dashboard fur alle oder fur ausgewahlte Benutzer freigeben, entweder mit Bearbeitungs- oder
Nur-Lese-Berechtigungen.

Edit Dashboard Access Settings

Select dashboard sharing access:

O 0 Privats

(=) &) Share
Select Editor: Everyone * 0
None
Select Viewer:
Everyone
Specific Users

Best Practices fur Dashboards und Widgets

Tipps und Tricks, die Ihnen helfen, die leistungsstarken Funktionen von Dashboards und
Widgets optimal zu nutzen.

Die richtige Metrik finden

Data Infrastructure Insights erfasst Zahler und Metriken unter Verwendung von Namen, die sich manchmal von
Datensammler zu Datensammler unterscheiden.

Bedenken Sie bei der Suche nach der richtigen Metrik oder dem richtigen Zahler fir Ihr Dashboard-Widget,
dass die gewtiinschte Metrik moglicherweise einen anderen Namen hat als den, an den Sie denken. Wahrend
Dropdown-Listen in Data Infrastructure Insights normalerweise alphabetisch geordnet sind, kann es
vorkommen, dass ein Begriff nicht dort in der Liste angezeigt wird, wo er |hrer Meinung nach hingehért.
Beispielsweise erscheinen Begriffe wie ,Rohkapazitat* und ,genutzte Kapazitat“ in den meisten Listen nicht
zusammen.

Best Practice: Verwenden Sie die Suchfunktion in Feldern wie ,Filtern nach” oder an Stellen wie der

Spaltenauswahl, um das Gesuchte zu finden. Wenn Sie beispielsweise nach ,cap“ suchen, werden alle
Metriken angezeigt, deren Name ,capacity“ enthalt, unabhangig davon, wo sie in der Liste vorkommen. Sie
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kénnen dann ganz einfach die gewlinschten Metriken aus dieser kirzeren Liste auswahlen.

Hier sind einige alternative Ausdrucke, die Sie bei der Suche nach Metriken ausprobieren kdnnen:

Wenn Sie Folgendes finden méchten:
CPU
Kapazitat

Festplattengeschwindigkeit

Gastgeber
Hypervisor
Mikrocode

Name

Lesen / Schreiben

Virtuelle Maschine

Versuchen Sie auch, nach Folgendem zu suchen:
Prozessor

Genutzte Kapazitat Rohkapazitat Bereitgestellte
Kapazitat Speicherpoolkapazitat <anderer Assettyp>-
Kapazitat Geschriebene Kapazitat

Niedrigste Festplattengeschwindigkeit Festplattentyp
mit der geringsten Leistung

Hypervisor-Hosts
Host ist Hypervisor
Firmware

Alias Hypervisorname Speichername <anderer
Assettyp> Name Einfacher Name Ressourcenname
Fabric-Alias

Teilweise R/W Ausstehende Schreibvorgange IOPS —
Schreibkapazitat Latenz — Lesen Cache-Auslastung —
Lesen

VM ist virtuell

Dies ist keine vollstandige Liste. Dies sind lediglich Beispiele fiir mogliche Suchbegriffe.

Die richtigen Vermégenswerte finden

Die Assets, auf die Sie in Widget-Filtern und -Suchen verweisen kdnnen, variieren von Asset-Typ zu Asset-

Typ.

In Dashboards und Asset-Seiten bestimmt der Asset-Typ, um den Sie Ihr Widget erstellen, die anderen Asset-
Typ-Zahler, nach denen Sie filtern oder eine Spalte hinzufligen konnen. Beachten Sie beim Erstellen lhres

Widgets Folgendes:

Dieser Asset-Typ/Zahler:
Virtuelle Maschine

Datenspeicher

Hypervisor

Gastgeber

Stoff

Dies ist keine vollstandige Liste.

Kann nach diesen Assets gefiltert werden:
VMDK

Internes Volume VMDK-Volume der virtuellen
Maschine

Virtuelle Maschine ist Hypervisor-Host

Internes Volume Volume Cluster Host Virtuelle
Maschine

Hafen

Best Practice: Wenn Sie nach einem bestimmten Asset-Typ filtern, der nicht in der Liste angezeigt wird,
versuchen Sie, lhre Abfrage um einen alternativen Asset-Typ herum aufzubauen.
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Streudiagramm-Beispiel: Kennen Sie lhre Achse

Durch Andern der Reihenfolge der Zahler in einem Streudiagramm-Widget werden die Achsen geéndert, auf
denen die Daten angezeigt werden.

Informationen zu diesem Vorgang

In diesem Beispiel wird ein Streudiagramm erstellt, mit dem Sie VMs mit geringer Leistung und hoher Latenz
im Vergleich zu niedrigen IOPS erkennen kénnen.

Schritte

1. Erstellen oder 6ffnen Sie ein Dashboard im Bearbeitungsmodus und fligen Sie ein Streudiagramm-Widget
hinzu.

2. Wahlen Sie einen Asset-Typ aus, beispielsweise Virtuelle Maschine.

3. Wahlen Sie den ersten Zahler aus, den Sie darstellen mdchten. Wahlen Sie fir dieses Beispiel Latenz —
Gesamt.

Latenz — Gesamt wird entlang der X-Achse des Diagramms dargestellt.

4. Wahlen Sie den zweiten Zahler aus, den Sie darstellen méchten. Wahlen Sie fir dieses Beispiel IOPS —
Gesamt aus.

IOPS — Gesamt wird im Diagramm entlang der Y-Achse dargestellt. VMs mit hoherer Latenz werden auf
der rechten Seite des Diagramms angezeigt. Es werden nur die 100 VMs mit der héchsten Latenz
angezeigt, da die Einstellung Top nach X-Achse aktuell ist.

VM Latency vs IOPS X
./ Mirtual Machine = |
Latency - Total * | | IOPS -Total ~ | | Fitcer By .
Roll Ug - Show Top by X-axis = 50 -

Colo- WA ~

HOPS - Total (10/5)

®
@
=0
A_: .
: < &
& &
®
s
[} =3 i L
- . -
(8GE% e w» © . ® 2
i] 5 a 15 20 25 30 35 40

Latency - Total (ms)

= -

5. Kehren Sie nun die Reihenfolge der Zahler um, indem Sie den ersten Zahler auf IOPS — Gesamt und den
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zweiten auf Latenz — Gesamt setzen.

Im Diagramm wird nun die Latenz — Gesamt entlang der Y-Achse und die /OPS — Gesamt entlang der X-
Achse dargestellt. VMs mit hdheren IOPS werden jetzt auf der rechten Seite des Diagramms angezeigt.

Beachten Sie, dass das Widget jetzt die 100 VMs mit den héchsten IOPS anzeigt, da wir die Einstellung
Top by X-Axis nicht geandert haben, da diese derzeit entlang der X-Achse dargestellt werden.

VM Latency vs IOPS X

Virtual Machine =
IOP3 - Total = Latency - Total = Filter By -

Roll Up . Show | Top by X-axis = | 50 A

Color: W~

Latency - Total {ms)

75

L)

age® o
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Sie kdnnen fur das Diagramm auswahlen, ob die obersten N der X-Achse, die obersten N der Y-Achse, die
untersten N der X-Achse oder die untersten N der Y-Achse angezeigt werden sollen. In unserem letzten
Beispiel zeigt das Diagramm die Top 100 VMs mit den hochsten Gesamt-IOPS. Wenn wir es in Top nach Y-
Achse andern, zeigt das Diagramm erneut die 100 VMs mit der hochsten Gesamtlatenz an.

Beachten Sie, dass Sie in einem Streudiagramm auf einen Punkt klicken kénnen, um zur Asset-Seite flur diese
Ressource zu gelangen.

Beispiel-Dashboards

Dashboard-Beispiel: Leistung virtueller Maschinen

Der IT-Betrieb steht heute vor zahlreichen Herausforderungen. Von Administratoren wird
verlangt, mit weniger mehr zu erreichen, und die vollstandige Transparenz lhrer
dynamischen Rechenzentren ist ein Muss. In diesem Beispiel zeigen wir lhnen, wie Sie
ein Dashboard mit Widgets erstellen, die Ihnen betriebliche Einblicke in die Leistung der
virtuellen Maschine (VM) auf Inrem Mandanten geben. Wenn Sie diesem Beispiel folgen
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und Widgets erstellen, die auf lhre eigenen spezifischen Anforderungen zugeschnitten
sind, kdnnen Sie beispielsweise die Backend-Speicherleistung im Vergleich zur Frontend-
Leistung virtueller Maschinen visualisieren oder die VM-Latenz im Vergleich zur E/A-
Nachfrage anzeigen.

Informationen zu diesem Vorgang

Hier erstellen wir ein Dashboard zur Leistung virtueller Maschinen mit den folgenden Informationen:

* eine Tabelle mit VM-Namen und Leistungsdaten

 ein Diagramm, das die VM-Latenz mit der Speicherlatenz vergleicht
« ein Diagramm, das Lese-, Schreib- und Gesamt-IOPS fiir VMs zeigt
+ ein Diagramm, das den maximalen Durchsatz fiir lhre VMs zeigt

Dies ist nur ein einfaches Beispiel. Sie kdnnen Ihr Dashboard anpassen, um beliebige Leistungsdaten
hervorzuheben und zu vergleichen und so lhre eigenen betrieblichen Best Practices zu verfolgen.

Schritte
1. Melden Sie sich bei Insight als Benutzer mit Administratorberechtigungen an.

2. Wahlen Sie im Menl Dashboards die Option [+Neues Dashboard] aus.
Die Seite Neues Dashboard wird gedffnet.

3. Geben Sie oben auf der Seite einen eindeutigen Namen fur das Dashboard ein, beispielsweise ,VM-
Leistung nach Anwendung®.

4. Klicken Sie auf Speichern, um das Dashboard unter dem neuen Namen zu speichern.

5. Beginnen wir mit dem Hinzufiigen unserer Widgets. Klicken Sie bei Bedarf auf das Symbol Bearbeiten, um
den Bearbeitungsmodus zu aktivieren.

6. Klicken Sie auf das Symbol Widget hinzufiigen und wahlen Sie Tabelle aus, um dem Dashboard ein
neues Tabellen-Widget hinzuzuflgen.

Das Dialogfeld ,Widget bearbeiten® wird gedffnet. Die angezeigten Standarddaten gelten fiir alle Speicher
Ihres Mandanten.
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Table Widget =~ 10m

[E] Hypervisor Name T Virtual Machine Capacity - Total (GB) 10PS - Total (10/s) Latency - Total (ms)

[ 10.187.143.33{9) - 1,680.58 1.80 12.04 -
[ 10.187.143.34 (7) - 1,707.60 4.62 12.60

[H 10.197.143.57 (11} - 1,500.94 1.14 1.15

[H 10.197.143.58 {10) - 1,818.34 5.82 257

[ AzureComputeDefaultAvailabilitySet (363 o N7A N/A N/A N/A

[H anandh8162020113020-rg-avset.anandh816202( — N/A N/A N/A

[H anandh916202013287-rg-avset.anandh2162020. — N/A N/A N/A

[H anandh91720201288-rg-avset.anandh017202011 — N/A NfA N/A

= anjalivingrun4g-rg-avset.anjalivingrund8-rg.308: — N/A N/A N/A

[© anjalivingruns0-rg-avset.anjalivingruns0-rg.308:  — N/A N/A N/A

[ batutiscanaryHAS7a-rg-avset.batutiscanaryha®i  — N/A N/A N/A

i+ hatutiscanarvHAGTh-re-avset hatutiscanarvhadl  — N/A MN/A LIEES fa

. Wir kdnnen dieses Widget anpassen. Loschen Sie im Feld ,Name” oben ,Widget 1“ und geben Sie ,Virtual
Machine Performance table® ein.

i

. Klicken Sie auf das Dropdown-Menii ,Asset-Typ“ und andern Sie ,Speicher” in ,Virtuelle Maschine_*.
Die Tabellendaten andern sich, um alle virtuellen Maschinen auf Ihrem Mandanten anzuzeigen.

. Flgen wir der Tabelle einige Spalten hinzu. Klicken Sie rechts auf das Zahnradsymbol und wahlen Sie
Hypervisorname, IOPS — Gesamt und Latenz — Gesamt aus. Sie kbnnen auch versuchen, den Namen in
die Suche einzugeben, um schnell das gewlinschte Feld anzuzeigen.

Diese Spalten werden nun in der Tabelle angezeigt. Sie konnen die Tabelle nach jeder dieser Spalten
sortieren. Beachten Sie, dass die Spalten in der Reihenfolge angezeigt werden, in der sie dem Widget
hinzugefligt wurden.

. Fir diese Ubung schlieRen wir VMs aus, die nicht aktiv verwendet werden. Filtern wir also alles heraus,
was weniger als 10 IOPS insgesamt hat. Klicken Sie auf die Schaltflache [+] neben Filtern nach und
wahlen Sie /IOPS — Gesamt aus. Klicken Sie auf Beliebig und geben Sie ,10“ in das Feld Von ein. Lassen
Sie das Feld An leer. Klicken Sie aufderhalb des Filterfelds oder driicken Sie die Eingabetaste, um den
Filter festzulegen.

Die Tabelle zeigt jetzt nur VMs mit 10 oder mehr Gesamt-IOPS.

. Wir kénnen die Tabelle weiter reduzieren, indem wir die Ergebnisse gruppieren. Klicken Sie auf die
Schaltflache [+] neben Gruppieren nach und wahlen Sie ein Feld zum Gruppieren aus, z. B. Anwendung
oder Hypervisorname. Die Gruppierung wird automatisch angewendet.

Die Tabellenzeilen werden nun entsprechend lhrer Einstellung gruppiert. Sie kdnnen die Gruppen nach
Bedarf erweitern und reduzieren. Gruppierte Zeilen zeigen zusammengefasste Daten fUr jede Spalte. Bei
einigen Spalten kdnnen Sie die Rollup-Methode fir die jeweilige Spalte auswahlen.
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Virtual Machine Performance Table Override dashboard time X

Viriual Machine «

Filter by || 10PS - Total (10/5) | »=10 Group by || Hypevisor name +

181 items found in 4 groups Q}

[5] Hypervisor name L Name Hypervisor name IOPS - Total E‘ I[.ate;ncy—TotaI
vl ms

us-east-1d (62) us-east-1d RollUpby | Avg v 1,04

us-east-1c (20) us-g2ast-1c 0.80

us-gas-1b (1) TBDemoEnv us-sast-1b 32.66 0.70

us-east-1a (38) us-2ast-12 121.22 0.81

Cance' m

1. Wenn Sie das Tabellen-Widget nach Ihren Wiinschen angepasst haben, klicken Sie auf die Schaltflache
[Speichern].

Das Tabellen-Widget wird im Dashboard gespeichert.

Sie kénnen die Groflke des Widgets auf dem Dashboard andern, indem Sie die untere rechte Ecke ziehen.
Machen Sie das Widget breiter, um alle Spalten deutlich anzuzeigen. Klicken Sie auf Speichern, um das
aktuelle Dashboard zu speichern.

Als Nachstes fligen wir einige Diagramme hinzu, um die Leistung unserer VM anzuzeigen. Erstellen wir ein
Liniendiagramm, das die VM-Latenz mit der VMDK-Latenz vergleicht.

1. Klicken Sie bei Bedarf auf das Symbol Bearbeiten im Dashboard, um den Bearbeitungsmodus zu
aktivieren.

2. Klicken Sie auf das Symbol [Widget hinzufiigen] und wahlen Sie Liniendiagramm aus, um dem
Dashboard ein neues Liniendiagramm-Widget hinzuzuftigen.

3. Das Dialogfeld Widget bearbeiten wird gedffnet. Nennen Sie dieses Widget ,VM / VMDK Max Latency*

4. Wahlen Sie Virtuelle Maschine und wahlen Sie Latenz — Max. Legen Sie die gewtiinschten Filter fest oder
lassen Sie Filtern nach leer. Wahlen Sie fiir Rollup Sum by All. Zeigen Sie diese Daten als
Liniendiagramm an und belassen Sie die Y-Achse als Primér.

5. Klicken Sie auf die Schaltflache [+Abfrage], um eine zweite Datenzeile hinzuzufigen. Wahlen Sie fir
diese Zeile VMDK und Latency — Max aus. Legen Sie die gewiinschten Filter fest oder lassen Sie Filtern
nach leer. Wahlen Sie fur Rollup Sum by All. Zeigen Sie diese Daten als Liniendiagramm an und belassen
Sie die Y-Achse als Primar.

6. Klicken Sie auf [Speichern], um dieses Widget zum Dashboard hinzuzufiigen.
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| VM /NMDK Max Latency i i X

A} Query Virtual Machine = Convert to Expression Eﬂ @

Latency - Max v | | Filter by -

Rollup || Sum v | by | Al v B4 More options
Display: | Line chart « Y-axis: Color: W *
B) Query VMDK * | Convert to Expression [ E

Latency - Max = | | Filer by g

Rollup | Sum v | by | Al » B4 More options
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Als Nachstes fligen wir ein Diagramm hinzu, das die Lese-, Schreib- und Gesamt-IOPS der VM in einem
einzigen Diagramm zeigt.

1. Klicken Sie auf das Symbol [Widget hinzufligen] und wahlen Sie Fldchendiagramm aus, um dem
Dashboard ein neues Flachendiagramm-Widget hinzuzufugen.
2. Das Dialogfeld ,Widget bearbeiten® wird getffnet. Nennen Sie dieses Widget ,VM IOPS*

3. Wahlen Sie Virtuelle Maschine und wahlen Sie /IOPS — Gesamt. Legen Sie die gewinschten Filter fest
oder lassen Sie Filtern nach leer. Wahlen Sie fir Aufsummieren Summe nach Alle. Zeigen Sie diese
Daten als Flachendiagramm an und belassen Sie die Y-Achse als Primér.

4. Klicken Sie auf die Schaltflache [+Abfrage], um eine zweite Datenzeile hinzuzufligen. Wahlen Sie fiir
diese Zeile Virtual Machine und dann /OPS — Lesen.

5. Klicken Sie auf die Schaltflache [+Abfrage], um eine dritte Datenzeile hinzuzufligen. Wahlen Sie fiir diese
Zeile Virtual Machine und dann /OPS — Write aus.

6. Klicken Sie auf Legende anzeigen, um eine Legende fiir dieses Widget auf dem Dashboard anzuzeigen.
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VM IOPS Show legend
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1. Klicken Sie auf [Speichern], um dieses Widget zum Dashboard hinzuzufiigen.

Als Nachstes fugen wir ein Diagramm hinzu, das den VM-Durchsatz fiir jede mit der VM verknipfte
Anwendung zeigt. Wir werden hierfir die Roll-Up-Funktion verwenden.

1. Klicken Sie auf das Symbol [Widget hinzufiigen] und wahlen Sie Liniendiagramm aus, um dem
Dashboard ein neues Liniendiagramm-Widget hinzuzuftigen.

2. Das Dialogfeld ,Widget bearbeiten wird gedffnet. Nennen Sie dieses Widget ,VM-Durchsatz nach
Anwendung®.

3. Wahlen Sie ,Virtuelle Maschine® und dann ,Durchsatz — Gesamt®. Legen Sie die gewtinschten Filter fest

oder lassen Sie das Feld ,Filtern nach® leer. Wahlen Sie fur Rollup ,Max“ und wahlen Sie nach
~<Anwendung“ oder ,Name*“ aus. Zeigen Sie die Top 10-Anwendungen. Zeigen Sie diese Daten als
Liniendiagramm an und belassen Sie die Y-Achse als primar.

4. Klicken Sie auf [Speichern], um dieses Widget zum Dashboard hinzuzuflgen.

Sie kdnnen Widgets auf dem Dashboard verschieben, indem Sie die Maustaste an einer beliebigen Stelle

oben im Widget gedrickt halten und es an eine neue Position ziehen.

Sie kénnen die Groflke von Widgets andern, indem Sie die untere rechte Ecke ziehen.

Denken Sie daran, das Dashboard nach dem Vornehmen Ihrer Anderungen [Speichern] zu speichern.

Ihr endglltiges VM-Leistungs-Dashboard sieht ungefahr so aus:
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Observability / Analyze / VM Optimization / Summary

Filter By = Data Center All v X VirtualCenter IP  All v X Cluster Al v X o
Summary Hypervisor Decommissioning VM Reclamation
== Save 2,228 cores by decommissioning 58 hypervisors & 5‘3 Save 74.8 TiB by reclaiming 343 virtual machines <
000

Decommissioning these Hypervisors will reduce your consumption of cores by 27.9%

Top 10 clusters by cores savings opportunities

Reclaiming these VMs will reduce your allocated capacity by 8.5%

Underutilized capacity (TiB)

DC06/DC06_660_M660._...

DC06/DC06_660_M660._....

DC14/DC14_1460_M146...

o _

DC06/DC06_660_M660._....
DC61/DC61_M6170_HNX...
DC62/DC62_M6270_HCl...
DC62/DC62_M6270_HNX...

DC14/DC14_1460_M146...

Z
>

DC14/DC14_1460_M146...

o

100.00 200.00 300.00 400.00 500.00

i 0 9.77 19.53 29.30 39.06 48.83 5859  68.36
hosts.cpu.savings (cores) capacitytotal (TiB)
Memory Savings (TiB) VvCPU Savings Memory Savings (TiB)
38.9 2,825 8.7
26.8% savings 9.2% savings 8.0% savings

View All Hypervisor Decommissions View All VM Reclamations

Arbeiten mit Abfragen

Abfragen von Assets und Metriken

Fragen Sie die physischen und virtuellen Assets |hrer Infrastruktur ab, um die Leistung zu
Uuberwachen, Probleme zu beheben und granulare Suchen anhand benutzerdefinierter
Kriterien wie Annotationen durchzufuhren. Data Infrastructure Insights ermadglicht
Abfragen Uber verschiedene Asset-Typen hinweg — von Storage-Arrays und Hosts bis hin
zu Anwendungen und virtuellen Maschinen — zusammen mit Integrationsmetriken von
Kubernetes, Docker und ONTAP Advanced Data fir umfassende Sichtbarkeit.

Beachten Sie, dass Annotationsregeln, die automatisch Annotationen Assets zuweisen, eine Abfrage
erfordern, die fur alle freigegeben wurde. Weitere Informationen zum Freigeben von Abfragen finden Sie unten.

Sie kdnnen die physischen oder virtuellen Inventarressourcen (und die zugehdrigen Metriken) Ihres
Mandanten oder die mit der Integration bereitgestellten Metriken wie Kubernetes oder ONTAP Advanced Data
abfragen.

Inventarvermoégen

Alle Inventar- (auch Infrastruktur-) Asset-Typen (Storage, Switch, VM, Application usw.) kdbnnen in Abfragen,
Dashboard-Widgets und benutzerdefinierten Asset-Landingpages verwendet werden. Die fir Filter, Ausdriicke
und Anzeige verfligbaren Felder und Zahler variieren je nach Asset-Typ.

Integrationsmetriken

Zusatzlich zur Abfrage von Inventarressourcen und den zugehdrigen Leistungsmetriken kdnnen Sie auch
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Integrationsdaten-Metriken abfragen, wie sie beispielsweise von Kubernetes oder Docker generiert oder mit
ONTAP Advanced Metrics bereitgestellt werden.

0N 350 -
i 3:!:'

netapp_ontap ageregaie

netapp_oniap.resource_headroom_agpr

Abfragen freigeben

Steuern Sie den Zugriff auf lhre Abfragen, indem Sie festlegen, wer sie anzeigen und bearbeiten darf.
StandardmaRig sind neue Abfragen privat und nur fir Sie sichtbar, und Sie kénnen sie mit bestimmten
Benutzern oder lhrer gesamten Organisation mit flexiblen Berechtigungsstufen (Nur Lesen oder Bearbeiten)
teilen.

Sie kénnen wahlen, die Abfrage fir alle oder fir ausgewahlte Benutzer freizugeben, mit entweder
Bearbeitungs- oder Nur-Lese-Berechtigungen.

@ Benutzer mit der Berechtigung ,Account Owner* kdnnen alle Anfragen sehen, unabhangig von
der Datenschutzeinstellung.

Erstellen von Abfragen

Mithilfe von Abfragen kdnnen Sie die Assets lhres Mandanten auf granularer Ebene
durchsuchen, die gewunschten Daten filtern und die Ergebnisse nach lhren Wunschen
sortieren.

Sie kdnnen beispielsweise eine Abfrage fir Volumes erstellen, einen Filter hinzuflgen, um bestimmte Speicher
zu finden, die mit den ausgewahlten Volumes verkntipft sind, einen weiteren Filter hinzufligen, um eine
bestimmte Annotation wie ,Tier 1“ auf den ausgewahlten Speichern zu finden, und schliellich einen weiteren
Filter hinzufligen, um alle Speicher mit IOPS — Lesen (10/s) groRer als 25 zu finden. Wenn die Ergebnisse
angezeigt werden, kénnen Sie die mit der Abfrage verknlpften Informationsspalten in aufsteigender oder
absteigender Reihenfolge sortieren.

Hinweis: Wenn ein neuer Datensammler hinzugefligt wird, der Assets erfasst, oder wenn Anmerkungen oder
Anwendungszuweisungen vorgenommen werden, kdnnen Sie diese neuen Assets, Anmerkungen oder
Anwendungen erst abfragen, nachdem die Abfragen indiziert wurden. Die Indizierung erfolgt in regelmaRigen
Abstanden oder wahrend bestimmter Ereignisse, beispielsweise beim Ausflihren von Anmerkungsregein.

Das Erstellen einer Abfrage ist ganz einfach:
1. Navigieren Sie zu Abfragen > *+Neue Abfrage.

2. Wabhlen Sie aus der Liste ,Auswahlen ...“ den Objekttyp aus, nach dem Sie suchen mdchten. Sie kdnnen
durch die Liste scrollen oder mit der Eingabe beginnen, um schneller zu finden, wonach Sie suchen.

Scrollliste:
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awesome site [ All Queries /| New Query

|select... v

agent.node
agent.node_diskio
agent.node_fs
agent.node_net
Application
DataStore

Dizk

Fabric

GenericDevice

Zum Suchen eingeben:

on aggr v
neiapp_ontap.ageregaie

netapp_ontap.resource_headroom_ager

Sie kdnnen Filter hinzufigen, um Ihre Abfrage weiter einzugrenzen, indem Sie im Feld Filtern nach auf die
Schaltflache + klicken. Gruppieren Sie Zeilen nach Objekt oder Attribut. Wenn Sie mit Integrationsdaten
(Kubernetes, ONTAP Advanced Metrics usw.) arbeiten, kénnen Sie bei Bedarf nach mehreren Attributen
gruppieren.
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5i

Die Abfrageergebnisliste zeigt je nach gesuchtem Objekttyp eine Reihe von Standardspalten. Um Spalten
hinzuzufiigen, zu entfernen oder zu andern, klicken Sie auf das Zahnradsymbol rechts neben der Tabelle. Die
verflgbaren Spalten variieren je nach Asset-/Metriktyp.

Sehen Sie es in Aktion

netapp_ontap.aggregate

FilterBy - cluster_name

Group aggr_name X

tems found

aggr_name

oci02sat0

oci02satl

oci02sat?

oci01sat0

oci0lsatl

netapp_ontap.aggregate

Filter By

Group aggr_name X

aggr_name
agaro_optimus_02
agerl_optimus_02
ocinanegal_04_aggr0
ocinaneqgal_03_agerd

oci02satD

ci-

L

cp_read_blocks
0.59

0.15

212.64

0.39

48.82

cp_read_blocks

agent_version T

Apache-HttpClient
Apache-HttpClien'
Apache-HttpClient
Apache-HttpClien'

Apache-HttpClient

"Erkunden und Analysieren mit Abfragen in Data Infrastructure Insights (Video)"

Auswdhlen von Aggregation, Einheiten und bedingter Formatierung

Aggregation und Einheiten

Bei ,Wert“-Spalten kdnnen Sie lhre Abfrageergebnisse weiter verfeinern, indem Sie auswahlen, wie die
angezeigten Werte aggregiert werden, und indem Sie die Einheiten auswahlen, in denen diese Werte
angezeigt werden. Diese Optionen finden Sie, indem Sie das MenU mit den drei Punkten in der oberen Ecke
einer Spalte auswahlen.
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cluster_name |
oci-phonehome
oci-phonehome
oci-phonehome
oci-phonehome

oci-phonehome

=

| show Selected Only
agent_version
] aggr_name
] cluster_location

cluster_name

[_] cluster_serial_number

|| cluster_version


https://media.netapp.com/video-detail/d0530e0b-a222-52e7-92b1-dbeeee41b712/explore-and-analyze-with-queries-in-data-infrastructure-insights

143 ftems found

agent.node_diskio T io_time (ms) n

nvmeldnl 20,604,960.00 "
gl v Aggregation

mvmelni 26,184,970.00 Group By Avg -
nvme0dni 4,642,684.00 Time Aggregate By Last v
mymednl 31,5918,988.00

* Unit Displa
nvmednl 29,258,256.00 s

Base Unit nilli [
nvme0nl 18,022,164.00 millisecond (ms)

Displayed In millisecond (ms) v
nvmealdnl 28,483,300.00
nvmednl 69,835,016.00 ~ Conditional Formatting Reset
nvma0nl 13,852,780.00 ifvalueis > (Greater than) hd
nvme0ni 44,169,696.00 A Warning Optiona ms
nvme0ni 12,138,928.00 © Critical Optiona ms
mymelnl 5,234,528.00

? Rename Column
nvmednl 34,260,552.00

Einheiten

Sie kdnnen die Einheiten auswahlen, in denen die Werte angezeigt werden sollen. Wenn die ausgewahlte
Spalte beispielsweise die Rohkapazitat anzeigt und die Werte in GiB angezeigt werden, Sie sie aber lieber als
TiB anzeigen mochten, wahlen Sie einfach TiB aus der Dropdown-Liste ,Einheitenanzeige” aus.

Aggregation

Wenn die angezeigten Werte aus den zugrunde liegenden Daten als ,Durchschnitt” aggregiert werden, Sie
aber lieber die Summe aller Werte anzeigen mdchten, wahlen Sie ,Summe*” entweder aus der Dropdown-Liste
,Gruppieren nach” (wenn Sie mochten, dass alle gruppierten Werte die Summen anzeigen) oder aus der
Dropdown-Liste ,Zeitaggregieren nach® (wenn Sie mdchten, dass die Zeilenwerte Summen der zugrunde
liegenden Daten anzeigen).

Sie kénnen gruppierte Datenpunkte nach Durchschnitt, Maximum, Minimum oder Summe aggregieren.

Sie kdnnen einzelne Zeilendaten nach Durchschnitt, zuletzt erfasstem Datenpunkt, Maximum, Minimum oder
Summe aggregieren.

Bedingte Formatierung

Mit der bedingten Formatierung kénnen Sie Schwellenwerte der Warn- und kritischen Stufen in der Liste der
Abfrageergebnisse hervorheben, sodass Ausreil3er und auRergewohnliche Datenpunkte sofort sichtbar
werden.
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143 items found

Metrice & Altributes

agent.node_diskio T io_time (sec) E

nvmeldnl .
> Aggregation
nvmelnl
> Unit Display
nvrmednd 4,642.68
v Conditional Formatting Reset
Ifvalue is > (Greater than) v
nvmednl
A Warning 10000 sec
nvrnednl
@ critical 20000 sec

nvmelnl
nvmednl > Rename Column

nvmednl

Die bedingte Formatierung wird fir jede Spalte separat festgelegt. Sie kdnnen beispielsweise einen
Schwellenwertsatz fur eine Kapazitatsspalte und einen anderen Satz fiir eine Durchsatzspalte auswahlen.

Spalte umbenennen

Durch das Umbenennen einer Spalte wird der angezeigte Name in der Abfrageergebnisliste geandert. Der
neue Spaltenname wird auch in der resultierenden Datei angezeigt, wenn Sie die Abfrageliste in das CSV-
Format exportieren.

Speichern

Nachdem Sie lhre Abfrage so konfiguriert haben, dass die gewlinschten Ergebnisse angezeigt werden,
kénnen Sie auf die Schaltflache Speichern klicken, um die Abfrage fiir die zukiinftige Verwendung zu
speichern. Geben Sie ihm einen aussagekraftigen und eindeutigen Namen.

Mehr zum Filtern

Platzhalter und Ausdriicke

Wenn Sie in Abfragen oder Dashboard-Widgets nach Text oder Listenwerten filtern, wird Ihnen beim Eintippen
die Option angezeigt, einen Platzhalterfilter basierend auf dem aktuellen Text zu erstellen. Wenn Sie diese
Option auswahlen, werden alle Ergebnisse zurlickgegeben, die mit dem Platzhalterausdruck tbereinstimmen.
Sie kénnen Ausdriicke auch mit NOT oder OR erstellen oder die Option ,Keine* auswahlen, um nach
Nullwerten im Feld zu filtern.
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kubernetes.pod v

Filter By = pod_name | ingest v (X 9

Create wildcard containing "ingest"

ci-service-datalake-ingestion-85bsbdfded-2gbwr

Group pod_name X

service-foundation-ingest-767dfdsbfc-vxdsp

71 items found
MNone

Filter, die auf Platzhaltern oder Ausdriicken basieren (z. B. NICHT, ODER, ,Keine* usw.), werden im Filterfeld
dunkelblau angezeigt. Elemente, die Sie direkt aus der Liste auswahlen, werden hellblau angezeigt.

kubernetes.pod v
Filter By - pod_name ci-service-audit-5f775ddaT5-bride X X ¥ | X (7]
Group pod_name X A

3 items found

pod_name
ci-service-audit-5f775dd575-brfdc
ci-service-datalake-ingestion-85b5bdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p
Beachten Sie, dass die Platzhalter- und Ausdrucksfilterung mit Text oder Listen funktioniert, jedoch nicht mit
Zahlen, Datumsangaben oder Booleschen Werten.

Filter verfeinern

Sie kdnnen lhren Filter folgendermafen verfeinern:

Filter Was es bewirkt Beispiel Ergebnis
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* (Sternchen)

? (Fragezeichen)

ODER

NICHT

Keiner

Nicht *

ermoglicht Ihnen die vol*rhel
Suche nach allem

ermoglicht die Suche nach BOS-PRD?7?7-S12
einer bestimmten Anzahl

von Zeichen

ermoglicht Ihnen die FAS2240 ODER CX600
Angabe mehrerer ODER FAS3270
Entitaten

ermoglicht es lhnen, Text NICHT EMV*
aus den Suchergebnissen
auszuschlief3en

sucht in allen Feldern Keiner
nach NULL-Werten

sucht nach NULL-Werten Nicht *
in Nur-Text-Feldern

gibt alle Ressourcen
zuruck, die mit ,vol*
beginnen und mit ,rhel”
enden

gibt BOS-PRD12-S12,
BOS-PRD23-S12 usw.
zuruick

gibt einen der folgenden
Werte zurtick: FAS2440,
CX600 oder FAS3270

gibt alles zurtick, was
nicht mit "EMC" beginnt

gibt Ergebnisse zurick,
bei denen das Zielfeld leer
ist

gibt Ergebnisse zurick,

bei denen das Zielfeld leer
ist

Wenn Sie eine Filterzeichenfolge in doppelte Anfiihrungszeichen setzen, behandelt Insight alles zwischen dem
ersten und letzten Anflihrungszeichen als exakte Ubereinstimmung. Alle Sonderzeichen oder Operatoren
innerhalb der Anfihrungszeichen werden als Literale behandelt. Wenn Sie beispielsweise nach ,* filtern,
werden Ergebnisse zurlickgegeben, die ein Sternchen sind. Das Sternchen wird in diesem Fall nicht als
Platzhalter behandelt. Die Operatoren OR und NOT werden auch als Literalzeichenfolgen behandelt, wenn sie
in doppelte Anflihrungszeichen eingeschlossen sind.

Filtern nach Booleschen Werten

Beim Filtern nach einem Booleschen Wert werden Ihnen moglicherweise die folgenden Filteroptionen

angezeigt:

» Beliebig: Dies gibt alle Ergebnisse zurlick, einschlief3lich der Ergebnisse, die auf ,Ja“, ,Nein“ oder gar

nicht festgelegt sind.

« Ja: Gibt nur ,Ja“-Ergebnisse zurlick. Beachten Sie, dass DIl in den meisten Tabellen ,Ja“ als Hakchen
anzeigt. Die Werte konnen auf ,True®, ,On" usw. gesetzt werden; DIl behandelt alle diese Werte als ,Yes".

* Nein: Gibt nur ,Nein“-Ergebnisse zurlick. Beachten Sie, dass DIl in den meisten Tabellen ,Nein“ als , X"
anzeigt. Die Werte kénnen auf ,Falsch®, ,Aus” usw. gesetzt werden; DIl behandelt alle diese Werte als

.Nein®.

+ Keine: Gibt nur Ergebnisse zurlick, bei denen der Wert Gberhaupt nicht festgelegt wurde. Auch als ,Null“-

Werte bezeichnet.

Was mache ich jetzt, da ich Abfrageergebnisse habe?

Durch Abfragen kénnen auf einfache Weise Anmerkungen hinzugefiigt oder Anwendungen Assets zugewiesen
werden. Beachten Sie, dass Sie |hren Inventarressourcen (Festplatte, Speicher usw.) nur Anwendungen oder
Anmerkungen zuweisen kénnen. Integrationsmetriken kdénnen keine Anmerkungen oder
Anwendungszuweisungen Ubernehmen.

Um den aus lhrer Abfrage resultierenden Assets eine Anmerkung oder Anwendung zuzuweisen, wahlen Sie
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einfach das/die Asset(s) mithilfe der Kontrollkastchenspalte links in der Ergebnistabelle aus und klicken Sie
dann rechts auf die Schaltflache Massenaktionen. Wahlen Sie die gewlinschte Aktion aus, die auf die
ausgewahlten Assets angewendet werden soll.

Volume v
Filter By - Name Any X
Query Results (5) Bulk Actions ¥
Add Annotation
B nName T Storage Pools Capacity - Raw (GB) Mapped Ports
Remove Annotation
DmoESX_optimus:mc_Dm... optimus-02:aggrl_optimu... N/A
Add Application
DmoSAN_optimus:hoffma N/A
Remove Application
DmoSAN_optimus:mc_D N/A USIWINQOWS_ZuUs
0Ci-3070-01:/4 ol er_lun N/A 0S:windows
pectra mm N/A 0S:linux

Anmerkungsregeln erfordern eine Abfrage

Wenn Sie konfigurieren"Anmerkungsregeln" , jeder Regel muss eine zugrunde liegende Abfrage zugrunde

liegen, mit der gearbeitet werden kann. Aber wie Sie oben gesehen haben, kdnnen Abfragen so weit oder so

eng gefasst werden, wie Sie es bendtigen.

Anzeigen von Abfragen

Sie konnen lhre Abfragen anzeigen, um lhre Vermogenswerte zu Uberwachen und die
Anzeige der mit Ihren Vermégenswerten verbundenen Daten in Ihren Abfragen zu
andern.

Schritte
1. Melden Sie sich bei Ihrem Data Infrastructure Insights Mandanten an.

2. Klicken Sie auf Abfragen und wahlen Sie Alle Abfragen anzeigen. Sie kdnnen die Anzeige von Abfragen

wie folgt andern:

3. Sie kénnen Text in das Filterfeld eingeben, um nach bestimmten Abfragen zu suchen.

4. Sie kdnnen die Sortierreihenfolge der Spalten in der Abfragetabelle entweder aufsteigend (Pfeil nach oben)

oder absteigend (Pfeil nach unten) andern, indem Sie auf den Pfeil in der Spaltentberschrift klicken.

5. Um die GrofR3e einer Spalte zu andern, bewegen Sie die Maus Uber die Spaltentberschrift, bis ein blauer

Balken angezeigt wird. Platzieren Sie die Maus Uber der Leiste und ziehen Sie sie nach rechts oder links.

6. Um eine Spalte zu verschieben, klicken Sie auf die Spaltentberschrift und ziehen Sie sie nach rechts oder

links.

Beachten Sie beim Durchblattern der Abfrageergebnisse, dass sich die Ergebnisse andern kénnen, da Data

Infrastructure Insights Ihre Datensammler automatisch abfragt. Dies kann dazu flihren, dass einige Elemente

fehlen oder einige Elemente je nach Sortierung in der falschen Reihenfolge angezeigt werden.
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Exportieren von Abfrageergebnissen in eine CSV-Datei

Sie konnen die Ergebnisse jeder Abfrage in eine CSV-Datei exportieren, sodass Sie die
Daten analysieren oder in eine andere Anwendung importieren konnen.

Schritte
1. Melden Sie sich bei Data Infrastructure Insights an.

2. Klicken Sie auf Abfragen und wahlen Sie Alle Abfragen anzeigen.
Die Seite ,Abfragen” wird angezeigt.
3. Klicken Sie auf eine Abfrage.

4. Klicken® um die Abfrageergebnisse in eine CSV-Datei zu exportieren.

@ Der Export in .CSV ist auch im Menu ,Drei Punkte® in Dashboard-Tabellen-Widgets sowie in den
meisten Landingpage-Tabellen verfiigbar.

Asynchroner Export

Das Exportieren von Daten in das CSV-Format kann je nach der zu exportierenden Datenmenge zwischen
einigen Sekunden und mehreren Stunden dauern. Data Infrastructure Insights exportiert diese Daten
asynchron, sodass Sie weiterarbeiten kdnnen, wahrend die CSV-Datei kompiliert wird.

Zeigen Sie lhre CSV-Exporte an und laden Sie sie herunter, indem Sie in der oberen rechten Symbolleiste das
Glockensymbol auswahlen.

Tenant Name .
Q Standard QA Main o ‘ (7 9 Tony Lavoie ¥

4 CSVDownloads (1)

@ query_export_disk_1748360447802.csv is Ready to Download ~

Size: 13.29 KiB
Initiated: 05/27/2025 11:40:47 AM
Ready: 05/27/2025 11:40:48 AM

‘ Download

Just now

Die exportierten Daten spiegeln die aktuelle Filterung, die angezeigten Spalten und Spaltennamen wider.

Kommas in Asset-Namen

Hinweis: Wenn in einem Asset-Namen ein Komma erscheint, wird der Name beim Export in
Anfuhrungszeichen gesetzt, wodurch der Asset-Name und das richtige CSV-Format erhalten bleiben.
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Zeitformat oder kein Zeitformat?

Wenn Sie eine exportierte CSV-Datei mit Excel 6ffnen und ein Objektname oder ein anderes Feld im Format
NN:NN (zwei Ziffern gefolgt von einem Doppelpunkt und zwei weiteren Ziffern) vorliegt, interpretiert Excel
diesen Namen manchmal als Zeitformat statt als Textformat. Dies kann dazu fihren, dass Excel in diesen
Spalten falsche Werte anzeigt. Beispielsweise wirde ein Objekt mit dem Namen ,81:45" in Excel als ,81:45:00"
angezeigt.

Um dieses Problem zu umgehen, importieren Sie die CSV-Datei mit den folgenden Schritten in Excel:

1. Offnen Sie ein neues Blatt in Excel.

Wahlen Sie auf der Registerkarte ,Daten” die Option ,,Aus Text".

Suchen Sie die gewiinschte CSV-Datei und klicken Sie auf ,Importieren®.
Wahlen Sie im Importassistenten ,Getrennt* und klicken Sie auf ,Weiter*.
Wahlen Sie ,Komma*“ als Trennzeichen und klicken Sie auf ,Weiter".

Wahlen Sie die gewlinschten Spalten aus und wahlen Sie , Text" als Spaltendatenformat.

N o gk~ 0D

Klicken Sie auf Fertig stellen.

Ihre Objekte sollten in Excel im richtigen Format angezeigt werden.

Andern oder Léschen einer Abfrage

Sie kdonnen die mit einer Abfrage verknupften Kriterien andern, wenn Sie die
Suchkriterien flr die abgefragten Assets andern moéchten.

Andern einer Abfrage

Schritte
1. Klicken Sie auf Erkunden und wahlen Sie Alle Metrikabfragen aus.

Die Seite ,Abfragen” wird angezeigt.

2. Klicken Sie auf den Abfragenamen
3. Um der Abfrage ein Kriterium hinzuzufligen, klicken Sie auf das Spaltensymbol und wahlen Sie eine Metrik
oder ein Attribut aus der Liste aus.
Wenn Sie alle erforderlichen Anderungen vorgenommen haben, fiihren Sie einen der folgenden Schritte aus:
« Klicken Sie auf die Schaltflache Speichern, um die Abfrage unter dem urspringlich verwendeten Namen
Zu speichern.

* Klicken Sie auf das Dropdown-Menu neben der Schaltflache Speichern und wahlen Sie Speichern unter,
um die Abfrage unter einem anderen Namen zu speichern. Dadurch wird die urspriingliche Abfrage nicht
Uberschrieben.

* Klicken Sie auf das Dropdown-Menu neben der Schaltflache Speichern und wahlen Sie Umbenennen,
um den urspringlich verwendeten Abfragenamen zu andern. Dadurch wird die urspringliche Abfrage
Uberschrieben.

+ Klicken Sie auf das Dropdown-Menii neben der Schaltfliche Speichern und wéhlen Sie Anderungen
verwerfen, um die Abfrage auf die zuletzt gespeicherten Anderungen zuriickzusetzen.
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Loschen einer Abfrage

Um eine Abfrage zu Idschen, klicken Sie auf Abfragen, wahlen Sie Alle Abfragen anzeigen und flihren Sie
einen der folgenden Schritte aus:
1. Klicken Sie auf das Drei-Punkte-Menu rechts neben der Abfrage und klicken Sie auf Léschen.

2. Klicken Sie auf den Abfragenamen und wahlen Sie Léschen aus dem Dropdown-MenU Speichern.

Zuweisen mehrerer Anwendungen zu oder Entfernen mehrerer Anwendungen von
Assets

Sie kdnnen mehrere"Anwendungen” Sie kdnnen mehrere Anwendungen mithilfe einer
Abfrage zu Assets hinzufligen oder daraus entfernen, anstatt sie manuell zuweisen oder
entfernen zu mussen.

@ Mit diesen Schritten kdnnen Sie hinzufiigen oder entfernen"Anmerkungen" auf die gleiche
Weise.

Bevor Sie beginnen
Sie mussen bereits eine Abfrage erstellt haben, die alle Assets findet, die Sie bearbeiten mdchten.

Schritte
1. Klicken Sie auf Erkunden und wahlen Sie Metrikabfragen aus.

Die Seite ,Abfragen” wird angezeigt.
2. Klicken Sie auf den Namen der Abfrage, die die Assets findet.
Die Liste der mit der Abfrage verknipften Assets wird angezeigt.

3. Wahlen Sie die gewilnschten Assets in der Liste aus oder klicken Sie auf das obere Kontrollkdstchen, um
LAlle“ auszuwahlen.

Das Dropdown-MenU ,Massenaktionen“ wird angezeigt.

4. Um den ausgewahlten Assets eine Anwendung hinzuzufligen, klicken Sie auf Massenaktionen und wahlen
Sie Anwendung hinzufiigen.

5. Wahlen Sie eine oder mehrere Anwendungen aus.
Sie kdnnen mehrere Anwendungen fur Hosts, interne Volumes, Qtrees und virtuelle Maschinen auswahlen.
Fir ein Volume oder eine Freigabe kdnnen Sie jedoch nur eine Anwendung auswahlen.

6. Klicken Sie auf Speichern.

7. Um eine den Assets zugewiesene Anwendung zu entfernen, klicken Sie auf ,Massenaktionen“ und wahlen
Sie ,Anwendung entfernen® aus.

8. Wahlen Sie die Anwendung(en) aus, die Sie entfernen mdchten.
9. Klicken Sie auf Loschen.
Alle neuen Anwendungen, die Sie zuweisen, Uberschreiben alle Anwendungen auf dem Asset, die von einem

anderen Asset abgeleitet wurden. Beispielsweise erben Volumes Anwendungen von Hosts, und wenn einem
Volume neue Anwendungen zugewiesen werden, hat die neue Anwendung Vorrang vor der abgeleiteten
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Anwendung.

Nachdem Sie bei einer Massenhinzufligungsaktion auf Speichern oder bei einer Massenldschaktion auf
Entfernen geklickt haben, werden Sie von Data Infrastructure Insights dariiber informiert, dass die Aktion
einige Zeit in Anspruch nehmen wird. Sie kénnen diese Meldung ignorieren; die Aktion wird im Hintergrund
fortgesetzt.

In Umgebungen mit einer groRen Menge verwandter Assets kann die Vererbung von

@ Anwendungszuweisungen zu diesen Assets mehrere Minuten dauern. Bitte rechnen Sie mit
einer langeren Vererbungszeit, wenn Sie Uber viele zusammenhangende Vermdgenswerte
verfligen.

Tabellenwerte kopieren

Sie kdnnen Werte in Tabellen in die Zwischenablage kopieren, um sie in Suchfeldern
oder anderen Anwendungen zu verwenden.

Informationen zu diesem Vorgang

Es gibt zwei Methoden, mit denen Sie Werte aus Tabellen oder Abfrageergebnissen in die Zwischenablage
kopieren konnen.

Schritte

1. Methode 1: Markieren Sie den gewtinschten Text mit der Maus, kopieren Sie ihn und fligen Sie ihn in
Suchfelder oder andere Anwendungen ein.

2. Methode 2: Bewegen Sie bei Einzelwertfeldern den Mauszeiger Uber das Feld und klicken Sie auf das
angezeigte Zwischenablagesymbol. Der Wert wird zur Verwendung in Suchfeldern oder anderen
Anwendungen in die Zwischenablage kopiert.

Beachten Sie, dass mit dieser Methode nur Werte kopiert werden kénnen, die Links zu Assets sind. Nur
Felder, die einzelne Werte enthalten (also keine Listen sind), verfigen Uber das Kopiersymbol.
Protokoll-Explorer

Der Data Infrastructure Insights Log Explorer ist ein leistungsstarkes Tool zum Abfragen
von Systemprotokollen. Zusatzlich zur Unterstitzung bei Untersuchungen kénnen Sie
auch eine Protokollabfrage in einem Monitor speichern, um Warnungen bereitzustellen,
wenn diese bestimmten Protokollausloser aktiviert werden.

Um mit der Untersuchung der Protokolle zu beginnen, klicken Sie auf Protokollabfragen > +Neue
Protokollabfrage.

Wabhlen Sie ein verfugbares Protokoll aus der Liste aus.
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|select... v

logs.kubernetes
logs.kubernetes.events
logs.netapp.ems
logs.ontapems

logs.syslog

@ Die fur die Abfrage verfligbaren Protokolltypen kdnnen je nach Umgebung variieren. Im Laufe
der Zeit kdbnnen weitere Protokolltypen hinzugefligt werden.

Sie kdnnen Filter setzen, um die Ergebnisse der Abfrage weiter zu verfeinern. Um beispielsweise alle
Protokollmeldungen zu finden, die einen Fehler anzeigen, legen Sie einen Filter fiir Meldungen fest, die das

Wort ,fehlgeschlagen® enthalten.

Sie kdnnen mit der Eingabe des gewlinschten Textes in das Filterfeld beginnen. Data
’ Infrastructure Insights fordert Sie wahrend der Eingabe auf, eine Platzhaltersuche mit der
Zeichenfolge zu erstellen.

Die Ergebnisse werden in einem Diagramm angezeigt, das die Anzahl der Protokollinstanzen in jedem
angezeigten Zeitraum zeigt. Unter dem Diagramm befinden sich die Protokolleintrage selbst. Das Diagramm
und die Eintrage werden basierend auf dem ausgewahlten Zeitraum automatisch aktualisiert.

2gebjfo / AllLog Queries /  New Query (© Last3Hours - 0O m
logs.netapp.ems w
Filter By - message |[EEREd v X (2] Create a Log Monitor

Log Entries

timestamp source

10/21/2021 10:55:39 AM agent:EmsCollector;cluster:add
561f7-7a66-11€2-9699-
123478563412;node:889d3681-
79d0-1122-8533-811faf325ba1;

10/21/2021 10:55:30 AM agent:EmsCollector;cluster:add
561f7-7a66-112-5695-
123478563412;node:880d3681-
79d0-11e2-85a3-811faf325001;

10/21/2021 10:54:40 AM agent:EmsCollector;cluster:add

561f7-7a66-11€2-9695-
123478563412;node:9zc4fbd1-
79d0-11e2-b141-
417dRerfdaT:
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Bucket: 5 minutes

Last updated 10/21/2021 11:04:56 AM {"}
message

monitor.chassisPowerSupply.degraded: Chassis power supply 1 1s degraded: PSU1 Power Output has failed
menitor.chassisPowerSupply.degraded: Chassis power supply 11s degraded: PSUL has failed

monitor.chassisPowerSupply.degraded: Chassis power supply 11s degraded: PSU1 Power Output has failed



Filtern

EinschlieBen / AusschlieBen

Beim Filtern der Protokolle kdnnen Sie wahlen, ob Sie die eingegebenen Zeichenfolgen einschlieBen (d. h.
.Filtern nach®) oder ausschlieBen mdéchten. Ausgeschlossene Zeichenfolgen werden im vervollstandigten
Filter als ,NOT <string>“ angezeigt.

logs.netapp.ems v
Filter By - ems.ems_message_type | |All v | X
_ _ ) () Filterto (@ Exclude R
Bl e [
app.log.info '
Chart: Group By - All app.log.notice
arwwvserver.state
4k

Filter, die auf Platzhaltern oder Ausdriicken basieren (z. B. NICHT, ODER, ,Keine" usw.), werden im Filterfeld
dunkelblau angezeigt. Elemente, die Sie direkt aus der Liste auswahlen, werden hellblau angezeigt.

@ Sie kénnen jederzeit auf ,,Protokollmonitor erstellen” klicken, um einen neuen Monitor basierend
auf dem aktuellen Filter zu erstellen.

Erweiterte Filterung

Wenn Sie in Abfragen oder Dashboard-Widgets nach Text oder Listenwerten filtern, wird Ilhnen beim Eintippen
die Option angezeigt, einen Platzhalterfilter basierend auf dem aktuellen Text zu erstellen. Wenn Sie diese
Option auswahlen, werden alle Ergebnisse zurlickgegeben, die mit dem Platzhalterausdruck tUbereinstimmen.
Sie kénnen auch Ausdriicke mit NOT, AND oder OR erstellen oder die Option ,Keine* auswahlen, um nach
Nullwerten zu filtern.

Denken Sie daran, Ihre Abfrage friihzeitig und haufig zu speichern, wahrend Sie lhre Filterung
@ erstellen. Bei der erweiterten Abfrage handelt es sich um eine Zeichenfolgeneingabe in ,freier
Form®, und beim Erstellen konnen Analysefehler auftreten.

Sehen Sie sich dieses Bildschirmbild an, das gefilterte Ergebnisse fir eine erweiterte Abfrage des
logs.kubernetes.event-Protokolls zeigt. Auf dieser Seite ist eine Menge los, was unter dem Bild erklart wird:
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Customer-System / Observability / All Log Queries /| Advanced Query Example @© ﬁ'j'g?frzozs "‘q‘_‘l"“_gf?flzozs B save | v
logs.kubernetes.event ¥ Create a Log Monitor
sy [

itterBy el @ Need Help?
(reason:™failed™ AND MOT reason:FailedMount} AND [metadata.namespacermonitoring® AND NOT {metadata.namespace:"cm-monitoring” OR X X

metadata.namespace:"eg-monitoring”}) ;.

Chart: Group By SOUMCE X * | | Show Top * | 10 » | B showOthers

@ Reset Zoom | Bucket: 30 minutes
5

3 | | | |
| | | | |
| | | |
4:00 AM  5:00AM  3:00 AM T0:00 12:00PM 2:00PM  4:00PM &00PM  B:0GPM 10:00 PM  Aug 26 2:00 AM  4:00 AM 600 AM  B:00AM  T10:00
AM AM
Legend
Log Entries @ Last updated 08/20/2023 9:54:13 AM (&)
timestamp source message metadata.namespace T reason
08/26/2023 8:40:28 AM kubernetes_clusterieg- Error: context deadline k3s-cm-monitoring Failed =
stream;namespace:33594- excesded
monitoring;pod_name:event-
exporter-5db&7db9%5-bxmki;
08/26/2023 8:40:28 AM kubernetes_clusterieg- Error: context deadline k3s-cm-monitoring Failed
stream;namespace:ph- excesded
monitoring:pod_name:event-
exporter-c4446976c-jxrdc;
NAMARINIZ R-AN-20 AM kihernetes rlistereo- Frenes failad tn recene k3s-rm-mnnitnring Failer

1.
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Diese erweiterte Abfragezeichenfolge filtert nach Folgendem:

o Filtern Sie nach Protokolleintragen mit einem Grund, der das Wort ,fehigeschlagen® enthalt, aber nicht
nach Eintragen mit dem spezifischen Grund ,FailedMount®.

o Schliel3en Sie alle Eintrage ein, die auch einen metadata.namespace mit dem Wort ,monitoring*
enthalten, schlieRen Sie jedoch die spezifischen Namespaces ,,cm-monitoring“ oder ,eg-monitoring*
aus.

Beachten Sie, dass im obigen Fall sowohl ,cm-monitoring“ als auch ,eg-monitoring“ einen Bindestrich
(,-“) enthalten. Daher missen die Zeichenfolgen in Anflihrungszeichen gesetzt werden, da sonst ein
Analysefehler angezeigt wird. Zeichenfolgen, die keine Bindestriche, Leerzeichen usw. enthalten,
mussen nicht in Anfihrungszeichen gesetzt werden. Versuchen Sie im Zweifelsfall, die Zeichenfolge in
Anflhrungszeichen zu setzen.

. Die Ergebnisse des aktuellen Filters, einschlieBlich aller ,Filtern nach“-Werte UND des erweiterten

Abfragefilters, werden in der Ergebnisliste angezeigt. Die Liste kann nach allen angezeigten Spalten
sortiert werden. Um zusatzliche Spalten anzuzeigen, wahlen Sie das Zahnradsymbol aus.

. Das Diagramm wurde vergroRert, um nur Protokollergebnisse anzuzeigen, die innerhalb eines bestimmten

Zeitrahmens aufgetreten sind. Der hier angezeigte Zeitbereich spiegelt die aktuelle Zoomstufe wider.
Wahlen Sie die Schaltflache Zoom zurlicksetzen, um die Zoomstufe wieder auf den aktuellen Data
Infrastructure Insights -Zeitbereich zurlickzusetzen.

. Die Diagrammergebnisse wurden nach dem Feld Quelle gruppiert. Das Diagramm zeigt die Ergebnisse in

jeder Spalte, gruppiert nach Farben. Wenn Sie mit der Maus Uber eine Spalte im Diagramm fahren, werden
einige Details zu den jeweiligen Eintrdgen angezeigt.



900 10:00  11:00 12:00 1:00 2:00 3:00 4:00 5
AM AM AM P PM P P P

Friday 08/25/2023 08:51:00 AM

. kubernetes_clustervanillaZs:namespace:dacker- 1 33.33%
monitoring pod_name:event-exporter-
Td468bbfsb-8bzgt;

. kubernetes_cluster:vanillaZs;namespaceieg- 1 33.33%
monitoring: pod_name:event-exporter-
Tedcha66da-xdImb;
kubernetes_clustervanillaZa;namespaceioc-k3s- 1 33.33%
maonitoring: pod_name:event-exporter-
%3d5fcfda-lbgae:
Total E]

Filter verfeinern

Sie kénnen Ihren Filter folgendermalfen verfeinern:

Filter Was es bewirkt

* (Sternchen) ermoglicht Ihnen die Suche nach allem

? (Fragezeichen) ermoglicht die Suche nach einer bestimmten Anzahl
von Zeichen

ODER erm@glicht Innen die Angabe mehrerer Entitaten

NICHT erma@glicht es Ihnen, Text aus den Suchergebnissen
auszuschlief3en

Keiner sucht in allen Feldern nach NULL-Werten

Nicht * sucht nach NULL-Werten in Nur-Text-Feldern

Wenn Sie eine Filterzeichenfolge in doppelte Anflihrungszeichen setzen, behandelt Insight alles zwischen dem
ersten und letzten Anflhrungszeichen als exakte Ubereinstimmung. Alle Sonderzeichen oder Operatoren
innerhalb der Anfihrungszeichen werden als Literale behandelt. Wenn Sie beispielsweise nach ,* filtern,
werden Ergebnisse zurlickgegeben, die ein Sternchen sind. Das Sternchen wird in diesem Fall nicht als
Platzhalter behandelt. Die Operatoren OR und NOT werden auch als Literalzeichenfolgen behandelt, wenn sie
in doppelte Anfiihrungszeichen eingeschlossen sind.

Sie kdnnen einen einfachen Filter mit einem erweiterten Abfragefilter kombinieren. Der resultierende Filter ist
ein ,UND" der beiden.

Die Chart-Legende

Auch die Legende unter dem Diagramm halt einige Uberraschungen bereit. Fiir jedes in der Legende
angezeigte Ergebnis (basierend auf dem aktuellen Filter) haben Sie die Moglichkeit, nur Ergebnisse flr diese
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Zeile anzuzeigen (Filter hinzufligen) oder alle Ergebnisse anzuzeigen, die NICHT fiir diese Zeile gelten
(Ausschlussfilter hinzufligen). Das Diagramm und die Liste der Protokolleintrage werden aktualisiert, um die
Ergebnisse basierend auf Ihrer Auswahl anzuzeigen. Um diese Filterung zu entfernen, 6ffnen Sie die Legende
erneut und wahlen Sie das [X] aus, um den legendenbasierten Filter zu I6schen.

Legend

27.78% =

()]

B kubemnetes_cluster:vanil = .=
la25;namespace:docker-
monitoring;pod_name:e
vent-exporter-
7d468bbf5b-8bzgt;

27.78%

Ln

B kubemnetes_cluster:vanil = .=
la25;namespace:eg-
monitoring;pod_name:e
vent-exporter-
Tocdcbsgede-xd9mbs;

B kubernetes_clustervanil = = 3 16.67%
la25;namespace:oc-k3s-
monitoring;pod_name:e

e et a et

Protokolldetails

Wenn Sie irgendwo in der Liste auf einen Protokolleintrag klicken, wird ein Detailbereich fir diesen Eintrag
gedffnet. Hier kdnnen Sie weitere Informationen zur Veranstaltung finden.

Klicken Sie auf ,Filter hinzufigen®, um das ausgewahlte Feld zum aktuellen Filter hinzuzufligen. Die Liste der
Protokolleintrage wird basierend auf dem neuen Filter aktualisiert.

Beachten Sie, dass einige Felder nicht als Filter hinzugefligt werden kénnen. In diesen Fallen ist das Symbol
.Filter hinzuflgen® nicht verfigbar.
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Log Details X

timestamp
09/20/2021 2:03:36 PM
message

2021-09-20T15:33:36Z E! [processors.execd] stderr: "Total time to process
mountstats file: /hostfs/proc/1/mountstats, was: 05"

id: 22T814532095936T7T0

nede_name: :i-nutn-dn:q-in:i;hts-l.:hudin:ighum
dev.netapp.com E

source: telegraf-ds-dfcc5
type: logs.kubernetes

=] Kubernetes

kubernetes.anno  telegraf-hostaccess
tations.openshift
JO_SCC:

kubernetes.cont ci-

ainer_hash: registry.nane.openenglab.netapp.com:
M3 talooraf@chad BR-NNhARaTr TR

Fehlerbehebung

Hier finden Sie Vorschlage zur Behebung von Problemen mit Protokollabfragen.

Problem: Versuchen Sie Folgendes:
Ich sehe keine ,Debug“-Meldungen in meiner Debug-Protokollnachrichten werden nicht erfasst. Um
Protokollabfrage die gewlinschten Nachrichten zu erfassen, andern Sie

den Schweregrad der entsprechenden Nachricht auf
die Ebene ,Information®, ,Fehler®, ,Alarm®, ,Notfall
oder ,Hinweis".

Identifizieren inaktiver Gerate

Um die richtige Grdfle zu finden und ungenutzte Infrastruktur freizugeben, ist es
entscheidend, die vorhandenen Ressourcen und deren Nutzer zu identifizieren. Sie
konnen nicht ausgelastete Ressourcen problemlos neu zuweisen oder aulder Betrieb
nehmen und unnétige Kaufe vermeiden.

FUhren Sie die folgenden Schritte aus, um inaktive Assets zu identifizieren.

Schritte
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* Navigieren Sie zu Observability > Explore — +Neue Metrikabfrage.
» Wahlen Sie Speicher aus der Dropdown-Liste.

* Klicken Sie auf das Zahnrad und fligen Sie isActive als Spalte hinzu.

Zeilen mit einem Hakchen sind aktiv. ,X* zeigt inaktive Gerate an.

Um inaktive Gerate zu entfernen, wahlen Sie einfach die zu entfernenden Gerate aus und wahlen Sie im
Dropdown-Menu Massenaktionen die Option Inaktive Geréte I6schen.

Einblicke

Einblicke

Mithilfe von Insights kdnnen Sie beispielsweise die Ressourcennutzung und ihre
Auswirkungen auf andere Ressourcen untersuchen oder die Zeit bis zur Fertigstellung
analysieren.

Es stehen zahlreiche Einblicke zur Verfigung. Navigieren Sie zu Dashboards > Insights, um einzutauchen.
Sie kénnen aktive Insights (aktuell auftretende Insights) auf der Hauptregisterkarte oder inaktive Insights auf
der Registerkarte Inaktive Insights anzeigen. Inaktive Erkenntnisse sind Erkenntnisse, die zuvor aktiv waren,
aber nicht mehr auftreten.

Erkenntnistypen

Gemeinsam genutzte Ressourcen unter Stress

Workloads mit hoher Auswirkung kdnnen die Leistung anderer Workloads in einer gemeinsam genutzten
Ressource beeintrachtigen. Dadurch wird die gemeinsam genutzte Ressource belastet. Data Infrastructure
Insights bietet Tools, mit denen Sie die Ressourcensattigung und die Auswirkungen auf lhren Mandanten
untersuchen kénnen."Weitere Informationen”

Kubernetes-Namespaces haben nicht mehr geniigend Speicherplatz

Die Einblicke in ,Kubernetes-Namespaces, denen der Speicherplatz ausgeht“ geben Ihnen einen Uberblick
Uber die Workloads in Ihren Kubernetes-Namespaces, bei denen das Risiko besteht, dass ihnen der
Speicherplatz ausgeht, und enthalten eine Schatzung der verbleibenden Tage, bis jeder Speicherplatz voll
ist."Weitere Informationen"

ONTAP Cold Storage zuriickgewinnen

Der Reclaim ONTAP Cold Storage Insight bietet Daten zur Kaltkapazitat, zu potenziellen Kosten-
/Stromeinsparungen und empfohlenen Aktionselementen fir Volumes auf ONTAP Systemen."Weitere
Informationen”

Dies ist eine Vorschau-Funktion und kann sich im Laufe der Zeit andern, wenn Verbesserungen
vorgenommen werden. "Mehr erfahren" Informationen zu den Vorschaufunktionen von Data
Infrastructure Insights .

Einblicke: Gemeinsam genutzte Ressourcen unter Druck

Workloads mit hoher Auswirkung konnen die Leistung anderer Workloads in einer
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insights_shared_resources_under_stress.html
insights_k8s_namespaces_running_out_of_space.html
insights_reclaim_ontap_cold_storage.html
insights_reclaim_ontap_cold_storage.html
https://docs.netapp.com/de-de/data-infrastructure-insights/concept_preview_features.html

gemeinsam genutzten Ressource beeintrachtigen. Dadurch wird die gemeinsam genutzte
Ressource belastet. Data Infrastructure Insights bietet Tools, mit denen Sie die
Ressourcensattigung und die Auswirkungen auf Ihren Mandanten untersuchen kdnnen.

Terminologie
Wenn es um Arbeitsbelastung oder Ressourcenauswirkungen geht, sind die folgenden Definitionen hilfreich.

Eine anspruchsvolle Arbeitslast ist eine Arbeitslast, die sich derzeit auf andere Ressourcen im gemeinsam
genutzten Speicherpool auswirkt. Diese Workloads fiihren beispielsweise zu héheren IOPS und reduzieren so
die IOPS in den betroffenen Workloads. Anspruchsvolle Arbeitslasten werden manchmal als arbeitsintensive
Arbeitslasten bezeichnet.

Eine betroffene Arbeitslast ist eine Arbeitslast, die von einer Arbeitslast mit hohem Verbrauch im gemeinsam
genutzten Speicherpool betroffen ist. Bei diesen Workloads kommt es aufgrund der anspruchsvollen
Workloads zu reduzierten IOPS und/oder einer hdheren Latenz.

Beachten Sie: Wenn Data Infrastructure Insights die fiUhrende Rechenarbeitslast nicht ermittelt hat, wird das
Volume oder das interne Volume selbst als Arbeitslast erkannt. Dies gilt sowohl fiir anspruchsvolle als auch fir
beeintrachtigte Arbeitslasten.

Shared Resource Saturation ist das Verhaltnis der beeinflussenden |IOPS zum Basiswert.

Baseline wird als der maximal gemeldete Datenpunkt fir jede Arbeitslast in der Stunde unmittelbar vor der
erkannten Sattigung definiert.

Eine Konfliktsituation oder Sattigung tritt auf, wenn festgestellt wird, dass IOPS andere Ressourcen oder
Arbeitslasten im gemeinsam genutzten Speicherpool beeintrachtigen.

Anspruchsvolle Arbeitslasten

Um anspruchsvolle und beeintrachtigte Arbeitslasten in Ihren gemeinsam genutzten Ressourcen zu
untersuchen, klicken Sie auf Dashboards > Einblicke und wahlen Sie den Einblick Gemeinsam genutzte
Ressourcen unter Stress aus.

Dashboards Dashboards
Queries + Maw Dazhboard
Alerts

. Insights
Reports o
Manage Kubermetes Bxplorer

Data Infrastructure Insights zeigt eine Liste aller Workloads an, bei denen eine Sattigung erkannt wurde.
Beachten Sie, dass Data Infrastructure Insights Workloads anzeigt, bei denen mindestens eine anspruchsvolle
Ressource oder beeintrachtigte Ressource erkannt wurde.

Klicken Sie auf eine Arbeitslast, um die Detailseite dazu anzuzeigen. Das obere Diagramm zeigt die Aktivitat

auf der gemeinsam genutzten Ressource (z. B. einem Speicherpool), auf der die Konflikte/Sattigungen
auftreten.
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The 10PS of 1 workload had saturated the shared resource sp-444 and were impacting the performance of 1 other workicad,

'® Shared resource sp-444 was under stress

Shared Resource = sp-444 @

Utilization (3%)

inerght Datected @ |} End of Eva

—pddd

Darunter befinden sich zwei Diagramme, die die anspruchsvollen Arbeitslasten und die Arbeitslasten zeigen,
die von diesen anspruchsvollen Arbeitslasten beeinflusst werden.

Demanding Workloads (1) @
Petentially impacted the shared resource snd other related warkleads

Contributing IOPS «

lops.total (107s)

insight Detected @ | End of Evend

Worklead Current Contributing 10PS (10/s) | Change Sinee Detection (10/3)
. _n intemat-volume-331 500.00 +150.0¢

Impacted Workloads (1) @

Impacted by changed workloads on the shared resource

Latency =

latencytotal (ms)
130

| Endof Event

LO0 PN 500 FM
Waorkload Current Latency (ms) | Change Since Detection (ms]
W & intemalvolume-332 200,00 +110.00

Unter jeder Tabelle befindet sich eine Liste der Arbeitslasten und/oder Ressourcen, die den Konflikt
beeinflussen oder davon betroffen sind. Wenn Sie auf eine Ressource (z. B. eine VM) klicken, wird eine
Detailseite fiir diese Ressource geoffnet. Durch Klicken auf eine Arbeitslast wird eine Abfrageseite gedffnet,
auf der die beteiligten Pods angezeigt werden. Beachten Sie: Wenn der Link eine leere Abfrage 6ffnet, kann
dies daran liegen, dass der betroffene Pod nicht mehr Teil der aktiven Konkurrenz ist. Sie kdnnen den
Zeitbereich der Abfrage andern, um die Pod-Liste in einem gréReren oder fokussierteren Zeitbereich

anzuzeigen.
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Was kann ich tun, um die Sattigung zu beheben?

Sie kdnnen eine Reihe von Schritten unternehmen, um die Gefahr einer Uberlastung lhres Mieters zu
verringern oder auszuschlief3en. Diese werden durch Erweitern des Links +Empfehlungen anzeigen auf der
Seite angezeigt. Hier sind ein paar Dinge, die Sie ausprobieren konnen.

 Verschieben von Verbrauchern mit hohem IOPS-Aufkommen
Verschieben Sie die ,gierigen” Workloads in weniger gesattigte Speicherpools. Es wird empfohlen, die
Ebene und Kapazitat dieser Pools zu bewerten, bevor Sie die Workloads verschieben, um unnétige Kosten
oder zusatzliche Konflikte zu vermeiden.

* Implementieren Sie eine Quality of Service (QoS)-Richtlinie
Durch die Implementierung einer QoS-Richtlinie pro Arbeitslast, um sicherzustellen, dass gentigend freie
Ressourcen verfligbar sind, wird die Sattigung des Speicherpools verringert. Dies ist eine langfristige
Losung.

» Hinzufligen zusatzlicher Ressourcen
Wenn die gemeinsam genutzte Ressource (z. B. der Speicherpool) den IOPS-Sattigungspunkt erreicht hat,

kénnen Sie durch Hinzufligen weiterer oder schnellerer Festplatten zum Pool sicherstellen, dass gentigend
freie Ressourcen zur Verfugung stehen, um die Sattigung zu verringern.

Abschlielend kénnen Sie auf Insight-Link kopieren klicken, um die Seiten-URL in die Zwischenablage zu
kopieren und sie einfacher mit Kollegen zu teilen.

Einblicke: Kubernetes-Namespaces haben nicht mehr geniigend Speicherplatz

Es ist nie eine gute Situation, wenn auf Ihnrem Mandanten der Speicherplatz ausgeht.
Mithilfe von Data Infrastructure Insights konnen Sie vorhersagen, wie viel Zeit Ihnen
bleibt, bevor die persistenten Kubernetes-Volumes voll sind.

Der Einblick ,_,_Kubernetes-Namespaces laufen Gefahr, nicht mehr genligend Speicherplatz zu haben® bietet
Ihnen einen Uberblick Uber die Workloads in lhren Kubernetes-Namespaces, bei denen das Risiko besteht,
dass der Speicherplatz knapp wird, und enthalt eine Schatzung der verbleibenden Tage, bis jedes persistente
Volume voll ist.

Sie kdnnen diesen Insight anzeigen, indem Sie zu Dashboards > Insights navigieren.

Kubernetes Namespaces Running Out of Space (3)

Description Estimated Days to Full Workloads at Risk Detected
1 workload at risk on es 35 1 2 days ago
1 workload at risk on manager 24 1 2 days ago
2 workloads at risk on 1 2 2 days age

cloudinsights

Klicken Sie auf eine Arbeitslast, um eine Detailseite flr den Insight zu 6ffnen. Auf dieser Seite sehen Sie ein
Diagramm mit den Trends der Arbeitslastkapazitat sowie eine Tabelle mit den folgenden Informationen:
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* Name der Arbeitslast

* Betroffen ist das dauerhafte Volume

* Voraussichtliche Zeit bis zur Fertigstellung in Tagen
* Persistente Volume-Kapazitat

« Betroffen ist die Back-End-Speicherressource, wobei die aktuelle Kapazitat im Vergleich zur
Gesamtkapazitat genutzt wird. Durch Klicken auf diesen Link wird die detaillierte Zielseite fir das Backend-
Volume gedffnet.

Workloads at risk (2)

[=] Workloads Persistant Volume (pvClaim) Time to Full (Days) J Persistant Volume Capacity (GiB) Backend Storage Resource (Capacity Used)
FH multi (1) pvl (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)
[#] taskmanager (1) pvl (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)

Was kann ich tun, wenn mir der Speicherplatz ausgeht?

Klicken Sie auf der Insight-Seite auf +Empfehlungen anzeigen, um mogliche Lésungen anzuzeigen. Die
einfachste Option bei Speicherplatzmangel besteht immer darin, mehr Kapazitat hinzuzufligen. Data
Infrastructure Insights zeigt Ihnen die optimale Kapazitat an, die Sie hinzufligen missen, um die Zeit bis zur
vollstandigen Belegung auf eine Zielvorgabe von 60 Tagen zu erhdhen. Darlber hinaus werden auch andere
Empfehlungen angezeigt.

=l show Recommendations

° Get time to full back up to 60 days by adding more capacity to backend resources
Add to the following resources to bring time-to-full up to ideal capacity.

Backend Resource L Current Capacity (time to Recommended Capacity to Ideal Capacity (time to full)
full) Add
internal-volume-601 2.00 GiB I Days + 518,79 GiB =  520.79 GiB 60 Days

e Use NetApp Astra Trident with your K8s to automatically grow capacity
Astra Trident can keep your capacity lean without risk of running out of space.

| Learn more about @ Astra Trident

3 Copy Insight Link

Hier kdnnen Sie auch bequem einen Link zu diesem Insight kopieren, die Seite mit einem Lesezeichen
versehen oder sie einfach mit lhrem Team teilen.

Einblicke: ONTAP Cold Storage zuruckgewinnen

Der Reclaim ONTAP Cold Storage Insight bietet Daten zur Kaltkapazitat, zu potenziellen
Kosten-/Stromeinsparungen und empfohlenen Aktionselementen fir Volumes auf ONTAP
Systemen.

Um diese Insights anzuzeigen, navigieren Sie zu Dashboards > Insights und werfen Sie einen Blick auf den

Insight ,Reclaim ONTAP Cold Storage“. Beachten Sie, dass dieser Insight betroffene Speicher nur auflistet,
wenn Data Infrastructure Insights Cold Storage erkannt hat. Andernfalls wird die Meldung ,Entwarnung*”
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angezeigt.

Beachten Sie, dass Kaltedaten, die juinger als 30 Tage sind, nicht angezeigt werden.

Reclaim ONTAP Cold Storage (3)

Description Cold data storage(TiB) Workloads with cold data Detected 1
0.30 TiB of cold data on storage rtp-sa-cl04 0.30 45 an hour ago
1.22 TiB of cold data on storage umeng- 1.22 84 16 days ago
aff300-01-02

11.62 TiB of cold data on storage rtp-sa-cl01  11.62 171 16 days ago

Die Insight-Beschreibung gibt einen schnellen Hinweis auf die Menge der als ,kalt* erkannten Daten und auf
welchem Speicher sich diese Daten befinden. Die Tabelle enthalt aulierdem eine Zahlung der Workloads mit
kalten Daten.

Wenn Sie einen Insight aus der Liste auswahlen, wird eine Seite mit weiteren Details gedffnet, darunter
Empfehlungen zum Verschieben von Daten in die Cloud oder zum Herunterfahren unisierter Datentrager sowie
geschatzte Kosten- und Energieeinsparungen, die Sie moglicherweise durch die Umsetzung dieser
Empfehlungen erzielen kdnnten. Die Seite bietet sogar einen praktischen Link zu"TCO-Rechner von NetApp"
Sie kdnnen also mit den Zahlen experimentieren.

150 Workloads on storage rtp-sa-cl01 contains a total of 9.5 TiB of Detectad: 2 m°"th“8°ij=§ﬁ\j‘g
[ cold data. May 19, 2023 10:05AM

R You could lower costs 9.3%: a year and reduce your carbon footprint by moving cold storage to the cloud.

Move 9.5 TiB of data to the cloud

@ Current Storage (TiB) &

Hold or cycle down available storage

- kWh
Estimated Yearly kWh Reduction
Cost Savings™ Yearly Savings™ 10 TiB of HDDs = 368.73 kWh per year **
$9,728.00 . 368.73 kWh
o
Opfimized

(Estimate)
9.1

*Visit the NetApp TCO Calculator [ for your actual cost savings. ** Based on average disk power consumption
Goto Annotation Page [ to edit the cloud tier cost in the tier annotation.

Empfehlungen

Erweitern Sie auf der Insight-Seite die Empfehlungen, um die folgenden Optionen zu erkunden:
 Verschieben Sie ungenutzte Workloads (Zombies) auf eine kostenglinstigere Speicherebene (HDD).
Suchen Sie mithilfe der Zombie-Flagge, des Cold Storage und der Anzahl der Tage die kalteste und grofite
Datenmenge und verschieben Sie die Arbeitslast auf eine kostenglinstigere Speicherebene (z. B. einen
Speicherpool mit Festplattenspeicher). Eine Arbeitslast wird als ,Zombie“ betrachtet, wenn sie 30 Tage
oder langer keine nennenswerten E/A-Anfragen erhalten hat.

» Ldschen Sie nicht verwendete Workloads

Uberpriifen Sie, welche Workloads nicht verwendet werden, und ziehen Sie in Erwagung, sie zu
archivieren oder aus dem Speichersystem zu entfernen.

« Ziehen Sie die Fabric Pool-Lésung von NetApp in Betracht
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NetApps"Fabric Pool-Losung” verteilt kalte Daten automatisch auf kostenglinstigen Cloud-Speicher und
erhoht so die Effizienz lhrer Leistungsebene und bietet Remote-Datenschutz.

Visualisieren und erkunden

Die Diagramme und Tabellen liefern zusatzliche Trendinformationen und ermdglichen lhnen, die einzelnen
Arbeitslasten genauer zu untersuchen.

Cluster Cold Storage Trend Show Details

Cold Data (TiB)
15

13. May 14. May 13. May 16. May 17. May

W HOD W SSD M Virtual Disk

Cold Storage by Days Cold (TiB)
10

Cold = 120 days Cold » 90 days Cold = 60 days Cold = 30 days
0TIB 0 TiB 0TiB 95TiB
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Workloads with cold data (150) € viewallworkloads = Filter.,

Workloads # Days T Total Size Cold Data Percent Is Zombie ﬂ Disk Type
cold (GiB) Size (GiB) Cold (%)

SelectPool 31 8,1%2.00 1,714.21 20.93 NA SAS
nj_UCS_VMw_Infrastruct 31 5,120.00 934.74 18.26 NA SAS
ure

Oracle_SAP_DS_220 31 2,048.00 B61.97 42.09 NA 55D
rtp_sa_workspace 31 13,000.00 741.32 5.70 A SAS
vc220_migrate 31 4,311.58 685.30 15.89 NA SAS
HO1_shared 31 998.25 646.55 64.77 NA S50
ProdSelectPool 31 8,1%2.00 555.30 6.78 NA SAS
vcenter_migrate 31 6,144.00 475,55 7.75 A SAS
rip_sa_mgmt_apps 31 4,096.00 440,26 10.97 NA SAS
SOFTWARE 31 600.00 365.34 60.92 NA SAS
DP_Migrate 31 7,168.00 347.20 4,84 NA SAS

Monitore und Warnungen

Alarmierung mit Monitoren

Konfigurieren Sie Monitore, um Leistungsschwellenwerte, Protokollereignisse und
Anomalien in lhren Infrastrukturressourcen zu verfolgen. Erstellen Sie benutzerdefinierte
Warnungen fur Metriken wie Knotenschreiblatenz, Speicherkapazitat oder
Anwendungsleistung und erhalten Sie Benachrichtigungen, wenn diese Bedingungen
erfullt sind.

Mithilfe von Monitoren kénnen Sie Schwellenwerte fir Metriken festlegen, die von ,Infrastruktur‘-Objekten wie
Speicher, VM, EC2 und Ports generiert werden, sowie fur ,Integration“-Daten, wie sie beispielsweise flur
Kubernetes, erweiterte ONTAP -Metriken und Telegraf-Plugins erfasst werden. Diese metrischen Monitore
warnen Sie, wenn Warnschwellen oder kritische Schwellenwerte tberschritten werden.

Sie kénnen auch Monitore erstellen, um Warnungen auf Warn-, kritischer oder informativer Ebene auszultsen,
wenn bestimmte Protokollereignisse erkannt werden.

Data Infrastructure Insights bietet eine Reihe von"Systemdefinierte Monitore" auch basierend auf lhrer
Umgebung.

Best Practice fiir die Sicherheit

Die Warnmeldungen von Data Infrastructure Insights sollen Datenpunkte und Trends zu lhrem Mandanten
hervorheben. AuRerdem kdnnen Sie mit Data Infrastructure Insights eine beliebige gtiltige E-Mail-Adresse als
Warnmeldungsempfanger eingeben. Wenn Sie in einer sicheren Umgebung arbeiten, achten Sie besonders
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darauf, wer die Benachrichtigung erhalt oder anderweitig Zugriff auf die Warnung hat.
Metrik- oder Protokollmonitor?
1. Klicken Sie im Menii ,Data Infrastructure Insights® auf Warnungen > Monitore verwalten
Die Seite mit der Monitorliste wird angezeigt und zeigt die aktuell konfigurierten Monitore.

2. Um einen vorhandenen Monitor zu andern, klicken Sie in der Liste auf den Monitornamen.

3. Um einen Monitor hinzuzufiigen, klicken Sie auf + Monitor.

Metric Monitor A

Set the high and low e g /f -0 Use when you know
v parameters that will = @ / -\K PN the upperand lower
trigger an alert if i — = operatingrange
'} exceeded
’ Jse wh
§ Use when you want
Log Monitor e ) :
{  Monitor logs and to trigger alerts in
' : A A

response to log

configure alerts ;
0 activity

Wenn Sie einen neuen Monitor hinzufiigen, werden Sie aufgefordert, einen Metrikmonitor oder einen
Protokollmonitor zu erstellen.

o Metric Uberwacht Warnungen bei infrastruktur- oder leistungsbezogenen Auslésern
o Log Uberwacht Warnungen bei protokollbezogenen Aktivitaten

Nachdem Sie lhren Monitortyp ausgewahlt haben, wird das Dialogfeld ,Monitorkonfiguration“ angezeigt.
Die Konfiguration variiert je nach dem von Ihnen erstellten Monitortyp.

Metrikmonitor

1. Suchen Sie in der Dropdown-Liste nach einem zu Uberwachenden Objekttyp und einer Metrik und wéahlen
Sie diese aus.

Sie koénnen Filter festlegen, um einzugrenzen, welche Objektattribute oder Metriken Uberwacht werden sollen.
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o Select a metric to monitor

netapp_ontap.aggregate.cp_reads

FilterBy B
Group k_

Metrics -
Unit Disple

cp_read_blocks
cp_reads
data_compaction_space_saved

data_compaction_space_saved_percent

size_total !

T
Beim Arbeiten mit Integrationsdaten (Kubernetes, ONTAP Advanced Data usw.) entfernt die Metrikfilterung die
einzelnen/nicht GUbereinstimmenden Datenpunkte aus der dargestellten Datenreihe. Bei Infrastrukturdaten
(Speicher, VM, Ports usw.) hingegen arbeiten Filter mit dem aggregierten Wert der Datenreihe und entfernen
moglicherweise das gesamte Objekt aus dem Diagramm.

Metrikmonitore gelten fir Inventarobjekte wie Speicher, Switch, Host, VM usw. sowie flr Integrationsmetriken
wie ONTAP Advanced oder Kubernetes-Daten. Beachten Sie beim Uberwachen von Inventarobjekten, dass
Sie keine ,Gruppieren nach“-Methode auswahlen kénnen. Bei der Uberwachung von Integrationsdaten ist
jedoch eine Gruppierung zulassig.

Multi-Condition-Monitore

Sie kdnnen Ihren Metrikmonitor durch Hinzuflgen einer zweiten Bedingung weiter verfeinern. Erweitern Sie
einfach die Eingabeaufforderung ,+Sekundare Metrikbedingung hinzufligen® und konfigurieren Sie die
zusatzliche Bedingung.

£\ Warning @ critical
Alertifthe iops.read is = (greaterthan) « 1000 10/5 andfor Warning ar Critical requirec I0/s occurring Once ¥
AND  iops.total w | | > |(greaterthan) Value requirad 1ofs il

Der Monitor gibt einen Alarm aus, wenn beide Bedingungen erfillt sind.

Beachten Sie, dass Sie eine zweite Bedingung nur mit einem ,UND* verkntpfen kénnen. Sie kdnnen nicht
wahlen, ob Sie bei der einen ODER der anderen Bedingung eine Warnung erhalten méchten.
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Definieren Sie die Bedingungen des Monitors.

1. Nachdem Sie das zu tUberwachende Objekt und die Metrik ausgewahlt haben, legen Sie die
Schwellenwerte fur die Warnstufe und/oder die kritische Stufe fest.

2. Geben Sie fir die Warnstufe in unserem Beispiel 200 ein. Die gestrichelte Linie, die diese Warnstufe
anzeigt, wird im Beispieldiagramm angezeigt.

3. Geben Sie fir die Stufe Kritisch den Wert 400 ein. Die gestrichelte Linie, die diesen kritischen Pegel
anzeigt, wird im Beispieldiagramm angezeigt.

Das Diagramm zeigt historische Daten. Die Warn- und Kritisch-Level-Linien im Diagramm sind eine
visuelle Darstellung des Monitors, sodass Sie leicht erkennen kénnen, wann der Monitor in jedem Fall eine
Warnung ausldsen kénnte.

4. WWahlen Sie fur das Auftretensintervall Kontinuierlich fiir einen Zeitraum von 15 Minuten.

Sie kénnen wahlen, ob Sie einen Alarm auslésen mdchten, sobald ein Schwellenwert Gberschritten wird,
oder ob Sie warten mochten, bis der Schwellenwert Uber einen bestimmten Zeitraum hinweg kontinuierlich
Uberschritten wurde. In unserem Beispiel mdchten wir nicht jedes Mal benachrichtigt werden, wenn die
Gesamt-IOPS den Warn- oder kritischen Wert Uberschreiten, sondern nur, wenn ein Uberwachtes Objekt
mindestens 15 Minuten lang kontinuierlich einen dieser Werte Gberschreitet.

£ Warning © Critical
Alertifthe jopstotalis > (greaterthan) ¥ 2500 [0/s and/or 3500 10fs

Occuring Continuously ¥ |forsperiodof 15 minutes ¥

fops.total (10/¢)

= i - S5 e e e ke, M = ~ il = e N
[ = M S S S e~ -—-«fj\h N e e e e e e N N NG o

6:00 PM 8:00 FM 10:00 PV 11. Oct 2:00 AM 4:00 AM 6:00 &AM B:00 AM 10:00 AM 12:00 PM

Chart Displaying Top ~ 0 - Overthe | Last24 Hours +

Definieren des Alarmauflésungsverhaltens

Sie kbnnen auswahlen, wie eine Metrikiiberwachungswarnung aufgel6st wird. Ihnen stehen zwei Méglichkeiten
zur Verflgung:

* Ldsen Sie das Problem, wenn die Metrik wieder in den akzeptablen Bereich zuriickkehrt.

» Losen Sie das Problem, wenn die Metrik flr einen bestimmten Zeitraum (von 1 Minute bis 7 Tagen) im
akzeptablen Bereich liegt.

Protokollmonitor

Wahlen Sie beim Erstellen eines Protokollmonitors zunachst aus der verfligbaren Protokollliste aus, welches
Protokoll Gberwacht werden soll. Anschlielend kdnnen Sie wie oben beschrieben anhand der verfligbaren
Attribute filtern. Sie kbnnen auch ein oder mehrere ,Gruppieren nach“-Attribute auswahlen.

@ Der Log-Monitor-Filter darf nicht leer sein.
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o Select the log to monitor

Log Source | logs.netapp.ems

Filter By - ems.ems_message_type |  NbladevscanConnBackPressure X ¥ X ems.cluster_vendor | | Netipp X v X
ems.cluster_model AFF* % | Asa x | Fovm x v X Q
Group By ems.cluster_uuid X ems.cluster vendor X ems.cluster_model X ems.cluster_name X -

ems.svm_uuid X  ems.svm_name X

Definieren Sie das Alarmverhalten

Sie kdnnen den Monitor so erstellen, dass er mit dem Schweregrad Kritisch, Warnung oder Informativ warnt,
wenn die oben definierten Bedingungen einmal (also sofort) eintreten, oder mit der Warnung warten, bis die
Bedingungen zweimal oder oOfter eintreten.

Definieren des Alarmauflésungsverhaltens

Sie kénnen auswahlen, wie eine Warnung des Protokollmonitors aufgeldst wird. Ihnen stehen drei
Auswahimdglichkeiten zur Verfigung:

« Sofort I6sen: Der Alarm wird sofort geldst, es sind keine weiteren MalRnahmen erforderlich
« Auflésung basierend auf Zeit: Der Alarm wird nach Ablauf der angegebenen Zeit aufgeldst

» Auflosung basierend auf Protokolleintrag: Der Alarm wird aufgeldst, wenn eine nachfolgende
Protokollaktivitat aufgetreten ist. Beispielsweise wenn ein Objekt als ,verfiigbar” protokolliert wird.

(O Resolve instantly
(O Resolve based on time

(®) Resolve based on log entry

Log Source

Filter By - ems.ems_message_type [RJEaselCYettill A0 v X

Anomalieerkennungsmonitor

1. Suchen Sie in der Dropdown-Liste nach einem zu tiberwachenden Objekttyp und einer Metrik und wahlen

Sie diese aus.

Sie kdnnen Filter festlegen, um einzugrenzen, welche Objektattribute oder Metriken iberwacht werden sollen.
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o Select a metric anomaly to monitor

Object | Storage ¥ Metric | iops.total v

Filter by Attribute (7]
Filter by Metric (7]

Group by  Storage v

Unit Displayed In | Whole Number +

Definieren Sie die Bedingungen des Monitors.

1. Nachdem Sie das zu Uberwachende Objekt und die Metrik ausgewahlt haben, legen Sie die Bedingungen
fest, unter denen eine Anomalie erkannt wird.

o Wahlen Sie, ob eine Anomalie erkannt werden soll, wenn die gewahlte Metrik die vorhergesagten
Grenzen uberschreitet, unterschreitet oder liber oder unterschreitet.

o Stellen Sie die Empfindlichkeit der Erkennung ein. Niedrig (weniger Anomalien werden erkannt),
Mittel oder Hoch (mehr Anomalien werden erkannt).

o Stellen Sie die Warnungen auf Warnung oder Kritisch ein.

> Bei Bedarf kbnnen Sie das Rauschen reduzieren und Anomalien ignorieren, wenn die gewahlte Metrik
unter einem von Ihnen festgelegten Schwellenwert liegt.
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o Define the monitor's conditions

Trigger alert when performance.iops.total = Spikesabove ¥ | the predicted bounds.
Set sensitivity: | Low [detect fewer anomalies) ¥

Alert severityr | Critical =

To reduce noise, ignore anomalies when performance.iops.total is below = Cptionz 10/s

iopstotal (10/s)
100k

50k
b | M
C aivs LIy R e
p e e e e e e e L e e e e B e S Sazssea LISHEE00 e
6:00 PM .00 PM 9. Aug 3.00 AM 6:00 AN 9.00 &AM 12:00 PM 3.00 PM
Chart Displaying Top * 0 - Overthe  Last24 Hours ¥

Benachrichtigungstyp und Empféanger auswahlen

Im Abschnitt ,Teambenachrichtigung(en) einrichten* kdnnen Sie auswahlen, ob lhr Team per E-Mail oder
Webhook benachrichtigt werden soll.

o Set up team notification(s) (alert your team via email, or Webhook)

Add Delivery Method +
Email

Webhook
Benachrichtigung per E-Mail:

Geben Sie die E-Mail-Empfanger fir Warnbenachrichtigungen an. Bei Bedarf konnen Sie fir Warnungen oder
kritische Alarme unterschiedliche Empfanger auswahlen.
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o Set up team notification(s)

Email Notify team on Add Recipients (Required)
Critical, Resolved v user_l@email.com X user_2@email.com X
Critical .
Resolved 13
Email Notify team on Add Recipients (Required)
Warning v user_3@email.com X

Alarmierung per Webhook:

Geben Sie den/die Webhook(s) fir Warnbenachrichtigungen an. Bei Bedarf kbnnen Sie verschiedene
Webhooks fir Warnungen oder kritische Alarme auswahlen.

o Set up team notification(s) (alert your team via email, or Webhook

Slack

By Webhook Notify team on Use Webhook(s)
Critical - Slack ®  Teams x v

Notify team on Use Webhook(s)
Resolved - Slack x Teams x A

Notify team on Use Webhook(s)

Waming v Slack % Teams X v

ONTAP Data Collector-Benachrichtigungen haben Vorrang vor allen spezifischen Monitor-
Benachrichtigungen, die fir den Cluster/Data Collector relevant sind. Die Empfangerliste, die

@ Sie fur den Datensammler selbst festlegen, erhalt die Warnungen des Datensammlers. Wenn
keine aktiven Datensammlerwarnungen vorliegen, werden vom Monitor generierte Warnungen
an bestimmte Monitorempfanger gesendet.

Festlegen von KorrekturmafRnahmen oder zusiatzlichen Informationen

Sie kdnnen eine optionale Beschreibung sowie zusatzliche Erkenntnisse und/oder Korrekturmal3nahmen
hinzufiigen, indem Sie den Abschnitt Warnungsbeschreibung hinzufiigen ausfiillen. Die Beschreibung kann
bis zu 1024 Zeichen lang sein und wird mit der Warnung gesendet. Das Feld
~Erkenntnisse/Korrekturmallnahmen* kann bis zu 67.000 Zeichen umfassen und wird im
Zusammenfassungsbereich der Zielseite der Warnung angezeigt.

In diesen Feldern kdnnen Sie Notizen, Links oder Schritte zur Korrektur oder anderweitigen Bearbeitung der
Warnung angeben.

Sie kdnnen einer Alarmbeschreibung jedes beliebige Objektattribut (z. B. den Speichernamen) als Parameter
hinzufigen. Sie kénnen beispielsweise Parameter fir den Volumenamen und den Speichernamen in einer
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Beschreibung wie folgt festlegen: ,Hohe Latenz fiir Volume: % %relatedObject.volume.name%%, Speicher:
% %relatedObject.storage.name % %".

o Add an alert description (optional)

Add a description

Add insights and e
corrective actions T e e

Speichern Sie lhren Monitor

1. Falls gewinscht, kdnnen Sie eine Beschreibung des Monitors hinzufligen.

2. Geben Sie dem Monitor einen aussagekraftigen Namen und klicken Sie auf Speichern.

Ihr neuer Monitor wird der Liste der aktiven Monitore hinzugefugt.

Monitorliste
Auf der Seite ,Monitor” werden die aktuell konfigurierten Monitore aufgelistet und Folgendes angezeigt:

* Monitorname
» Status
+ Uberwachtes Objekt/Metrik

* Bedingungen des Monitors
Sie kdnnen die Uberwachung eines Objekttyps voriibergehend anhalten, indem Sie auf das Menii rechts
neben dem Monitor klicken und Pause auswéhlen. Wenn Sie bereit sind, die Uberwachung fortzusetzen,
klicken Sie auf Fortsetzen.

Sie kdnnen einen Monitor kopieren, indem Sie im Menu Duplizieren auswahlen. Anschlieliend kénnen Sie
den neuen Monitor modifizieren und Objekt/Metrik, Filter, Bedingungen, E-Mail-Empfanger usw. andern.

Wenn ein Monitor nicht mehr bendtigt wird, kdnnen Sie ihn I6schen, indem Sie im Meni Léschen auswahlen.

Monitorgruppen

Durch Gruppieren kénnen Sie zusammengehdrige Monitore anzeigen und verwalten. Sie kbnnen
beispielsweise eine Monitorgruppe speziell fir den Speicher Ihres Mandanten einrichten oder Monitore, die fir
eine bestimmte Empfangerliste relevant sind.

83



Monitor Groups (5) 4

Q

All Monitors (5

Die folgenden Monitorgruppen werden angezeigt. Die Anzahl der in einer Gruppe enthaltenen Monitore wird
neben dem Gruppennamen angezeigt.

» Alle Monitore listet alle Monitore auf.

* Benutzerdefinierte Monitore listet alle vom Benutzer erstellten Monitore auf.

* Angehaltene Monitore listet alle Systemmonitore auf, die von Data Infrastructure Insights angehalten
wurden.

 Data Infrastructure Insights zeigt auch eine Reihe von System Monitor Groups an, die eine oder mehrere
Gruppen von"systemdefinierte Monitore" , einschliel3lich ONTAP -Infrastruktur- und Workload-Monitoren.

Benutzerdefinierte Monitore kdbnnen angehalten, fortgesetzt, geldéscht oder in eine andere
Gruppe verschoben werden. Systemdefinierte Monitore kdnnen angehalten und fortgesetzt,
aber nicht geldscht oder verschoben werden.

Hangende Monitore

Diese Gruppe wird nur angezeigt, wenn Data Infrastructure Insights einen oder mehrere Monitore angehalten
hat. Ein Monitor kann ausgesetzt werden, wenn er ibermaRig viele oder kontinuierliche Warnungen generiert.
Wenn es sich bei dem Monitor um einen benutzerdefinierten Monitor handelt, andern Sie die Bedingungen, um
die kontinuierliche Alarmierung zu verhindern, und setzen Sie den Monitor dann fort. Der Monitor wird aus der
Gruppe ,Angehaltene Monitore* entfernt, wenn das Problem, das zur Anhaltung gefihrt hat, behoben ist.

Systemdefinierte Monitore

Diese Gruppen zeigen die von Data Infrastructure Insights bereitgestellten Monitore an, sofern lhre Umgebung
die von den Monitoren benétigten Gerate und/oder Protokollverfiigbarkeit enthalt.

Systemdefinierte Monitore kdnnen nicht geandert, in eine andere Gruppe verschoben oder geléscht werden.
Sie kdnnen jedoch einen Systemmonitor duplizieren und das Duplikat andern oder verschieben.

Systemmonitore kdnnen Monitore fir die ONTAP Infrastruktur (Speicher, Volume usw.) oder Workloads (d. h.

Protokollmonitore) oder andere Gruppen umfassen. NetApp wertet standig die Kundenbedirfnisse und
Produktfunktionen aus und aktualisiert oder erganzt Systemmonitore und -gruppen nach Bedarf.
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Benutzerdefinierte Monitorgruppen

Sie kénnen Ihre eigenen Gruppen erstellen, um Monitore entsprechend Ihren Anforderungen zu enthalten.
Beispielsweise mochten Sie moglicherweise eine Gruppe fiir alle lhre speicherbezogenen Monitore.

Um eine neue benutzerdefinierte Monitorgruppe zu erstellen, klicken Sie auf die Schaltflache "+" Neue
Monitorgruppe erstellen. Geben Sie einen Namen fur die Gruppe ein und klicken Sie auf Gruppe erstellen.
Es wird eine leere Gruppe mit diesem Namen erstellt.

Um Monitore zur Gruppe hinzuzufligen, gehen Sie zur Gruppe ,Alle Monitore* (empfohlen) und flihren Sie
einen der folgenden Schritte aus:

* Um einen einzelnen Monitor hinzuzufiigen, klicken Sie auf das Ment rechts neben dem Monitor und
wahlen Sie Zur Gruppe hinzufiigen. Wahlen Sie die Gruppe aus, zu der der Monitor hinzugefligt werden
soll.

* Klicken Sie auf den Monitornamen, um die Bearbeitungsansicht des Monitors zu 6ffnen, und wahlen Sie im
Abschnitt Mit einer Monitorgruppe verkniipfen eine Gruppe aus.

o Associate to a monitor group (optional

ONTAFP Monitors -

Entfernen Sie Monitore, indem Sie auf eine Gruppe klicken und im Menu ,Aus Gruppe entfernen® auswahlen.
Sie kdnnen keine Monitore aus der Gruppe ,Alle Monitore” oder ,Benutzerdefinierte Monitore” entfernen. Um
einen Monitor aus diesen Gruppen zu I6schen, missen Sie den Monitor selbst I6schen.

Durch das Entfernen eines Monitors aus einer Gruppe wird der Monitor nicht aus Data

@ Infrastructure Insights geléscht. Um einen Monitor vollstandig zu entfernen, wahlen Sie den
Monitor aus und klicken Sie auf Léschen. Dadurch wird es auch aus der Gruppe entfernt, zu der
es gehorte, und steht keinem Benutzer mehr zur Verfliigung.

Sie kénnen einen Monitor auf die gleiche Weise auch in eine andere Gruppe verschieben, indem Sie In
Gruppe verschieben auswahlen.

Um alle Monitore einer Gruppe gleichzeitig anzuhalten oder fortzusetzen, wahlen Sie das Menu fiir die Gruppe
aus und klicken Sie auf Pause oder Fortsetzen.

Verwenden Sie dasselbe Menl, um eine Gruppe umzubenennen oder zu I6schen. Durch das Léschen einer

Gruppe werden die Monitore nicht aus Data Infrastructure Insights geléscht. Sie sind weiterhin unter ,Alle
Monitore® verflgbar.
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Q Agent Monitors &)
All Monitors (4)

custom Monitors (4)

Agant Monitors (3) H

Pause
Resume
Rename

Delete

Systemdefinierte Monitore

Data Infrastructure Insights umfasst eine Reihe systemdefinierter Monitore fiir Metriken und Protokolle. Die
verfugbaren Systemmonitore hangen von den auf Ihrem Mandanten vorhandenen Datensammlern ab. Aus
diesem Grund kénnen sich die in Data Infrastructure Insights verfligbaren Monitore andern, wenn
Datensammler hinzugefugt oder ihre Konfigurationen geadndert werden.

Sehen Sie sich die"Systemdefinierte Monitore" Seite mit Beschreibungen der in Data Infrastructure Insights
enthaltenen Monitore.

Weitere Informationen

* "Anzeigen und Verwerfen von Warnungen"

Anzeigen und Verwalten von Warnungen von Monitoren

Data Infrastructure Insights zeigt Warnungen an, wenn"uberwachte Schwellenwerte"
uberschritten werden.

Monitore und Warnungen sind in der Data Infrastructure Insights Standard Edition und héher
verflgbar.

Anzeigen und Verwalten von Warnungen

Gehen Sie wie folgt vor, um Warnungen anzuzeigen und zu verwalten.

1. Navigieren Sie zur Seite Warnungen > Alle Warnungen.

2. Es wird eine Liste mit bis zu 1.000 der letzten Warnungen angezeigt. Sie kbnnen diese Liste nach jedem
Feld sortieren, indem Sie auf die Spaltentberschrift des Felds klicken. Die Liste zeigt die folgenden
Informationen an. Beachten Sie, dass nicht alle dieser Spalten standardmaRig angezeigt werden. Sie
kénnen die anzuzeigenden Spalten auswahlen, indem Sie auf das Zahnradsymbol klicken:

o Alarm-ID: Vom System generierte eindeutige Alarm-ID
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o Auslosezeit: Der Zeitpunkt, zu dem der entsprechende Monitor den Alarm ausgeldst hat

o Aktueller Schweregrad (Registerkarte ,Aktive Warnungen®): Der aktuelle Schweregrad der aktiven
Warnung

o Hochster Schweregrad (Registerkarte ,Behobene Warnungen®): Der maximale Schweregrad der
Warnung, bevor sie behoben wurde.

o Monitor: Der Monitor, der zum Ausldsen des Alarms konfiguriert ist

o Ausgeldst am: Das Objekt, bei dem der Uberwachte Schwellenwert Uberschritten wurde

o Status: Aktueller Alarmstatus, Neu oder In Bearbeitung

o Aktivstatus: Aktiv oder Geldst

> Bedingung: Die Schwellenwertbedingung, die den Alarm ausgel6st hat

o Metrik: Die Metrik des Objekts, bei der der Uberwachte Schwellenwert Gberschritten wurde

o Monitorstatus: Aktueller Status des Monitors, der den Alarm ausgeldst hat

> Hat KorrekturmaBnahmen: Die Warnung hat KorrekturmaRnahmen vorgeschlagen. Offnen Sie die

Warnseite, um diese anzuzeigen.

Sie kénnen eine Warnung verwalten, indem Sie auf das Men( rechts neben der Warnung klicken und eine der
folgenden Optionen auswahlen:

* In Bearbeitung, um anzuzeigen, dass die Warnung untersucht wird oder aus anderen Griinden offen
gehalten werden muss

» Ablehnen, um die Warnung aus der Liste der aktiven Warnungen zu entfernen.

Sie kbnnen mehrere Warnungen verwalten, indem Sie das Kontrollkastchen links neben jeder Warnung
aktivieren und auf ,Status ausgewahlter Warnungen andern® klicken.

Durch Klicken auf eine Alarm-ID wird die Alarmdetailseite gedffnet.

Alarmdetailbereich

Wahlen Sie eine beliebige Alarmzeile aus, um das Detailfenster des Alarms zu 6ffnen. Das Alarmdetailfenster
bietet zusatzliche Einzelheiten zum Alarm, darunter eine Zusammenfassung, einen Abschnitt Leistung mit
Diagrammen zu den Daten des Objekts, alle zugehérigen Assets und Kommentare, die von den
Alarmermittlern eingegeben wurden.
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Metric Alert

© Critical Alert AL-14930837 (ACTIVE

Triggered On
Storage:
CI-GDL1-Ontap-fasg8080

Monitor
altimeout

Description
No Description Provided

Status

New

Alert Summary Alert Attributes

iops.total (10/s)

9:30 AM 9:40 AM 9:50 AM

B Collapse Details

Details

Top Severity: Critical

Condition: Average iops.total is > (greater than) 1,700 10/s and/or 2,000 10/s all the time in 15-minute window.

Attributes

Filters Applied: N/A

Resoluton conditions
Resolve when metric is within acceptable range for 10 mins

Time

Triggered time: Jun 3, 2025 10:44 AM  Duration: 17m (Active)

10:00 AM

Warnmeldungen bei fehlenden Daten

10:10 AM

10:20 AM

Jun 03,2025 09:29 AM - 10:47 AM & Settings -

10:30 AM

10:40 AM

Um in einem Echtzeitsystem wie Data Infrastructure Insights die Analyse eines Monitors auszulésen und zu

entscheiden, ob eine Warnung generiert werden soll, verlassen wir uns auf eines von zwei Dingen:

 der ndchste ankommende Datenpunkt

« ein Timer, der ausgelost wird, wenn kein Datenpunkt vorhanden ist und Sie lange genug gewartet haben

Wie bei langsamem Dateneingang — oder keinem Dateneingang — muss der Zeitgebermechanismus

eingreifen, da die Dateneingangsrate nicht ausreicht, um Warnungen in ,Echtzeit” auszul6sen. Daher lautet die
Frage normalerweise: ,Wie lange muss ich warten, bevor ich das Analysefenster schlief3e und mir ansehe,
was ich habe?* Wenn Sie zu lange warten, generieren Sie die Warnungen nicht schnell genug, um nitzlich zu
sein.

Wenn Sie einen Monitor mit einem 30-Minuten-Fenster haben, der erkennt, dass eine Bedingung durch den
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letzten Datenpunkt vor einem langfristigen Datenverlust verletzt wurde, wird eine Warnung generiert, da der
Monitor keine anderen Informationen erhalten hat, um eine Wiederherstellung der Metrik zu bestatigen oder
festzustellen, dass die Bedingung weiterhin besteht.

,Dauerhaft aktive* Warnungen

Es ist mdglich, einen Monitor so zu konfigurieren, dass die Bedingung flir das Gberwachte Objekt immer erfillt
ist — beispielsweise IOPS > 1 oder Latenz > 0. Diese werden oft als , Test“-Monitore erstellt und dann
vergessen. Solche Monitore erstellen Warnungen, die fur die einzelnen Objekte dauerhaft offen bleiben, was
mit der Zeit zu Systembelastungen und Stabilitatsproblemen flihren kann.

Um dies zu verhindern, schlie3t Data Infrastructure Insights alle ,dauerhaft aktiven“ Warnungen nach 7 Tagen
automatisch. Beachten Sie, dass die zugrunde liegenden Uberwachungsbedingungen moglicherweise
(wahrscheinlich) weiterhin bestehen bleiben, sodass fast sofort eine neue Warnung ausgegeben wird. Durch
das Schliel3en der ,immer aktiven“ Warnungen wird jedoch ein Teil der Systembelastung gemildert, die
andernfalls auftreten kann.

Konfigurieren von E-Mail-Benachrichtigungen

Sie kdnnen eine E-Mail-Liste flir abonnementbezogene Benachrichtigungen sowie eine
globale E-Mail-Liste mit Empfangern fur Benachrichtigungen Uber Verstolle gegen
Schwellenwerte der Leistungsrichtlinie konfigurieren.

Um die Einstellungen fir den Empfanger von Benachrichtigungs-E-Mails zu konfigurieren, gehen Sie zur Seite
Admin > Benachrichtigungen und wahlen Sie die Registerkarte E-Mail.

Subscription Notification Recipients

Send subscription related notifications to the following:
All Account Cwners

All Monitor & Optimize Administrators

Additional Email Addresses

name@email.com X

Save

Global Monitor Notification Recipients

Default email recipients for monitor related notifications:
[ All Account Owners

All Monitor & Optimize Administrators

[] Additional Email Addresses

Empfanger von Abonnementbenachrichtigungen

Um Empfanger flir abonnementbezogene Ereignisbenachrichtigungen zu konfigurieren, gehen Sie zum
Abschnitt ,Empfanger von Abonnementbenachrichtigungen®. Sie konnen festlegen, dass E-Mail-
Benachrichtigungen zu abonnementbezogenen Ereignissen an einen oder alle der folgenden Empfanger
gesendet werden:
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* Alle Kontoinhaber
* Alle Monitor & Optimize-Administratoren
» Zusatzliche E-Mail-Adressen, die Sie angeben

Im Folgenden finden Sie Beispiele flr die Arten von Benachrichtigungen, die gesendet werden kénnen, und fiir
Benutzeraktionen, die Sie ausfilhren kbnnen.

Benachrichtigung: Benutzeraktion:

Testversion oder Abonnement wurde aktualisiert Uberpriifen Sie die Abonnementdetails auf
der"Abonnement" Seite

Das Abonnement [duft in 90 Tagen ab. Das Wenn ,Automatische Verlangerung“ aktiviert ist, sind

Abonnement lauft in 30 Tagen ab. keine MaRRnahmen erforderlich. Wenden Sie sich an
den NetApp -Vertrieb, um das Abonnement zu
verlangern.

Testversion endet in 2 Tagen Testversion erneuern von"Abonnement" Seite. Sie

kdnnen eine Testversion einmal verlangern.
Kontaktieren Sie den NetApp -Vertrieb, um ein
Abonnement zu erwerben

Testversion oder Abonnement ist abgelaufen. Das Kontaktieren Sie den NetApp -Vertrieb, um ein
Konto wird in 48 Stunden keine Daten mehr sammeln. Abonnement zu erwerben
Das Konto wird nach 48 Stunden geldscht.

Um sicherzustellen, dass lhre Empfanger Benachrichtigungen von Data Infrastructure Insights
erhalten, figen Sie die folgenden E-Mail-Adressen zu allen Zulassungslisten hinzu:

+ accounts@service.cloudinsights.netapp.com

» DoNotReply@cloudinsights.netapp.com

Globale Empfangerliste fiir Warnmeldungen

Fir jede Aktion im Zusammenhang mit der Warnung werden E-Mail-Benachrichtigungen zu Warnungen an die
Warnungsempfangerliste gesendet. Sie kbnnen Warnbenachrichtigungen an eine globale Empfangerliste
senden.

Um globale Alarmempfanger zu konfigurieren, wahlen Sie die gewiinschten Empfanger im Abschnitt Globale
Monitor-Benachrichtigungsempfanger aus.

Sie kdnnen die globale Empfangerliste fir einen einzelnen Monitor jederzeit Uberschreiben, wenn Sie den
Monitor erstellen oder andern.

ONTAP Data Collector-Benachrichtigungen haben Vorrang vor allen spezifischen Monitor-
Benachrichtigungen, die fur den Cluster/Data Collector relevant sind. Die Empfangerliste, die

@ Sie fur den Datensammler selbst festlegen, erhalt die Warnungen des Datensammlers. Wenn
keine aktiven Datensammlerwarnungen vorliegen, werden vom Monitor generierte Warnungen
an bestimmte Monitorempfanger gesendet.

Bearbeiten von Benachrichtigungen fiir ONTAP

Sie kénnen Benachrichtigungen fir ONTAP Cluster andern, indem Sie auf einer Speicher-Landingpage im
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Dropdown-Men( oben rechts ,Benachrichtigungen bearbeiten“ auswahlen.

Z Edit ¥
Poll Again
Postpone 3 Days
Postpone 7 Days
Postpone 30 Days

Edit Motifications

Von hier aus kénnen Sie Benachrichtigungen fur kritische, Warn-, Informations- und/oder behobene Alarme
festlegen. Jedes Szenario kann die globale Empfangerliste oder andere von lhnen ausgewahlte Empfanger
benachrichtigen.
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Edit Notifications X

By Email
Notify team on Send to m
O clobal Monitor Recipient List
Critical, Warn... =
(® other Email Recipients
email@email.one %
email2@email2.two X |
Notify team on Send to m

ved (® Global Monitor Recipient List
Resolve hd

(O other Email Recipients

[ ] Bywebhook

Enable webhook notification to add recipients

Anomalieerkennungsmonitore

Die Anomalieerkennung bietet Einblick in unerwartete Anderungen in den Datenmustern
Ihres Mandanten. Eine Anomalie tritt auf, wenn sich das Verhaltensmuster eines Objekts
andert. Wenn beispielsweise ein Objekt mittwochs zu einer bestimmten Uhrzeit eine
bestimmte Latenz aufweist, die Latenz am darauffolgenden Mittwoch jedoch zu dieser
Uhrzeit Uber diesen Wert ansteigt, wird dieser Anstieg als Anomalie betrachtet. Data
Infrastructure Insights ermaoglicht die Erstellung von Monitoren, die beim Auftreten solcher
Anomalien eine Warnung ausgeben.

Die Anomalieerkennung eignet sich fiir Objektmetriken, die ein wiederkehrendes, vorhersehbares Muster

aufweisen. Wenn diese Objektmetriken tber oder unter die erwarteten Werte steigen, kann Data Infrastructure
Insights eine Warnung generieren, um eine Untersuchung einzuleiten.

92



Expert View ResetZoom  Display Metrics

Mean latency.read (ms) @ [ ] Show Full Anomaly Bounds Show Weekly Trend

9:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29.ul 12:30 AM 1:00 AM 1:30 AM 2:00 AM 230 AM 300 AM 3:30 AM

W curent [l 1Weekago [l 2Weeks ago

Was ist Anomalieerkennung?

Eine Anomalie tritt auf, wenn der Mittelwert einer Metrik um eine bestimmte Anzahl von
Standardabweichungen vom gewichteten Mittelwert dieser Metrik der letzten Wochen abweicht, wobei die
letzten Wochen starker gewichtet werden als die vorherigen Wochen. Data Infrastructure Insights bietet die
Maoglichkeit, Daten zu iberwachen und bei erkannten Anomalien eine Warnung auszugeben. Sie haben die
Méglichkeit, die Empfindlichkeitsstufen der Erkennung einzustellen. Eine hohere Empfindlichkeit liegt
beispielsweise vor, wenn der Mittelwert weniger Standardabweichungen vom Mittelwert aufweist und somit
mehr Warnungen generiert werden. Umgekehrt gilt: geringere Empfindlichkeit = mehr Standardabweichungen
vom Mittelwert = weniger Warnungen.

Die Uberwachung der Anomalieerkennung unterscheidet sich von der Schwellenwertiiberwachung.

« Schwellenwertbasierte Uberwachung funktioniert, wenn Sie vordefinierte Schwellenwerte fiir bestimmte
Metriken haben. Mit anderen Worten, wenn Sie ein klares Verstandnis davon haben, was erwartet wird (d.
h. innerhalb eines normalen Bereichs).

Metric Monitor

Set the high and low ©  Usewhenyou know
parameters that will ; A the upper and lower
trigger an alert if - operating range
exceeded

+ Bei der Uberwachung der Anomalieerkennung werden Algorithmen des maschinellen Lernens
verwendet, um Ausreiller zu identifizieren, die von der Norm abweichen, wenn die Definition von ,normal*
nicht klar ist.

Anomaly

Detection Monitor

trigger alerts against
Detect and be alerted

=== i\ performance spikes
to abnormal S - - —

performance changes

/\ Use when you want to

and drops

Wann benoétige ich eine Anomalieerkennung?

Die Uberwachung der Anomalieerkennung kann in vielen Situationen hilfreiche Warnungen liefern, darunter in
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den folgenden:

* Wenn die Definition von normal unklar ist. Beispielsweise kann es je nach Port zu unterschiedlich hohen
SAN-Fehlerraten kommen. Eine Warnung bei einem einzelnen Fehler ist unndtig und unauffallig, ein
plétzlicher oder deutlicher Anstieg kann jedoch auf ein weitverbreitetes Problem hinweisen.

* Wo es im Laufe der Zeit zu Veranderungen kommt. Arbeitslasten, die Saisonalitat aufweisen (d. h. zu
bestimmten Zeiten sind sie ausgelastet oder ruhig). Hierzu kbnnen unerwartete Ruhephasen gehéren, die
auf einen Batch-Stillstand hindeuten kdnnen.

* Arbeiten mit grolen Datenmengen, bei denen das manuelle Definieren und Anpassen von
Schwellenwerten unpraktisch ist. Beispielsweise ein Mandant mit einer grof3en Anzahl von Hosts und/oder
Volumes mit unterschiedlichen Arbeitslasten. Jeder hat moglicherweise andere SLAs, daher ist es wichtig
zu verstehen, welche die Norm Uberschreiten.

Erstellen eines Anomalieerkennungsmonitors

Um bei Anomalien Warnungen auszugeben, erstellen Sie einen Monitor, indem Sie zu Beobachtbarkeit >
Warnungen > +Monitor navigieren. Wahlen Sie Anomaly Detection Monitor als Monitortyp aus.

Metric Monitor .

Wahlen Sie das Objekt und die Metrik aus, die Sie Uberwachen mdéchten. Sie kdnnen Filter und Gruppierungen

Set the high and low
parameters that will
trigger an alert if

exceeded

Log Monitor
Monitor logs and
configure alerts

Anomaly
Detection Monitor
Detect and be alerted
to abnormal
performance changes

//\\—-"‘ B /‘\“\_—/

wie bei anderen Monitortypen festlegen.

Legen Sie als Nachstes die Bedingungen fiir den Monitor fest.

;r'.l '.I o

S

Use when you know
the upper and lower
operating range

Use when you want to
trigger alerts in
response to log

activity

Use when you want to
trigger alerts against
performance spikes
and drops

» Lésen Sie eine Warnung aus, wenn die ausgewahlte Metrik entweder tber die vorhergesagten Grenzen
steigt, unter diese Grenzen fallt oder beides.
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« Stellen Sie die Empfindlichkeit auf Mittel, Niedrig (es werden weniger Anomalien erkannt) oder Hoch (es
werden mehr Anomalien erkannt) ein.

» Bestimmen Sie, ob die Warnstufe Kritisch oder Warnung ist.

* Legen Sie optional einen Wert fest, unterhalb dessen Anomalien ignoriert werden. Dies kann zur
Larmreduzierung beitragen. Dieser Wert wird im Beispieldiagramm als gestrichelte Linie angezeigt.

o Define the monitor's conditions

Trigger alert when performance.iops.total Spikes above ¥ the predicted bounds.
Set sensitivity: | Low (detect fewer anomalies] =

Alertseverity: | Critical =

To reduce noise, ignore anomalies when performance.iops.total is below = 3000 13/s

iopstotal (10/s)
25k

20k
15k
10k

Sk

0 ———

600 PM 8:00 PM 2. Feb 300 AM 600 AM 5:00 AM 12:00 PM 300 PM

Chart Displaying Top * 0 - Overthe Last24 Hours *

AbschlieRend kénnen Sie eine Ubermittiungsmethode fiir die Warnungen konfigurieren (E-Mail, Webhook oder
beides), dem Monitor eine optionale Beschreibung oder Korrekturmaflinahmen zuweisen und den Monitor bei
Bedarf einer benutzerdefinierten Gruppe hinzuflgen.

Speichern Sie den Monitor unter einem aussagekraftigen Namen und fertig.

Nach der Erstellung analysiert der Monitor die Daten der vorherigen Woche, um eine erste Basislinie
festzulegen. Die Anomalieerkennung wird mit der Zeit und mit zunehmender Historie genauer.

Wenn ein Monitor erstellt wird, praft DIl alle vorhandenen Daten der vorherigen Woche auf
signifikante Datenspitzen oder -abfélle. Diese werden als Anomalien betrachtet. Wahrend der
ersten Woche nach der Monitorerstellung (der ,Lernphase®) besteht die Moglichkeit, dass es bei
@ den Warnungen zu verstarktem ,Rauschen“ kommt. Um dieses Rauschen zu mildern, werden
nur Spitzen oder Einbriiche, die langer als 30 Minuten andauern, als Anomalien betrachtet und
I6sen Warnungen aus. Wenn in der darauffolgenden Woche weitere Daten analysiert werden,

nimmt das Rauschen normalerweise ab und ein signifikanter Anstieg oder Abfall, der langer
anhalt, wird als Anomalie betrachtet.

Anzeigen der Anomalien

Auf einer Warnmeldungs-Landingpage werden Warnmeldungen, die bei der Erkennung von Anomalien
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ausgeldst werden, im Diagramm durch ein hervorgehobenes Band angezeigt, und zwar von dem Zeitpunkt an,
als die Metrik die vorhergesagten Grenzen Uberschritt, bis zu dem Zeitpunkt, als sie wieder innerhalb dieser
Grenzen lag.

Expert View ResetZoom | Display Metrics v

Mean latency.read (ms) @ || Show Full Anomaly Bounds Show Weekly Trend

9:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29.u 12:30 AM 1:00 AM 180 AM 2:00 AM 2:30 AM 2:00 AM 3:30 AM

W current [l 1Weekago [l 2Weeksago

Beim Anzeigen eines Anomaliediagramms auf einer Warnmeldungs-Zielseite kdnnen Sie die folgenden
Optionen auswahlen:

» Wochentlicher Trend: Vergleichen Sie Werte mit der gleichen Uhrzeit und dem gleichen Tag der vorherigen
Wochen fir bis zu 5 vorherige Wochen.

 Vollstandige Anomaliegrenzen: StandardmaRig konzentriert sich das Diagramm auf den Metrikwert, damit
Sie das Metrikverhalten besser analysieren kénnen. Wahlen Sie diese Option aus, um die vollstandigen
Anomaliegrenzen (Maximalwert usw.) anzuzeigen.

Sie kénnen auch Objekte anzeigen, die zur Anomalie beigetragen haben, indem Sie diese im Leistungsbereich
der Zielseite auswahlen. Das Diagramm zeigt das Verhalten der ausgewahlten Objekte.

Objects Contributing to the Anomaly

latency.total {ms)

250
Detection Window €

WW

4:35PM &40 PY 445 PM 450PM 455 PM 500PM 5:05 PM 5:10 PM 515 PM 5:20 PM 5:25PM 520 PM 535PM

Internal Volumes Value at Time of Detection {ms) 1 Change Over Detection Window (ms)

B vol_mysql_logs_1 176.92 499,82
W vol_mysql_logs_2 159.32 -3.24
B vol_mysql_logs 3 158.21 243
B vol_mysqgl_logs_4 127.93 +0.25
vol_mysgl_logs_5 126.40 +0.17
vol_mysql_logs_6 126,11 .20
Systemmonitore

Data Infrastructure Insights umfasst eine Reihe systemdefinierter Monitore fur Metriken
und Protokolle. Die verfugbaren Systemmonitore hangen von den auf lnrem Mandanten
vorhandenen Datensammlern ab. Aus diesem Grund kénnen sich die in Data
Infrastructure Insights verfugbaren Monitore andern, wenn Datensammler hinzugefugt
oder ihre Konfigurationen geandert werden.
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Viele Systemmonitore befinden sich standardmaRig im Status Pausiert. Sie kdbnnen einen
Systemmonitor aktivieren, indem Sie die Option Fortsetzen fiir den Monitor auswahlen. Stellen
Sie sicher, dass ,Erweiterte Zahlerdatenerfassung“ und ,ONTAP EMS-Protokollerfassung

@ aktivieren“ im Datensammler aktiviert sind. Diese Optionen finden Sie im ONTAP Data Collector

b Enable ONTAP EM5 log collection
g

unter Erweiterte Konfiguration: Opt in for Advanced Counter Data Collection rollout.

Inhaltsverzeichnis:[]

Monitorbeschreibungen

Systemdefinierte Monitore bestehen aus vordefinierten Metriken und Bedingungen sowie
Standardbeschreibungen und KorrekturmafRnahmen, die nicht gedndert werden kénnen. Sie k6nnen die
Benachrichtigungsempfangerliste fir systemdefinierte Monitore andern. Um die Kennzahlen, Bedingungen,
Beschreibungen und Korrekturmalinahmen anzuzeigen oder die Empfangerliste zu andern, 6ffnen Sie eine
systemdefinierte Monitorgruppe und klicken Sie in der Liste auf den Monitornamen.

Systemdefinierte Monitorgruppen kénnen nicht geandert oder entfernt werden.

Die folgenden systemdefinierten Monitore sind in den angegebenen Gruppen verflgbar.

* * ONTAP -Infrastruktur* umfasst Monitore fir infrastrukturbezogene Probleme in ONTAP Clustern.
* * ONTAP Workload-Beispiele* umfassen Monitore fir Workload-bezogene Probleme.

* Monitore in beiden Gruppen befinden sich standardmaflig im Status ,,Angehalten®.
Nachfolgend sind die Systemmonitore aufgefiihrt, die derzeit in Data Infrastructure Insights enthalten sind:
Metrische Monitore

Monitorname Schwere Monitorbeschreibung Korrekturmafnahme
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Hohe Auslastung der
Fiber Channel-Ports

98

KRITISCH

Fiber Channel Protocol-
Ports werden zum
Empfangen und
Ubertragen des SAN-
Verkehrs zwischen dem
Kundenhostsystem und
den ONTAP LUNs
verwendet. Eine hohe
Portauslastung fuhrt zu
einem Engpass und
beeintrachtigt letztendlich
die Leistung sensibler
Fiber Channel Protocol-
Workloads. ... Eine
Warnmeldung weist
darauf hin, dass geplante
MalRnahmen zum
Ausgleich des
Netzwerkverkehrs
ergriffen werden sollten.
... Eine kritische Meldung
weist darauf hin, dass
eine Dienstunterbrechung
unmittelbar bevorsteht
und Notfallmalnahmen
zum Ausgleich des
Netzwerkverkehrs
ergriffen werden sollten,
um die Dienstkontinuitat
sicherzustellen.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie sofortige MalRnahmen
ergreifen, um die
Dienstunterbrechung zu
minimieren: 1.
Verschieben Sie
Workloads auf einen
anderen FCP-Port mit
geringerer Auslastung. 2.
Beschranken Sie den
Datenverkehr bestimmter
LUNs auf unbedingt
erforderliche Aufgaben,
entweder Uber QoS-
Richtlinien in ONTAP oder
Uber die Konfiguration auf
Hostseite, um die
Auslastung der FCP-Ports
zu verringern. ... Wenn
der Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
MaRnahmen: 1.
Konfigurieren Sie mehrere
FCP-Ports zur Abwicklung
des Datenverkehrs,
sodass die Portauslastung
auf mehrere Ports verteilt
wird. 2. Verschieben Sie
Workloads auf einen
anderen FCP-Port mit
geringerer Auslastung. 3.
Beschranken Sie den
Datenverkehr bestimmter
LUNSs auf unbedingt
erforderliche Aufgaben,
entweder Uber QoS-
Richtlinien in ONTAP oder
Uber die Konfiguration auf
Hostseite, um die
Auslastung der FCP-Ports
zu verringern.



Lun-Latenz hoch

KRITISCH

LUNSs sind Objekte, die
den E/A-Verkehr
bedienen, der haufig von
leistungsempfindlichen
Anwendungen wie
Datenbanken verursacht
wird. Hohe LUN-Latenzen
bedeuten, dass die
Anwendungen selbst
darunter leiden und ihre
Aufgaben nicht erflllen
konnen. ... Eine
Warnmeldung weist
darauf hin, dass geplante
Maflnahmen ergriffen
werden sollten, um die
LUN auf den
entsprechenden Knoten
oder das entsprechende
Aggregat zu verschieben.
... Eine kritische Meldung
weist darauf hin, dass
eine Dienstunterbrechung
unmittelbar bevorsteht
und Notfallmalnahmen
ergriffen werden sollten,
um die Dienstkontinuitat
sicherzustellen. Die
erwarteten Latenzen
basieren auf dem
Medientyp: SSD bis zu
1-2 Millisekunden, SAS
bis zu 8-10 Millisekunden
und SATAHDD 17-20
Millisekunden

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie die folgenden
Maflnahmen in Betracht
ziehen, um
Dienstunterbrechungen zu
minimieren: Wenn mit der
LUN oder ihrem Volume
eine QoS-Richtlinie
verknUpft ist, bewerten Sie
deren Schwellenwerte und
Uberprufen Sie, ob diese
zu einer Drosselung der
LUN-Arbeitslast fihren. ...
Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
MaRnahmen: 1. Wenn das
Aggregat ebenfalls eine
hohe Auslastung aufweist,
verschieben Sie die LUN
in ein anderes Aggregat.
2. Wenn der Knoten
ebenfalls stark
ausgelastet ist,
verschieben Sie das
Volume auf einen anderen
Knoten oder reduzieren
Sie die Gesamtarbeitslast
des Knotens. 3. Wenn der
LUN oder ihrem Volume
eine QoS-Richtlinie
zugeordnet ist, bewerten
Sie deren Schwellenwerte
und Uberprifen Sie, ob
diese zu einer Drosselung
der LUN-Arbeitslast
fUhren.
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Hohe Netzwerk-Port-
Auslastung

100

KRITISCH

Netzwerkports werden
zum Empfangen und
Ubertragen des NFS-,
CIFS- und iSCSI-
Protokollverkehrs
zwischen den
Hostsystemen des
Kunden und den ONTAP
-Volumes verwendet.
Wenn die Portauslastung
hoch ist, wird dies zu
einem Engpass und
beeintrachtigt letztendlich
die Leistung von NFS-,
CIFS- und iSCSI-
Workloads. ... Eine
Warnmeldung weist
darauf hin, dass geplante
MalRnahmen zum
Ausgleich des
Netzwerkverkehrs
ergriffen werden sollten.
... Eine kritische Meldung
weist darauf hin, dass
eine Dienstunterbrechung
unmittelbar bevorsteht
und Notfallmal3nahmen
ergriffen werden sollten,
um den Netzwerkverkehr
auszugleichen und so die
Dienstkontinuitat
sicherzustellen.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie die folgenden
SofortmalRnahmen
ergreifen, um die
Dienstunterbrechung zu
minimieren: 1.
Beschranken Sie den
Datenverkehr bestimmter
Volumes auf die unbedingt
erforderlichen Aufgaben,
entweder Uber QoS-
Richtlinien in ONTAP oder
Uber eine hostseitige
Analyse, um die
Auslastung der
Netzwerkports zu
verringern. 2.
Konfigurieren Sie ein oder
mehrere Volumes so,
dass sie einen anderen,
weniger ausgelasteten
Netzwerkport verwenden.
... Wenn der
Warnschwellenwert
Uberschritten wird, sollten
Sie die folgenden
SofortmalRnahmen in
Betracht ziehen: 1.
Konfigurieren Sie mehrere
Netzwerkports zur
Abwicklung des
Datenverkehrs, sodass
die Portauslastung auf
mehrere Ports verteilt
wird. 2. Konfigurieren Sie
ein oder mehrere Volumes
so, dass sie einen
anderen, weniger
ausgelasteten
Netzwerkport verwenden.



NVMe-Namespace-Latenz KRITISCH
hoch

NVMe-Namespaces sind
Objekte, die den E/A-
Verkehr bedienen, der von
leistungsempfindlichen
Anwendungen wie
Datenbanken gesteuert
wird. Eine hohe Latenz
der NVMe-Namespaces
bedeutet, dass die
Anwendungen selbst
darunter leiden und ihre
Aufgaben nicht erflllen
koénnen. ... Eine
Warnmeldung weist
darauf hin, dass geplante
MaRnahmen ergriffen
werden sollten, um die
LUN auf den
entsprechenden Knoten
oder das entsprechende
Aggregat zu verschieben.
... Eine kritische Meldung
weist darauf hin, dass
eine Dienstunterbrechung
unmittelbar bevorsteht
und Notfallma3nahmen
ergriffen werden sollten,
um die Dienstkontinuitat
sicherzustellen.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie sofortige MalRnahmen
in Betracht ziehen, um
Dienstunterbrechungen zu
minimieren: Wenn dem
NVMe-Namespace oder
seinem Volume eine QoS-
Richtlinie zugewiesen ist,
prifen Sie dessen
Grenzwerte, falls diese zu
einer Drosselung der
NVMe-Namespace-
Workload fihren. ... Wenn
der Warnschwellenwert
Uberschritten wird, sollten
Sie die folgenden
MafRnahmen in Erwagung
ziehen: 1. Wenn das
Aggregat ebenfalls eine
hohe Auslastung aufweist,
verschieben Sie die LUN
in ein anderes Aggregat.
2. Wenn der Knoten
ebenfalls stark
ausgelastet ist,
verschieben Sie das
Volume auf einen anderen
Knoten oder reduzieren
Sie die Gesamtarbeitslast
des Knotens. 3. Wenn
dem NVMe-Namespace
oder seinem Volume eine
QoS-Richtlinie
zugewiesen ist, prufen Sie
die Grenzwerte, falls diese
zu einer Drosselung der
NVMe-Namespace-
Workload fihren.
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QTree-Kapazitat voll
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KRITISCH

Ein Qtree ist ein logisch
definiertes Dateisystem,
das als spezielles
Unterverzeichnis des
Stammverzeichnisses
innerhalb eines Volumes
existieren kann. Jeder
Qtree verfugt Gber ein
Standardspeicherkontinge
nt oder ein durch eine
Kontingentrichtlinie
definiertes Kontingent, um
die im Baum gespeicherte
Datenmenge innerhalb
der Volumekapazitat zu
begrenzen. ... Eine
Warnmeldung weist
darauf hin, dass geplante
MalRnahmen zur
VergréRerung des
Speicherplatzes ergriffen
werden sollten. ... Eine
kritische Meldung weist
darauf hin, dass eine
Dienstunterbrechung
unmittelbar bevorsteht
und Notfallmal3nahmen
ergriffen werden sollten,
um Speicherplatz
freizugeben und die
Dienstkontinuitat
sicherzustellen.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie sofortige MalRnahmen
ergreifen, um die
Dienstunterbrechung zu
minimieren: 1. Erhdhen
Sie den Platz des Qtree,
um dem Wachstum
gerecht zu werden. 2.
Loschen Sie nicht
bendtigte Daten, um
Speicherplatz
freizugeben. ... Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
SofortmalRnahmen: 1.
Erhohen Sie den Platz
des Qtree, um dem
Wachstum gerecht zu
werden. 2. Loschen Sie
nicht bendtigte Daten, um
Speicherplatz
freizugeben.



QTree-Kapazitatsgrenze

KRITISCH

Ein Qtree ist ein logisch
definiertes Dateisystem,
das als spezielles
Unterverzeichnis des
Stammverzeichnisses
innerhalb eines Volumes
existieren kann. Jeder
Qtree verfugt Uber ein in
KBytes gemessenes
Speicherplatzkontingent,
das zum Speichern von
Daten verwendet wird, um
das Wachstum des
Benutzerdatenvolumens
zu kontrollieren und seine
Gesamtkapazitat nicht zu
Uberschreiten. ... Ein
Qtree verwaltet ein
weiches
Speicherkapazitatskonting
ent, das den Benutzer
proaktiv warnt, bevor das
Gesamtkapazitatskontinge
ntlimit im Qtree erreicht
wird und keine Daten
mehr gespeichert werden
konnen. Durch die
Uberwachung der in
einem Qftree
gespeicherten
Datenmenge wird
sichergestellt, dass der
Benutzer einen
unterbrechungsfreien
Datendienst erhalt.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie die folgenden
SofortmalRnahmen
ergreifen, um die
Dienstunterbrechung zu
minimieren: 1. Erhdhen
Sie das
Baumflachenkontingent,
um dem Wachstum
Rechnung zu tragen 2.
Weisen Sie den Benutzer
an, unerwlnschte Daten
im Baum zu I6schen, um
Speicherplatz freizugeben
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QTree-Kapazitats-Softlimit WARNING (Warnung)
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Wenn der
Warnschwellenwert
Uberschritten wird, sollten
Sie die folgenden
SofortmalRnahmen in
Betracht ziehen: 1.
Erhohen Sie das
Baumplatzkontingent, um
KBytes gemessenes dem Wachstum Rechnung
Speicherplatzkontingent, zu tragen. 2. Weisen Sie
das er zum Speichern von den Benutzer an, nicht
Daten verwenden kann, bendtigte Daten im Baum
um das Wachstum des zu loschen, um
Benutzerdatenvolumens  Speicherplatz

zu kontrollieren und seine freizugeben.
Gesamtkapazitat nicht zu

Uberschreiten. ... Ein

Qtree verwaltet ein

weiches

Speicherkapazitatskonting

ent, das den Benutzer

proaktiv warnt, bevor das

Gesamtkapazitatskontinge

ntlimit im Qtree erreicht

wird und keine Daten

mehr gespeichert werden

konnen. Durch die

Uberwachung der in

einem Qftree

gespeicherten

Datenmenge wird

sichergestellt, dass der

Benutzer einen

unterbrechungsfreien

Datendienst erhalt.

Ein Qtree ist ein logisch
definiertes Dateisystem,
das als spezielles
Unterverzeichnis des
Stammverzeichnisses
innerhalb eines Volumes
existieren kann. Jeder
Qtree verfugt Uber ein in



QTree-Dateien — hartes
Limit

KRITISCH

Ein Qtree ist ein logisch
definiertes Dateisystem,
das als spezielles
Unterverzeichnis des
Stammverzeichnisses
innerhalb eines Volumes
existieren kann. Jeder
Qtree verfugt Gber ein
Kontingent fur die Anzahl
der Dateien, die er
enthalten kann, um eine
verwaltbare
Dateisystemgrofle
innerhalb des
Datentragers
aufrechtzuerhalten. ... Ein
Qtree verwaltet ein festes
Dateianzahlkontingent,
Uber dem neue Dateien im
Baum abgelehnt werden.
Durch die Uberwachung
der Anzahl der Dateien
innerhalb eines Qtree wird
sichergestellt, dass der
Benutzer einen
unterbrechungsfreien
Datendienst erhalt.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie sofortige MalRnahmen
ergreifen, um die
Dienstunterbrechung zu
minimieren: 1. Erhdhen
Sie das
Dateianzahlkontingent fur
den Qtree. 2. Loschen Sie
unerwiinschte Dateien
aus dem Qtree-
Dateisystem.
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QTree-Dateien Soft Limit
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WARNING (Warnung)

Ein Qtree ist ein logisch
definiertes Dateisystem,
das als spezielles
Unterverzeichnis des
Stammverzeichnisses
innerhalb eines Volumes
existieren kann. Jeder
Qtree verfugt Gber ein
Kontingent fur die Anzahl
der Dateien, die er
enthalten kann, um eine
verwaltbare
Dateisystemgrofle
innerhalb des
Datentragers

aufrechtzuerhalten. ... Ein

Qtree verwaltet ein
weiches
Dateianzahlkontingent,

um den Benutzer proaktiv

zu warnen, bevor das
Dateilimit im Qtree
erreicht wird und keine
weiteren Dateien mehr
gespeichert werden
kénnen. Durch die
Uberwachung der Anzahl
der Dateien innerhalb
eines Qtree wird
sichergestellt, dass der
Benutzer einen
unterbrechungsfreien
Datendienst erhalt.

Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
SofortmalRnahmen: 1.
Erhohen Sie das
Dateianzahlkontingent fiir
den Qtree. 2. Loschen Sie
unerwlnschte Dateien
aus dem Qftree-
Dateisystem.



Snapshot-
Reservespeicherplatz voll

KRITISCH

Die Speicherkapazitat
eines Datentragers ist
zum Speichern von
Anwendungs- und
Kundendaten erforderlich.
Ein Teil dieses
Speicherplatzes, der
sogenannte reservierte
Snapshot-Speicherplatz,
wird zum Speichern von
Snapshots verwendet, die
einen lokalen Schutz der
Daten erméglichen. Je
mehr neue und
aktualisierte Daten im
ONTAP Volume
gespeichert werden, desto
mehr Snapshot-Kapazitat
wird verwendet und desto
weniger Snapshot-
Speicherkapazitat steht
fur zukinftige neue oder
aktualisierte Daten zur
Verfiigung. Wenn die
Snapshot-Datenkapazitat
innerhalb eines Volumes
den gesamten Snapshot-
Reservespeicherplatz
erreicht, kann dies dazu
fihren, dass der Kunde
keine neuen Snapshot-
Daten speichern kann und
der Schutzgrad der Daten
im Volume verringert wird.
Durch die Uberwachung
der Snapshot-Kapazitat
des verwendeten Volumes
wird die Kontinuitat der
Datendienste
sichergestellt.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie sofortige MalRnahmen
ergreifen, um die
Dienstunterbrechung zu
minimieren: 1.
Konfigurieren Sie
Snapshots, um den
Datenspeicherplatz im
Volume zu nutzen, wenn
die Snapshot-Reserve voll
ist. 2. Léschen Sie einige
altere, nicht mehr
bendtigte Snapshots, um
Speicherplatz
freizugeben. ... Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
Sofortmaflinahmen: 1.
Erhohen Sie den
Snapshot-
Reservespeicherplatz
innerhalb des Volumes,
um dem Wachstum
Rechnung zu tragen. 2.
Konfigurieren Sie
Snapshots, um den
Datenspeicherplatz im
Volume zu nutzen, wenn
die Snapshot-Reserve voll
ist.
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Speicherkapazitatsgrenze KRITISCH
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Wenn sich ein
Speicherpool (Aggregat)
fullt, verlangsamen sich
die E/A-Vorgange und
werden schliellich
gestoppt, was zu einem
Speicherausfall fihrt. Eine
Warnmeldung weist
darauf hin, dass bald eine
geplante Aktion
durchgeflihrt werden
sollte, um den minimalen
freien Speicherplatz
wiederherzustellen. Eine
kritische Warnung weist
darauf hin, dass eine
Dienstunterbrechung
unmittelbar bevorsteht
und Notfallmalinahmen
ergriffen werden sollten,
um Speicherplatz
freizugeben und die
Dienstkontinuitat
sicherzustellen.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie sofort die folgenden
Maflnahmen in Betracht
ziehen, um die
Dienstunterbrechung zu
minimieren: 1. Loschen
Sie Snapshots auf nicht
kritischen Volumes. 2.
Loschen Sie Volumes
oder LUNSs, die keine
wesentlichen
Arbeitslasten darstellen
und die moglicherweise
aus externen
Speicherkopien
wiederhergestellt werden
kénnen....... Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
SofortmalRnahmen: 1.
Verschieben Sie ein oder
mehrere Volumes an
einen anderen
Speicherort. 2. Fligen Sie
mehr Speicherkapazitat
hinzu. 3. Andern Sie die
Einstellungen fur die
Speichereffizienz oder
verschieben Sie inaktive
Daten in den Cloud-
Speicher.



Speicherleistungsgrenze

KRITISCH

Wenn ein Speichersystem
seine Leistungsgrenze
erreicht, verlangsamen
sich die Vorgange, die
Latenz steigt und es kann
zu Ausfallen bei
Arbeitslasten und
Anwendungen kommen.
ONTAP wertet die
Speicherpoolauslastung
fur Workloads aus und
schatzt, wie viel Prozent
der Leistung verbraucht
wurden. ... Eine
Warnmeldung weist
darauf hin, dass geplante
Malinahmen zur
Reduzierung der
Speicherpoolauslastung
ergriffen werden sollten,
um sicherzustellen, dass
genlgend
Speicherpoolleistung Ubrig
bleibt, um
Workloadspitzen zu
bewaltigen. ... Eine
kritische Meldung weist
darauf hin, dass ein
Leistungsabfall
unmittelbar bevorsteht
und NotfallmaRnahmen
ergriffen werden sollten,
um die
Speicherpoolauslastung
zu reduzieren und so die
Servicekontinuitat
sicherzustellen.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie die folgenden
SofortmalRnahmen
ergreifen, um die
Dienstunterbrechung zu
minimieren: 1.
Unterbrechen Sie
geplante Aufgaben wie
Snapshots oder
SnapMirror -Replikation.
2. Leerlauf, nicht
unbedingt erforderliche
Arbeitslasten. ... Wenn
der Warnschwellenwert
Uberschritten wird,
ergreifen Sie sofort die
folgenden MalRnahmen: 1.
Verschieben Sie eine oder
mehrere Workloads an
einen anderen
Speicherort. 2. Fligen Sie
weitere Speicherknoten
(AFF) oder
Festplattenregale (FAS)
hinzu und verteilen Sie die
Arbeitslasten neu 3.
Andern Sie die
Arbeitslasteigenschaften
(BlockgroRe,
Anwendungs-Caching).
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Hartes Limit fur die
Benutzerkontingentkapazit
at

110

KRITISCH

ONTAP erkennt die
Benutzer von Unix- oder
Windows-Systemen, die
Uber die Rechte zum
Zugriff auf Volumes,
Dateien oder
Verzeichnisse innerhalb
eines Volumes verfiigen.
Daher ermoglicht ONTAP
den Kunden, die
Speicherkapazitat fur ihre
Benutzer oder
Benutzergruppen ihrer
Linux- oder Windows-
Systeme zu konfigurieren.
Das Benutzer- oder
Gruppenrichtlinienkonting
ent begrenzt den
Speicherplatz, den der
Benutzer fiir seine
eigenen Daten nutzen
kann. ... Eine harte
Begrenzung dieses
Kontingents ermdglicht die
Benachrichtigung des
Benutzers, wenn die
innerhalb des Volumes
genutzte Kapazitat kurz
vor dem Erreichen des
Gesamtkapazitatskontinge
nts liegt. Durch die
Uberwachung der
innerhalb eines Benutzer-
oder Gruppenkontingents
gespeicherten
Datenmenge wird
sichergestellt, dass der
Benutzer einen
unterbrechungsfreien
Datendienst erhalt.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie die folgenden
SofortmalRnahmen
ergreifen, um die
Dienstunterbrechung zu
minimieren: 1. Erhdhen
Sie den Speicherplatz des
Benutzer- oder
Gruppenkontingents, um
dem Wachstum Rechnung
zu tragen. 2. Weisen Sie
den Benutzer oder die
Gruppe an, nicht bendtigte
Daten zu I6schen, um
Speicherplatz
freizugeben.



Soft-Limit fur
Benutzerkontingentkapazit
at

WARNING (Warnung)

ONTAP erkennt die
Benutzer von Unix- oder
Windows-Systemen, die
Uber die Rechte zum
Zugriff auf Volumes,
Dateien oder
Verzeichnisse innerhalb
eines Volumes verfiigen.
Daher ermoglicht ONTAP
den Kunden, die
Speicherkapazitat fur ihre
Benutzer oder
Benutzergruppen ihrer
Linux- oder Windows-

Systeme zu konfigurieren.

Das Benutzer- oder
Gruppenrichtlinienkonting
ent begrenzt den
Speicherplatz, den der
Benutzer fir seine
eigenen Daten nutzen
kann. ... Eine weiche
Begrenzung dieses
Kontingents ermdglicht
eine proaktive
Benachrichtigung des
Benutzers, wenn die
innerhalb des Volumes
genutzte Kapazitat das

Gesamtkapazitatskontinge

nt erreicht. Durch die
Uberwachung der
innerhalb eines Benutzer-
oder Gruppenkontingents
gespeicherten
Datenmenge wird
sichergestellt, dass der
Benutzer einen
unterbrechungsfreien
Datendienst erhalt.

Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
SofortmalRnahmen: 1.
Erhdhen Sie den
Speicherplatz des
Benutzer- oder
Gruppenkontingents, um
dem Wachstum Rechnung
zu tragen. 2. Léschen Sie
nicht bendtigte Daten, um
Speicherplatz
freizugeben.
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Volumenkapazitat Voll

112

KRITISCH

Die Speicherkapazitat
eines Datentragers ist
zum Speichern von
Anwendungs- und
Kundendaten erforderlich.
Je mehr Daten im ONTAP
-Volume gespeichert
werden, desto geringer ist
die Speicherverfligbarkeit
flr zuklnftige Daten.
Wenn die
Datenspeicherkapazitat
innerhalb eines Volumes
die
Gesamtspeicherkapazitat
erreicht, kann dies dazu
flihren, dass der Kunde
aufgrund fehlender
Speicherkapazitat keine
Daten speichern kann.
Durch die Uberwachung
der genutzten
Speicherkapazitat wird die
Kontinuitat der
Datendienste
gewahrleistet.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie die folgenden
SofortmalRnahmen
ergreifen, um die
Dienstunterbrechung zu
minimieren: 1. Erhdhen
Sie den Speicherplatz des
Volumens, um dem
Wachstum gerecht zu
werden. 2. Loschen Sie
nicht benotigte Daten, um
Speicherplatz
freizugeben. 3. Wenn
Snapshot-Kopien mehr
Speicherplatz belegen als
die Snapshot-Reserve,
I6schen Sie alte
Snapshots oder aktivieren
Sie die automatische
Léschung von Volume-
Snapshots. ... Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
sofortigen MalRnahmen: 1.
Erhoéhen Sie den Platz im
Volumen, um dem
Wachstum gerecht zu
werden 2. Wenn
Snapshot-Kopien mehr
Speicherplatz belegen als
die Snapshot-Reserve,
I6schen Sie alte
Snapshots oder aktivieren
Sie die automatische
Léschung von Volume-
Snapshots.......



Volume-Inodes-Limit

KRITISCH

Volumes, die Dateien
speichern, verwenden
Indexknoten (Inode) zum
Speichern von
Dateimetadaten. Wenn
ein Volume seine Inode-
Zuweisung erschopft,
kdonnen keine weiteren
Dateien hinzugefugt
werden. ... Eine
Warnmeldung weist
darauf hin, dass geplante
MafRnahmen ergriffen
werden sollten, um die
Anzahl der verfugbaren
Inodes zu erhdhen. ...
Eine kritische Meldung
weist darauf hin, dass die
Erschopfung des
Dateilimits unmittelbar
bevorsteht und
Notfallmal3nahmen
ergriffen werden sollten,
um Inodes freizugeben
und so die
Dienstkontinuitat
sicherzustellen.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie die folgenden
SofortmalRnahmen
ergreifen, um die
Dienstunterbrechung zu
minimieren: 1. Erhdhen
Sie den Inodes-Wert fur
das Volume. Wenn der
Inodes-Wert bereits den
Maximalwert erreicht hat,
teilen Sie das Volume in
zwei oder mehr Volumes
auf, da das Dateisystem
Uber die maximale Grole
hinausgewachsen ist. 2.
Verwenden Sie FlexGroup
, da es bei der
Unterbringung groRRer
Dateisysteme hilft. ...
Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
Sofortmaflinahmen: 1.
Erhohen Sie den Inodes-
Wert flir das Volume.
Wenn der Inodes-Wert
bereits das Maximum
erreicht hat, teilen Sie das
Volume in zwei oder mehr
Volumes auf, da das
Dateisystem Uber die
maximale Grolle
hinausgewachsen ist. 2.
Verwenden Sie FlexGroup
, da es bei der
Unterbringung grof3er
Dateisysteme hilft
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Lautstarkelatenz hoch

Monitorname

114

KRITISCH

Schwere

Volumes sind Objekte, die
den E/A-Verkehr
bedienen, der haufig von
leistungsempfindlichen
Anwendungen wie
DevOps-Anwendungen,
Home-Verzeichnissen und
Datenbanken gesteuert
wird. Hohe
Volumenlatenzen kdnnen
dazu fihren, dass die
Anwendungen selbst
darunter leiden und ihre
Aufgaben nicht erflllen
kénnen. Die Uberwachung
der Volume-Latenzen ist
entscheidend, um eine
konsistente
Anwendungsleistung
aufrechtzuerhalten. Je
nach Medientyp sind
folgende Latenzen zu
erwarten: SSD bis zu 1-2
Millisekunden, SAS bis zu
8-10 Millisekunden und
SATA-HDD 17-20
Millisekunden.

Monitorbeschreibung

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie die folgenden
SofortmalRnahmen
ergreifen, um die
Dienstunterbrechung zu
minimieren: Wenn dem
Volume eine QoS-
Richtlinie zugewiesen ist,
prifen Sie dessen
Grenzwerte, falls diese zu
einer Drosselung der
Volume-Arbeitslast fihren.
... Wenn der
Warnschwellenwert
Uberschritten wird, sollten
Sie die folgenden
SofortmalRnahmen in
Betracht ziehen: 1. Wenn
das Aggregat ebenfalls
eine hohe Auslastung
aufweist, verschieben Sie
das Volume auf ein
anderes Aggregat. 2.
Wenn dem Volume eine
QoS-Richtlinie
zugewiesen ist, prifen Sie
dessen Grenzwerte, um
zu prifen, ob diese zu
einer Drosselung der
Volume-Arbeitslast fihren.
3. Wenn der Knoten
ebenfalls stark
ausgelastet ist,
verschieben Sie das
Volume auf einen anderen
Knoten oder reduzieren
Sie die Gesamtarbeitslast
des Knotens.

Korrekturmafnahme



Knoten mit hoher Latenz

WARNUNG / KRITISCH

Die Knotenlatenz hat ein
Niveau erreicht, bei dem
sie die Leistung der
Anwendungen auf dem
Knoten beeintrachtigen
konnte. Eine geringere
Knotenlatenz
gewabhrleistet eine
konsistente Leistung der
Anwendungen. Die
erwarteten Latenzen je
nach Medientyp sind: SSD
bis zu 1-2 Millisekunden,
SAS bis zu 8-10
Millisekunden und SATA
HDD 17-20
Millisekunden.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
sofort Malinahmen
ergriffen werden, um die
Dienstunterbrechung zu
minimieren: 1.
Unterbrechen Sie
geplante Aufgaben,
Snapshots oder die
SnapMirror -Replikation 2.
Reduzieren Sie die
Nachfrage nach
Workloads mit niedrigerer
Prioritat Gber QoS-
Grenzen 3. Deaktivieren
Sie nicht unbedingt
erforderliche Workloads.
Erwagen Sie sofortige
MafRnahmen, wenn der
Warnschwellenwert
Uberschritten wird: 1.
Verschieben Sie einen
oder mehrere Workloads
an einen anderen
Speicherort 2. Reduzieren
Sie die Nachfrage nach
Workloads mit niedrigerer
Prioritat Gber QoS-
Grenzen 3. Fligen Sie
weitere Speicherknoten
(AFF) oder
Festplattenregale (FAS)
hinzu und verteilen Sie die
Arbeitslasten neu 4.
Andern Sie die
Arbeitslasteigenschaften
(BlockgroRe,
Anwendungs-Caching
usw.)
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Knotenleistungsgrenze
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WARNUNG / KRITISCH

Die Leistungsauslastung
des Knotens hat ein
Niveau erreicht, bei dem
sie die Leistung der E/As
und der vom Knoten
unterstitzten
Anwendungen
beeintrachtigen konnte.
Eine geringe
Knotenleistungsauslastun
g gewahrleistet eine
gleichbleibende Leistung
der Anwendungen.

Um die
Serviceunterbrechung bei
einer Uberschreitung
eines kritischen
Schwellenwerts zu
minimieren, sollten
umgehend MaRnahmen
ergriffen werden: 1.
Unterbrechen Sie
geplante Aufgaben,
Snapshots oder die
SnapMirror -Replikation 2.
Reduzieren Sie die
Nachfrage nach
Workloads mit niedrigerer
Prioritat iber QoS-
Grenzen 3. Deaktivieren
Sie nicht unbedingt
erforderliche Workloads.
Erwagen Sie die
folgenden MalRnahmen,
wenn der
Warnschwellenwert
Uberschritten wird: 1.
Verschieben Sie einen
oder mehrere Workloads
an einen anderen
Speicherort 2. Reduzieren
Sie die Nachfrage nach
Workloads mit niedrigerer
Prioritat Gber QoS-
Grenzen 3. Fligen Sie
weitere Speicherknoten
(AFF) oder
Festplattenregale (FAS)
hinzu und verteilen Sie die
Arbeitslasten neu 4.
Andern Sie die
Arbeitslasteigenschaften
(BlockgroRe,
Anwendungs-Caching
usw.)



Hohe Latenz der
Speicher-VM

WARNUNG / KRITISCH

Die Latenz der Storage-
VM (SVM) hat ein Niveau
erreicht, bei dem sie die
Leistung der
Anwendungen auf der
Storage-VM
beeintrachtigen kénnte.
Eine geringere Speicher-
VM-Latenz gewahrleistet
eine konsistente Leistung
der Anwendungen. Die
erwarteten Latenzen je
nach Medientyp sind: SSD
bis zu 1-2 Millisekunden,
SAS bis zu 8-10
Millisekunden und SATA
HDD 17-20
Millisekunden.

Wenn ein kritischer
Schwellenwert
Uberschritten wird,
bewerten Sie sofort die
Schwellenwerte fir
Volumes der Speicher-VM
mit einer zugewiesenen
QoS-Richtlinie, um zu
Uberprufen, ob sie eine
Drosselung der Volume-
Workloads verursachen.
Erwagen Sie die
folgenden
SofortmalRnahmen, wenn
der Warnschwellenwert
Uberschritten wird: 1.
Wenn das Aggregat
ebenfalls eine hohe
Auslastung aufweist,
verschieben Sie einige
Volumes der Speicher-VM
in ein anderes Aggregat.
2. Bewerten Sie flr
Volumes der Speicher-VM
mit zugewiesener QoS-
Richtlinie die
Schwellenwerte, wenn
diese zu einer Drosselung
der Volume-Workloads
fihren 3. Wenn der
Knoten eine hohe
Auslastung aufweist,
verschieben Sie einige
Volumes der Speicher-VM
auf einen anderen Knoten
oder reduzieren Sie die
Gesamtarbeitslast des
Knotens
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Hartes Limit fur
Benutzerkontingentdateie
n

Soft-Limit fur
Benutzerkontingentdateie
n
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KRITISCH

WARNING (Warnung)

Die Anzahl der im Volume
erstellten Dateien hat die
kritische Grenze erreicht
und es kdnnen keine
weiteren Dateien erstellt
werden. Durch die
Uberwachung der Anzahl
der gespeicherten Dateien
wird sichergestellt, dass
der Benutzer einen
unterbrechungsfreien
Datendienst erhalt.

Die Anzahl der im Volume
erstellten Dateien hat den
Schwellenwert des
Kontingents erreicht und
liegt nahe der kritischen
Grenze. Sie konnen keine
weiteren Dateien
erstellen, wenn das
Kontingent die kritische
Grenze erreicht. Durch die
Uberwachung der Anzahl
der von einem Benutzer
gespeicherten Dateien
wird sichergestellt, dass
der Benutzer einen
unterbrechungsfreien
Datendienst erhalt.

Um
Serviceunterbrechungen
Zu minimieren, wenn ein
kritischer Schwellenwert
Uberschritten wird, sind
sofortige Mallnahmen
erforderlich. ... Erwagen
Sie die Durchflihrung der
folgenden MalRnahmen: 1.
Erhohen Sie das
Dateianzahlkontingent fur
den jeweiligen Benutzer 2.
Léschen Sie nicht
bendtigte Dateien, um den
Druck auf das
Dateikontingent fur den
jeweiligen Benutzer zu
verringern

Erwagen Sie sofortige
Malnahmen, wenn die
Warnschwelle
Uberschritten wird: 1.
Erhohen Sie das
Dateianzahlkontingent fur
das spezifische
Benutzerkontingent 2.
Léschen Sie nicht
bendtigte Dateien, um den
Druck auf das
Dateikontingent fir den
jeweiligen Benutzer zu
verringern



Volume-Cache-
Fehlerquote

WARNUNG / KRITISCH

Die Volume Cache Miss
Ratio ist der Prozentsatz
der Leseanforderungen
der Clientanwendungen,
die von der Festplatte und
nicht vom Cache
zurtckgegeben werden.
Dies bedeutet, dass die
Lautstarke den
eingestellten
Schwellenwert erreicht
hat.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
sofort Mallnahmen
ergriffen werden, um die
Dienstunterbrechung zu
minimieren: 1.
Verschieben Sie einige
Workloads vom Knoten
des Volumes, um die E/A-
Last 2 zu reduzieren. Falls
er sich noch nicht auf dem
Knoten des Volumes
befindet, erhdhen Sie den
WAFL Cache, indem Sie
einen Flash Cache 3
kaufen und hinzuftigen.
Reduzieren Sie die
Nachfrage nach
Workloads mit niedrigerer
Prioritat auf demselben
Knoten Uber QoS-
Grenzwerte. Erwagen Sie
sofortige Mallnahmen,
wenn der
Warnschwellenwert
Uberschritten wird: 1.
Verschieben Sie einige
Workloads vom Knoten
des Volumes, um die E/A-
Last 2 zu reduzieren. Falls
er sich noch nicht auf dem
Knoten des Volumes
befindet, erhdhen Sie den
WAFL Cache, indem Sie
einen Flash Cache 3
kaufen und hinzufiigen.
Verringern Sie die
Nachfrage nach
Workloads mit niedrigerer
Prioritat auf demselben
Knoten Uber QoS-
Grenzwerte 4. Andern Sie
die
Arbeitslasteigenschaften
(BlockgroRie,
Anwendungs-Caching
usw.)
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Volume Qtree-
Kontingentliberbelegung

Zurick nach oben

Protokollmonitore

Monitorname

AWS-
Anmeldeinformationen
nicht initialisiert
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WARNUNG / KRITISCH

Schwere

INFO

Volume Qtree Quota
Overcommit gibt den
Prozentsatz an, ab dem
ein Volume als durch die
Qtree-Kontingente
Uberbelegt gilt. Der
festgelegte Schwellenwert
fur das Qtree-Kontingent
ist fur das Volume
erreicht. Durch die
Uberwachung der
Uberbelegung des
Volume-Qtree-Kontingents
wird sichergestellt, dass
der Benutzer einen
unterbrechungsfreien
Datendienst erhalt.

Beschreibung

Dieses Ereignis tritt auf,
wenn ein Modul versucht,
auf rollenbasierte
Anmeldeinformationen
von Amazon Web
Services (AWS) Identity
and Access Management
(IAM) aus dem Cloud-
Anmeldeinformations-
Thread zuzugreifen, bevor
diese initialisiert werden.

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
sofort Mallnahmen
ergriffen werden, um die
Dienstunterbrechung zu
minimieren: 1. Erhdhen
Sie den Speicherplatz des
Bandes 2. Loschen Sie
nicht bendtigte Daten.
Wenn der
Warnschwellenwert
Uberschritten wird, sollten
Sie den Speicherplatz des
Datentragers vergrofsern.

Korrekturmafnahme

Warten Sie, bis der
Thread mit den Cloud-
Anmeldeinformationen
und das System die
Initialisierung
abgeschlossen haben.



Cloud-Ebene nicht
erreichbar

KRITISCH

Ein Speicherknoten kann
keine Verbindung zur
Cloud Tier-
Objektspeicher-API
herstellen. Auf einige
Daten kann nicht
zugegriffen werden.

Wenn Sie lokale Produkte
verwenden, fihren Sie die
folgenden
KorrekturmalRnahmen
durch: ... Stellen Sie
mithilfe des Befehls
,hetwork interface show*
sicher, dass lhr
Intercluster-LIF online und
funktionsfahig ist. ...
Uberpriifen Sie die
Netzwerkkonnektivitat
zum
Objektspeicherserver,
indem Sie den Befehl
.ping“ Giber das
Intercluster-LIF des
Zielknotens ausfuhren. ...
Stellen Sie Folgendes
sicher: ... Die
Konfiguration lhres
Objektspeichers hat sich
nicht geandert. ... Die
Anmelde- und
Konnektivitatsinformatione
n sind weiterhin gultig. ...
Wenden Sie sich an den
technischen Support von
NetApp , wenn das
Problem weiterhin
besteht. Wenn Sie Cloud
Volumes ONTAP
verwenden, fihren Sie die
folgenden
Korrekturmalinahmen
durch: ...Stellen Sie
sicher, dass sich die
Konfiguration lhres
Objektspeichers nicht
geandert hat.... Stellen
Sie sicher, dass die
Anmelde- und
Verbindungsinformationen
noch giltig sind. ...
Wenden Sie sich an den
technischen Support von
NetApp, wenn das
Problem weiterhin
besteht.
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Festplatte aul3er Betrieb

FlexGroup -Bestandteil
Voll

Flexgroup-Bestandteil fast WARNING (Warnung)

voll

122

INFO

KRITISCH

Dieses Ereignis tritt ein,
wenn eine Festplatte
aulder Betrieb genommen
wird, weil sie als fehlerhaft
markiert wurde, bereinigt
wird oder in das
Wartungscenter gelangt
ist.

Ein Bestandteil eines
FlexGroup -Volumes ist
voll, was zu einer
moglichen
Dienstunterbrechung
fuhren kann. Sie kdnnen
weiterhin Dateien auf dem
FlexGroup -Volume
erstellen oder erweitern.
Allerdings kdnnen keine
der auf der Komponente
gespeicherten Dateien
geandert werden. Daher
treten mdglicherweise
zufallige Fehlermeldungen
wegen unzureichendem
Speicherplatz auf, wenn
Sie versuchen,
Schreibvorgange auf dem
FlexGroup -Volume
durchzufiihren.

Ein Bestandteil eines
FlexGroup -Volumes hat
fast keinen Speicherplatz
mehr, was zu einer
madglichen
Dienstunterbrechung
fihren kann. Dateien
koénnen erstellt und
erweitert werden. Wenn
jedoch der Speicherplatz
der Komponente ausgeht,
kénnen Sie die Dateien
auf der Komponente
maoglicherweise nicht
anhangen oder andern.

Keiner.

Es wird empfohlen, die
Kapazitat des FlexGroup
-Volumes mit dem Befehl
»volume modify -files +X“
zu erhohen. ...Alternativ
kénnen Sie Dateien aus
dem FlexGroup -Volume
I6schen. Allerdings ist es
schwierig festzustellen,
welche Dateien beim
Wahler gelandet sind.

Es wird empfohlen, die
Kapazitat des FlexGroup
-Volumes mit dem Befehl
,volume modify -files +X*
zu erhéhen. ...Alternativ
kénnen Sie Dateien aus
dem FlexGroup -Volume
I6schen. Allerdings ist es
schwierig festzustellen,
welche Dateien beim
Wahler gelandet sind.



FlexGroup -Bestandteil WARNING (Warnung)

hat fast keine Inodes mehr

FlexGroup -Bestandteil KRITISCH
aulerhalb der Inodes
LUN offline INFO

Lufter der Haupteinheit
ausgefallen

WARNING (Warnung)

Lifter der Haupteinheitim INFO
Warnzustand

Ein Bestandteil eines
FlexGroup -Volumes hat
fast keine Inodes mehr,
was zu einer mdglichen
Dienstunterbrechung
fuhren kann. Der
Bestandteil erhalt weniger
Erstellungsanfragen als
der Durchschnitt. Dies
kann die Gesamtleistung
des FlexGroup -Volumes
beeintrachtigen, da die
Anforderungen an
Bestandteile mit mehr
Inodes weitergeleitet
werden.

Einem Bestandteil eines
FlexGroup -Volumes sind
die Inodes ausgegangen,
was zu einer moglichen
Dienstunterbrechung
fuhren kann. Sie kdnnen
fur diesen Bestandteil
keine neuen Dateien
erstellen. Dies kann zu
einer insgesamt
unausgewogenen
Verteilung der Inhalte Uber
das FlexGroup -Volumen
fUhren.

Dieses Ereignis tritt auf,
wenn eine LUN manuell
offline geschaltet wird.

Ein oder mehrere Llfter
der Haupteinheit sind
ausgefallen. Das System
bleibt betriebsbereit.
...Wenn der Zustand
jedoch zu lange anhalt,
kann die Ubertemperatur
eine automatische
Abschaltung ausldsen.

Dieses Ereignis tritt auf,
wenn sich ein oder
mehrere Lifter der
Haupteinheit in einem
Warnzustand befinden.

Es wird empfohlen, die
Kapazitat des FlexGroup
-Volumes mit dem Befehl
»volume modify -files +X*
zu erhdhen. ...Alternativ
kdnnen Sie Dateien aus
dem FlexGroup -Volume
I6schen. Allerdings ist es
schwierig festzustellen,
welche Dateien beim
Wahler gelandet sind.

Es wird empfohlen, die
Kapazitat des FlexGroup
-Volumes mit dem Befehl
,volume modify -files +X*
zu erhéhen. ...Alternativ
konnen Sie Dateien aus
dem FlexGroup -Volume
I6schen. Allerdings ist es
schwierig festzustellen,
welche Dateien beim
Wahler gelandet sind.

Bringen Sie die LUN
wieder online.

Setzen Sie die
ausgefallenen Lufter neu
ein. Wenn der Fehler
weiterhin besteht,
ersetzen Sie sie.

Ersetzen Sie die
angegebenen Lifter, um
eine Uberhitzung zu
vermeiden.
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NVRAM -Batterie
schwach

Serviceprozessor nicht
konfiguriert

124

WARNING (Warnung)

WARNING (Warnung)

Die NVRAM
Batteriekapazitat ist
kritisch niedrig. Wenn der
Akku leer ist, kann es zu
einem Datenverlust
kommen. ... lhr System
generiert und Ubertragt
eine AutoSupport oder
»Call Home“-Nachricht an
den technischen Support
von NetApp und die
konfigurierten Ziele,
sofern es entsprechend
konfiguriert ist. Die
erfolgreiche Zustellung
einer AutoSupport
-Nachricht verbessert die
Problembestimmung und
-l6ésung erheblich.

Dieses Ereignis tritt
wochentlich auf, um Sie
daran zu erinnern, den
Serviceprozessor (SP) zu
konfigurieren. Der SP ist
ein physisches Gerat, das
in Ihr System integriert
wird, um Fernzugriff und
Fernverwaltungsfunktione
n bereitzustellen. Sie
sollten den SP so
konfigurieren, dass er
seine volle Funktionalitat
nutzt.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ... Zeigen Sie den
aktuellen Status, die
Kapazitat und den
Ladezustand der Batterie
mit dem Befehl
~oystemknoten-
Umgebungssensoren
anzeigen® an. ... Wenn
die Batterie vor Kurzem
ausgetauscht wurde oder
das System langere Zeit
nicht betriebsbereit war,
Uberwachen Sie die
Batterie, um
sicherzustellen, dass sie
ordnungsgemal geladen
wird. ... Wenden Sie sich
an den technischen
Support von NetApp ,
wenn die Batterielaufzeit
weiterhin unter kritische
Werte sinkt und das
Speichersystem
automatisch herunterfahrt.

FUhren Sie die folgenden
KorrekturmaRnahmen
durch: ... Konfigurieren
Sie den SP mit dem
Befehl ,system service-
processor network
modify*“. ... Ermitteln Sie
optional die MAC-Adresse
des SP mit dem Befehl
»System service-processor
network show®. ...
Uberpriifen Sie die SP
Netzwerkkonfiguration mit
dem Befehl ,system
service-processor network
show*. ... Uberpriifen Sie
mit dem Befehl ,system
service-processor
autosupport invoke®, ob
der SP eine AutoSupport
E-Mail senden kann.
HINWEIS: AutoSupport E-
Mail-Hosts und
-Empfanger sollten in
ONTAP konfiguriert
werden, bevor Sie diesen
Befehl ausfuhren.



Serviceprozessor offline

Regallifter ausgefallen

Das System kann
aufgrund eines
Lifterfehlers der
Haupteinheit nicht
betrieben werden

KRITISCH

KRITISCH

KRITISCH

ONTAP empfangt keine
Heartbeats mehr vom
Serviceprozessor (SP),
obwohl alle SP
Wiederherstellungsmalina
hmen durchgeflhrt
wurden. ONTAP kann den
Zustand der Hardware
ohne den SP nicht
Uberwachen. ... Das
System wird
heruntergefahren, um
Hardwareschaden und
Datenverlust zu
verhindern. Richten Sie
einen Panikalarm ein, um
sofort benachrichtigt zu
werden, wenn der SP
offline geht.

Der angegebene
KdhllGfter oder das
Ldftermodul des Regals
ist ausgefallen. Die
Festplatten im Regal
erhalten méglicherweise
nicht gentigend
Kuhlluftstrom, was zu
einem Festplattenausfall
fUhren kann.

Ein oder mehrere Lfter
der Haupteinheit sind
ausgefallen, wodurch der
Systembetrieb
unterbrochen wird. Dies
kann zu einem moglichen
Datenverlust fihren.

Fuhren Sie einen Neustart
des Systems durch, indem
Sie die folgenden
Aktionen ausfihren: ...
Ziehen Sie den Controller
aus dem Gehause. ...
Schieben Sie den
Controller wieder hinein.
... Schalten Sie den
Controller wieder ein. ...
Wenn das Problem
weiterhin besteht,
ersetzen Sie das
Controllermodul.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ... Stellen Sie
sicher, dass das
Luftermodul vollstandig
sitzt und gesichert ist.
HINWEIS: Bei einigen
Festplatten-Shelves ist
der Lifter in das
Stromversorgungsmodul
integriert. ...Wenn das
Problem weiterhin
besteht, ersetzen Sie das
Laftermodul. ...Wenn das
Problem weiterhin
besteht, wenden Sie sich
an den technischen
Support von NetApp , um
Hilfe zu erhalten.

Ersetzen Sie die
ausgefallenen Lufter.
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Nicht zugewiesene INFO

Datentrager

Antivirus-Server
ausgelastet

WARNING (Warnung)

AWS- KRITISCH
Anmeldeinformationen fir

IAM-Rolle abgelaufen

AWS- KRITISCH

Anmeldeinformationen fir
IAM-Rolle nicht gefunden

126

Dem System sind keine
Festplatten zugewiesen —
Kapazitat wird
verschwendet und |hr
System weist
moglicherweise eine
Fehlkonfiguration auf oder
es wurden teilweise
Konfigurationsanderungen
vorgenommen.

Der Antivirenserver ist zu
ausgelastet, um neue
Scananforderungen
anzunehmen.

Auf Cloud Volume ONTAP
kann nicht mehr
zugegriffen werden. Die
rollenbasierten
Anmeldeinformationen fiir
Identity and Access
Management (IAM) sind
abgelaufen. Die
Anmeldeinformationen
werden mithilfe der IAM-
Rolle vom
Metadatenserver von
Amazon Web Services
(AWS) abgerufen und zum
Signieren von API-
Anfragen an Amazon
Simple Storage Service
(Amazon S3) verwendet.

Der Thread fur Cloud-
Anmeldeinformationen
kann die rollenbasierten
Anmeldeinformationen fiir
das Identity and Access
Management (IAM) von
Amazon Web Services
(AWS) nicht vom AWS-
Metadatenserver abrufen.
Die Anmeldeinformationen
werden zum Signieren
von API-Anfragen an
Amazon Simple Storage
Service (Amazon S3)
verwendet. Cloud Volume
ONTAP ist nicht mehr
zuganglich. ...

Fihren Sie die folgenden
Korrekturmafinahmen
durch: ... Ermitteln Sie mit
dem Befehl ,disk show
-n“, welche Datentrager
nicht zugewiesen sind. ...
Weisen Sie die
Datentrager mit dem
Befehl ,disk assign® einem
System zu.

Wenn diese Meldung
haufig auftritt, stellen Sie
sicher, dass gentgend
Antivirenserver vorhanden
sind, um die von der SVM
generierte Virenscanlast
zu bewaltigen.

Fihren Sie Folgendes
aus: ... Melden Sie sich
bei der AWS EC2-
Verwaltungskonsole an.

... Navigieren Sie zur
Seite ,Instanzen®. ...
Suchen Sie die Instanz fur
die Cloud Volumes
ONTAP Bereitstellung und
Uberprifen Sie ihren
Zustand. ... Stellen Sie
sicher, dass die mit der
Instanz verknupfte AWS
IAM-Rolle gultig ist und ihr
die entsprechenden
Berechtigungen fiir die
Instanz erteilt wurden.

Fihren Sie Folgendes
aus: ... Melden Sie sich
bei der AWS EC2-
Verwaltungskonsole an.

... Navigieren Sie zur
Seite ,Instanzen®. ...
Suchen Sie die Instanz fur
die Cloud Volumes
ONTAP Bereitstellung und
Uberprifen Sie ihren
Zustand. ... Stellen Sie
sicher, dass die mit der
Instanz verknupfte AWS
IAM-Rolle gultig ist und ihr
die entsprechenden
Berechtigungen fiir die
Instanz erteilt wurden.



AWS- KRITISCH
Anmeldeinformationen flr
IAM-Rolle ungliltig

AWS IAM-Rolle nicht
gefunden

KRITISCH

Die rollenbasierten
Anmeldeinformationen flr
Identity and Access
Management (IAM) sind
ungultig. Die
Anmeldeinformationen
werden mithilfe der IAM-
Rolle vom
Metadatenserver von
Amazon Web Services
(AWS) abgerufen und zum
Signieren von API-
Anfragen an Amazon
Simple Storage Service
(Amazon S3) verwendet.
Auf Cloud Volume ONTAP
kann nicht mehr
zugegriffen werden.

Der Thread fur Identity
and Access Management
(IAM)-Rollen kann auf
dem AWS-
Metadatenserver keine
Amazon Web Services
(AWS)-IAM-Rolle finden.
Die IAM-Rolle ist
erforderlich, um
rollenbasierte
Anmeldeinformationen zu
erhalten, die zum
Signieren von API-
Anfragen an Amazon
Simple Storage Service
(Amazon S3) verwendet
werden. Cloud Volume
ONTAP ist nicht mehr
zuganglich. ...

Fihren Sie Folgendes
aus: ... Melden Sie sich
bei der AWS EC2-
Verwaltungskonsole an.

... Navigieren Sie zur
Seite ,Instanzen®. ...
Suchen Sie die Instanz flr
die Cloud Volumes
ONTAP Bereitstellung und
Uberprifen Sie ihren
Zustand. ... Stellen Sie
sicher, dass die mit der
Instanz verknipfte AWS
IAM-Rolle guiltig ist und ihr
die entsprechenden
Berechtigungen flr die
Instanz erteilt wurden.

Fihren Sie Folgendes
aus: ... Melden Sie sich
bei der AWS EC2-
Verwaltungskonsole an.
... Navigieren Sie zur
Seite ,Instanzen®. ...
Suchen Sie die Instanz flr
die Cloud Volumes
ONTAP Bereitstellung und
Uberprifen Sie ihren
Zustand. ... Stellen Sie
sicher, dass die mit der
Instanz verknipfte AWS
IAM-Rolle gultig ist.
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AWS IAM-Rolle ungultig

AWS-Metadatenserver-
Verbindung
fehlgeschlagen
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KRITISCH

KRITISCH

Die Amazon Web
Services (AWS) Identity
and Access Management
(IAM)-Rolle auf dem AWS-
Metadatenserver ist
ungultig. Auf Cloud
Volume ONTAP kann
nicht mehr zugegriffen
werden. ...

Der Rollenthread flr
Identity and Access
Management (IAM) kann
keine
Kommunikationsverbindun
g mit dem
Metadatenserver von
Amazon Web Services
(AWS) herstellen. Es
sollte eine Kommunikation
hergestellt werden, um die
erforderlichen
rollenbasierten AWS IAM-
Anmeldeinformationen zu
erhalten, die zum
Signieren von API-
Anfragen an Amazon
Simple Storage Service
(Amazon S3) verwendet
werden. Cloud Volume
ONTAP ist nicht mehr
zuganglich. ...

Fihren Sie Folgendes
aus: ... Melden Sie sich
bei der AWS EC2-
Verwaltungskonsole an.

... Navigieren Sie zur
Seite ,Instanzen®. ...
Suchen Sie die Instanz flr
die Cloud Volumes
ONTAP Bereitstellung und
Uberprifen Sie ihren
Zustand. ... Stellen Sie
sicher, dass die mit der
Instanz verknipfte AWS
IAM-Rolle guiltig ist und ihr
die entsprechenden
Berechtigungen flr die
Instanz erteilt wurden.

Fihren Sie Folgendes
aus: ... Melden Sie sich
bei der AWS EC2-
Verwaltungskonsole an.
... Navigieren Sie zur
Seite ,Instanzen”. ...
Suchen Sie die Instanz fiir
die Cloud Volumes
ONTAP -Bereitstellung
und Uberprifen Sie ihren
Zustand. ...



FabricPool
Speicherplatznutzungslimi
t fast erreicht

FabricPool
Speicherplatznutzungslimi
t erreicht

WARNING (Warnung)

KRITISCH

Die gesamte clusterweite
FabricPool
Speicherplatznutzung von
Objektspeichern von
Anbietern mit
Kapazitatslizenz hat fast
das lizenzierte Limit
erreicht.

Die gesamte clusterweite
FabricPool
Speicherplatznutzung von
Objektspeichern von
Anbietern mit
Kapazitatslizenz hat das
Lizenzlimit erreicht.

Fihren Sie die folgenden
Korrekturmafinahmen
durch: ... Uberpriifen Sie
den Prozentsatz der
lizenzierten Kapazitat, die
von jeder FabricPool
Speicherebene verwendet
wird, indem Sie den
Befehl ,storage aggregate
object-store show-space*
verwenden. ... Léschen
Sie Snapshot-Kopien von
Volumes mit der Tiering-
Richtlinie ,Snapshot* oder
,Backup®, indem Sie den
Befehl ,volume snapshot
delete” verwenden, um
Speicherplatz
freizugeben. ...
Installieren Sie eine neue
Lizenz auf dem Cluster,
um die lizenzierte
Kapazitat zu erhéhen.

Flhren Sie die folgenden
Korrekturmafnahmen
durch: ... Uberpriifen Sie
den Prozentsatz der
lizenzierten Kapazitat, die
von jeder FabricPool
Speicherebene verwendet
wird, indem Sie den
Befehl ,storage aggregate
object-store show-space”
verwenden. ... Loschen
Sie Snapshot-Kopien von
Volumes mit der Tiering-
Richtlinie ,Snapshot* oder
,Backup®, indem Sie den
Befehl ,volume snapshot
delete” verwenden, um
Speicherplatz
freizugeben. ...
Installieren Sie eine neue
Lizenz auf dem Cluster,
um die lizenzierte
Kapazitat zu erhohen.
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Rickgabe des Aggregats
fehlgeschlagen
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KRITISCH

Dieses Ereignis tritt
wahrend der Migration
eines Aggregats im
Rahmen einer Speicher-
Failover-(SFO)-Rilickgabe
auf, wenn der Zielknoten
die Objektspeicher nicht
erreichen kann.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ... Stellen Sie
mithilfe des Befehls
~hetwork interface show"
sicher, dass |hr
Intercluster-LIF online und
funktionsfahig ist. ...
Uberpriifen Sie die
Netzwerkkonnektivitat
zum
Objektspeicherserver,
indem Sie den Befehl
.ping“ Uber das
Intercluster-LIF des
Zielknotens ausflihren.
...Uberpriifen Sie mit dem
Befehl ,aggregate object-
store config show*, dass
sich die Konfiguration
Ihres Objektspeichers
nicht geandert hat und
dass die Anmelde- und
Verbindungsinformationen
noch immer korrekt sind.
...Alternativ kdnnen Sie
den Fehler Uberschreiben,
indem Sie fur den
Parameter ,require-
partner-waiting“ des
Giveback-Befehls ,false”
angeben. ...Wenden Sie
sich an den technischen
Support von NetApp , um
weitere Informationen
oder Unterstltzung zu
erhalten.



HA-Verbindung
ausgefallen

WARNING (Warnung)

Die
Hochverfligbarkeitsverbin
dung (HA) ist ausgefallen.
Risiko eines
Dienstausfalls, wenn kein
Failover verfugbar ist.

KorrekturmafRnahmen
hangen von der Anzahl
und Art der von der
Plattform unterstitzten
HA-Verbindungslinks
sowie vom Grund flir den
Verbindungsausfall ab.
...Wenn die Links
ausgefallen sind:
...Uberpriifen Sie, ob
beide Controller im HA-
Paar betriebsbereit sind.
...Stellen Sie bei extern
verbundenen Links sicher,
dass die
Verbindungskabel richtig
angeschlossen sind und
dass die Small Form-
Factor Pluggables (SFPs),
falls zutreffend, richtig auf
beiden Controllern sitzen.
...Deaktivieren und
aktivieren Sie bei intern
verbundenen Links die
Links nacheinander mit
den Befehlen ,ic link off*
und ,ic link on“. ...Wenn
Links deaktiviert sind,
aktivieren Sie die Links
mit dem Befehl ,ic link on®.
...Wenn kein Peer
verbunden ist,
deaktivieren und
aktivieren Sie die Links
nacheinander mit den
Befehlen ,ic link off* und
Jclink on“. ...Wenden Sie
sich an den technischen
Support von NetApp,
wenn das Problem
weiterhin besteht.
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Max. Sitzungen pro
Benutzer Uberschritten
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WARNING (Warnung)

Sie haben die maximal
zulassige Anzahl von
Sitzungen pro Benutzer
Uber eine TCP-
Verbindung Uberschritten.
Jede Anfrage zum
Herstellen einer Sitzung
wird abgelehnt, bis einige
Sitzungen freigegeben
werden. ...

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ...Uberpriifen Sie
alle Anwendungen, die auf
dem Client ausgefiihrt
werden, und beenden Sie
alle, die nicht
ordnungsgeman
funktionieren. ...Starten
Sie den Client neu.
...Uberpriifen Sie, ob das
Problem durch eine neue
oder vorhandene
Anwendung verursacht
wird: ...Wenn die
Anwendung neu ist, legen
Sie mit dem Befehl ,cifs
option modify -max-opens
-same-file-per-tree” einen
hoheren Schwellenwert
fur den Client fest. In
einigen Fallen
funktionieren die Clients
wie erwartet, erfordern
jedoch eine héhere
Schwelle. Sie sollten tber
erweiterte Berechtigungen
verfligen, um einen
hoheren Schwellenwert
fur den Client festzulegen.
...Wenn das Problem
durch eine vorhandene
Anwendung verursacht
wird, liegt moglicherweise
ein Problem mit dem
Client vor. Wenden Sie
sich an den technischen
Support von NetApp , um
weitere Informationen
oder Unterstltzung zu
erhalten.



Maximale Anzahl der
Offnungen pro Datei
Uberschritten

WARNING (Warnung)

Sie haben die maximale
Anzahl Uberschritten, die
Sie die Datei Uber eine
TCP-Verbindung 6ffnen
koénnen. Jede Anfrage
zum Offnen dieser Datei
wird abgelehnt, bis Sie
einige geodffnete Instanzen
der Datei schlieRen. Dies
weist normalerweise auf
ein abnormales
Anwendungsverhalten
hin....

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ...Uberpriifen Sie
die Anwendungen, die auf
dem Client tber diese
TCP-Verbindung
ausgefuhrt werden. Der
Client funktioniert
mdglicherweise aufgrund
der darauf ausgefihrten
Anwendung nicht richtig.
... Starten Sie den Client
neu. ... Prufen Sie, ob das
Problem durch eine neue
oder vorhandene
Anwendung verursacht
wird: ... Wenn die
Anwendung neu ist, legen
Sie mit dem Befehl ,cifs
option modify -max-opens
-same-file-per-tree” einen
hoheren Schwellenwert
fur den Client fest. In
einigen Fallen
funktionieren die Clients
wie erwartet, erfordern
jedoch eine héhere
Schwelle. Sie sollten tUber
erweiterte Berechtigungen
verfligen, um einen
hoheren Schwellenwert
fur den Client festzulegen.
...Wenn das Problem
durch eine vorhandene
Anwendung verursacht
wird, liegt moglicherweise
ein Problem mit dem
Client vor. Wenden Sie
sich an den technischen
Support von NetApp , um
weitere Informationen
oder Unterstlitzung zu
erhalten.
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NetBIOS-Namenskonflikt

NFSv4-Speicherpool
erschopft

134
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KRITISCH

Der NetBIOS-
Namensdienst hat von
einem Remotecomputer
eine negative Antwort auf
eine
Namensregistrierungsanfo
rderung erhalten. Dies
wird normalerweise durch
einen Konflikt im
NetBIOS-Namen oder
einem Alias verursacht.
Dies hat zur Folge, dass
Clients moglicherweise
nicht auf Daten zugreifen
oder keine Verbindung
zum richtigen
Datenbereitstellungsknote
n im Cluster herstellen
koénnen.

Ein NFSv4-Speicherpool
ist erschopft.

Flhren Sie eine der
folgenden
KorrekturmalRnahmen
durch: ...Wenn ein
Konflikt im NetBIOS-
Namen oder einem Alias
vorliegt, fihren Sie einen
der folgenden Schritte
aus: ...Léschen Sie den
doppelten NetBIOS-Alias
mit dem Befehl ,vserver
cifs delete -aliases alias
-vserver vserver*,
...Benennen Sie einen
NetBIOS-Alias um, indem
Sie den doppelten Namen
I6schen und einen Alias
mit einem neuen Namen
hinzuftigen, indem Sie
den Befehl ,vserver cifs
create -aliases alias
-vserver vserver
verwenden. ...Wenn keine
Aliase konfiguriert sind
und ein Konflikt im
NetBIOS-Namen vorliegt,
benennen Sie den CIFS-
Server mit den Befehlen
Lvserver cifs delete
-vserver vserver und
,vserver cifs create -cifs
-server netbiosname®“ um.
HINWEIS: Durch das
Loschen eines CIFS-
Servers kann der Zugriff
auf die Daten
unzuganglich werden.
...Entfernen Sie den
NetBIOS-Namen oder
benennen Sie das
NetBIOS auf dem
Remotecomputer um.

Wenn der NFS-Server
nach diesem Ereignis
langer als 10 Minuten
nicht reagiert, wenden Sie
sich an den technischen
Support von NetApp .



Keine registrierte Scan-
Engine

Keine Vscan-Verbindung

Knoten-Root-Volume-
Speicherplatz niedrig

Nicht vorhandene Admin-
Freigabe

KRITISCH

KRITISCH

KRITISCH

KRITISCH

Der Antivirus-Connector
hat ONTAP
benachrichtigt, dass er
Uber keine registrierte
Scan-Engine verflgt. Dies
kann dazu flhren, dass
Daten nicht verfigbar
sind, wenn die Option
~>can-obligatorisch*
aktiviert ist.

ONTAP verfugt Uber keine
Vscan-Verbindung, um
Virenscan-Anfragen zu
bedienen. Dies kann dazu
fihren, dass Daten nicht
verflgbar sind, wenn die
Option ,Scan-
obligatorisch® aktiviert ist.

Das System hat
festgestellt, dass auf dem
Stammvolume gefahrlich
wenig Speicherplatz
vorhanden ist. Der Knoten
ist nicht voll
funktionsfahig.
Moglicherweise ist
innerhalb des Clusters ein
Failover der Daten-LIFs
aufgetreten, weshalb der
NFS- und CIFS-Zugriff auf
den Knoten eingeschrankt
ist. Die
Verwaltungsfunktionen
sind auf lokale
Wiederherstellungsverfahr
en fur den Knoten
beschrankt, um
Speicherplatz auf dem
Stammvolume
freizugeben.

Vscan-Problem: Ein Client
hat versucht, eine
Verbindung zu einer nicht
vorhandenen
ONTAP_ADMINS-
Freigabe herzustellen.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ... Stellen Sie
sicher, dass die auf dem
Antivirenserver installierte
Scan-Engine-Software mit
ONTAP kompatibel ist. ...
Stellen Sie sicher, dass
die Scan-Engine-Software
ausgefuhrt wird und fur
die Verbindung mit dem
Antiviren-Connector Uber
lokales Loopback
konfiguriert ist.

Stellen Sie sicher, dass
der Scannerpool richtig
konfiguriert ist und die
Antivirenserver aktiv und
mit ONTAP verbunden
sind.

Fuhren Sie die folgenden
KorrekturmalRnahmen
durch: ... Schaffen Sie
Speicherplatz auf dem
Stammvolume, indem Sie
alte Snapshot-Kopien
|6schen, nicht mehr
bendtigte Dateien aus
dem Verzeichnis /mroot
I6schen oder die Kapazitat
des Stammvolumes
erweitern. ... Starten Sie
den Controller neu. ...
Wenden Sie sich an den
technischen Support von
NetApp , um weitere
Informationen oder
Unterstltzung zu erhalten.

Stellen Sie sicher, dass
Vscan fir die angegebene
SVM-ID aktiviert ist. Durch
die Aktivierung von Vscan
auf einer SVM wird die
ONTAP_ADMINS$-
Freigabe automatisch fir
die SVM erstellt.
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Nicht genligend KRITISCH
Speicherplatz fir den

NVMe-Namespace

NVMe-oF-Gnadenfrist
aktiv

WARNING (Warnung)

NVMe-oF-Karenzzeit
abgelaufen

WARNING (Warnung)

NVMe-oF-Gnadenfrist
beginnt

WARNING (Warnung)

Objektspeicher-Host nicht KRITISCH
aufldsbar
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Ein NVMe-Namespace
wurde aufgrund eines
Schreibfehlers aufgrund
von Speicherplatzmangel
offline geschaltet.

Dieses Ereignis tritt taglich
auf, wenn das NVMe over
Fabrics (NVMe-oF)-
Protokoll verwendet wird
und die Nachfrist der
Lizenz aktiv ist. Fir die
NVMe-oF-Funktionalitat
ist nach Ablauf der
Lizenzfrist eine Lizenz
erforderlich. Die NVMe-
oF-Funktionalitat wird
deaktiviert, wenn die
Lizenzfrist abgelaufen ist.

Die Nachfrist fir die
NVMe over Fabrics
(NVMe-oF)-Lizenz ist
abgelaufen und die
NVMe-oF-Funktionalitat
ist deaktiviert.

Die NVMe over Fabrics
(NVMe-oF)-Konfiguration
wurde wahrend des
Upgrades auf die ONTAP
9.5-Software erkannt. Fur
die NVMe-oF-
Funktionalitat ist nach
Ablauf der Lizenzfrist eine
Lizenz erforderlich.

Der Hostname des
Objektspeicherservers
kann nicht in eine IP-
Adresse aufgeldst
werden. Der
Objektspeicherclient kann
ohne Auflésung in eine IP-
Adresse nicht mit dem
Objektspeicherserver
kommunizieren. Dies kann
dazu fihren, dass auf die
Daten nicht zugegriffen
werden kann.

Flgen Sie dem Volume
Speicherplatz hinzu und
bringen Sie dann den
NVMe-Namespace online,
indem Sie den Befehl
,VServer nvme namespace
modify“ verwenden.

Wenden Sie sich an Ihren
Vertriebsmitarbeiter, um
eine NVMe-oF-Lizenz zu
erhalten und sie dem
Cluster hinzuzufigen,
oder entfernen Sie alle
Instanzen der NVMe-oF-
Konfiguration aus dem
Cluster.

Wenden Sie sich an Ihren
Vertriebsmitarbeiter, um
eine NVMe-oF-Lizenz zu
erhalten und sie dem
Cluster hinzuzufiigen.

Wenden Sie sich an lhren
Vertriebsmitarbeiter, um
eine NVMe-oF-Lizenz zu
erhalten und sie dem
Cluster hinzuzufiigen.

Uberpriifen Sie die DNS-
Konfiguration, um
sicherzustellen, dass der
Hostname korrekt mit
einer |IP-Adresse
konfiguriert ist.



Objektspeicher- KRITISCH
Intercluster-LIF

ausgefallen

Nichtlbereinstimmung der KRITISCH
Objektspeichersignatur

Der Objektspeicher-Client
kann kein funktionsfahiges
LIF fir die Kommunikation
mit dem Objektspeicher-
Server finden. Der Knoten
lasst keinen
Objektspeicher-
Clientverkehr zu, bis das
Intercluster-LIF
betriebsbereit ist. Dies
kann dazu fiihren, dass
auf die Daten nicht
zugegriffen werden kann.

Die an den
Objektspeicherserver
gesendete
Anforderungssignatur
stimmt nicht mit der vom
Client berechneten
Signatur Gberein. Dies
kann dazu flhren, dass
auf die Daten nicht
zugegriffen werden kann.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ... Uberpriifen Sie
den Intercluster-LIF-
Status mit dem Befehl
,hetwork interface show
-role intercluster®. ...
Stellen Sie sicher, dass
das Intercluster-LIF richtig
konfiguriert und
betriebsbereit ist. ... Wenn
kein Intercluster-LIF
konfiguriert ist, fligen Sie
es mit dem Befehl
~hetwork interface create
-role intercluster” hinzu.

Uberpriifen Sie, ob der
geheime Zugriffsschlissel
richtig konfiguriert ist.
Wenn es richtig
konfiguriert ist, wenden
Sie sich an den
technischen Support von
NetApp , um Hilfe zu
erhalten.
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READDIR-
Zeitiberschreitung
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Ein READDIR-
Dateivorgang hat das
zulassige Zeitlimit fur die
Ausfuhrung in WAFL
Uberschritten. Dies kann
an sehr grof3en oder
sparlich geflllten
Verzeichnissen liegen. Es
werden
KorrekturmalRnahmen
empfohlen.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ... Suchen Sie
nach spezifischen
Informationen zu aktuellen
Verzeichnissen, bei denen
READDIR-Dateivorgange
abgelaufen sind, indem
Sie den folgenden
NodeShell-CLI-Befehl mit
der Berechtigung ,diag“
verwenden: wafl readdir
notice show. ...
Uberpriifen Sie, ob
Verzeichnisse als sparlich
gekennzeichnet sind oder
nicht: ... Wenn ein
Verzeichnis als sparlich
gekennzeichnet ist, wird
empfohlen, den Inhalt des
Verzeichnisses in ein
neues Verzeichnis zu
kopieren, um die
Sparlichkeit der
Verzeichnisdatei zu
beheben. ...Wenn ein
Verzeichnis nicht als
sparlich gekennzeichnet
ist und das Verzeichnis
grol ist, wird empfohlen,
die GroRRe der
Verzeichnisdatei zu
reduzieren, indem Sie die
Anzahl der Dateieintrage
im Verzeichnis verringern.



Verlagerung des
Aggregats fehlgeschlagen

KRITISCH

Dieses Ereignis tritt
wahrend der
Verschiebung eines
Aggregats auf, wenn der
Zielknoten die
Objektspeicher nicht
erreichen kann.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ... Stellen Sie
mithilfe des Befehls
~hetwork interface show"
sicher, dass |hr
Intercluster-LIF online und
funktionsfahig ist. ...
Uberpriifen Sie die
Netzwerkkonnektivitat
zum
Objektspeicherserver,
indem Sie den Befehl
.ping“ Uber das
Intercluster-LIF des
Zielknotens ausflihren.
...Uberpriifen Sie mit dem
Befehl ,aggregate object-
store config show*, dass
sich die Konfiguration
Ihres Objektspeichers
nicht geandert hat und
dass die Anmelde- und
Verbindungsinformationen
noch immer korrekt sind.
...Alternativ kdnnen Sie
den Fehler mit dem
Parameter ,override-
destination-checks” des
Umzugsbefehls
Uberschreiben. ...Wenden
Sie sich an den
technischen Support von
NetApp, um weitere
Informationen oder
Unterstutzung zu erhalten.
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Schattenkopie KRITISCH

fehlgeschlagen

Ausfall der
Stromversorgung des
Speicherschalters

WARNING (Warnung)

Zu viele CIFS-
Authentifizierungen

WARNING (Warnung)
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Ein Volume Shadow Copy
Service (VSS), ein
Sicherungs- und
Wiederherstellungsdienstv
organg von Microsoft
Server, ist fehlgeschlagen.

Im Cluster-Switch fehlt
eine Stromversorgung.
Die Redundanz wird
reduziert, das Risiko eines
Stromausfalls bei weiteren
Stromausfallen steigt.

Viele
Authentifizierungsverhand|
ungen fanden gleichzeitig
statt. Von diesem Client
liegen 256 unvollstandige
neue
Sitzungsanforderungen
VOr.

Uberpriifen Sie anhand
derin der
Ereignismeldung
bereitgestellten
Informationen Folgendes:
... Ist die
Schattenkopiekonfiguratio
n aktiviert? ... Sind die
entsprechenden Lizenzen
installiert? ...Auf welchen
Freigaben wird der
Schattenkopievorgang
ausgefuhrt?...Ist der
Freigabename
korrekt?...Existiert der
Freigabepfad?...Wie ist
der Status des
Schattenkopiesatzes und
seiner Schattenkopien?

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ... Stellen Sie
sicher, dass das Netzteil,
das den Cluster-Switch
mit Strom versorgt,
eingeschaltet ist. ...
Stellen Sie sicher, dass
das Netzkabel an die
Stromversorgung
angeschlossen ist. ...
Wenden Sie sich an den
technischen Support von
NetApp , wenn das
Problem weiterhin
besteht.

Untersuchen Sie, warum
der Client 256 oder mehr
neue
Verbindungsanforderunge
n erstellt hat.
Moglicherweise missen
Sie sich an den Anbieter
des Clients oder der
Anwendung wenden, um
die Ursache des Fehlers
zu ermitteln.



Unbefugter
Benutzerzugriff auf die
Administratorfreigabe

Virus erkannt

Volume offline

Volumenbeschrankt

Speicher-VM erfolgreich
beendet

Knotenpanik

Zurick nach oben

WARNING (Warnung)

WARNING (Warnung)

INFO

INFO

INFO

WARNING (Warnung)

Ein Client hat versucht,
eine Verbindung zur
privilegierten Freigabe
ONTAP_ADMINS$
herzustellen, obwohl der
angemeldete Benutzer
kein zulassiger Benutzer
ist.

Ein Vscan-Server hat dem
Speichersystem einen
Fehler gemeldet. Dies
weist normalerweise
darauf hin, dass ein Virus
gefunden wurde. Dieses
Ereignis kann jedoch auch
durch andere Fehler auf
dem Vscan-Server
verursacht werden. ...Der
Clientzugriff auf die Datei
wird verweigert. Der
Vscan-Server kann die
Datei je nach seinen
Einstellungen und seiner
Konfiguration bereinigen,
unter Quarantane stellen
oder léschen.

Diese Meldung zeigt an,
dass ein Volume offline
geschaltet wurde.

Dieses Ereignis zeigt an,
dass ein flexibles Volumen
eingeschrankt wird.

Diese Meldung wird
angezeigt, wenn ein
,vServer-Stopp“-Vorgang
erfolgreich ist.

Dieses Ereignis wird
ausgeldst, wenn eine
Panik auftritt

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ... Stellen Sie
sicher, dass der
angegebene
Benutzername und die IP-
Adresse in einem der
aktiven Vscan-
Scannerpools konfiguriert
sind. ... Uberpriifen Sie
die aktuell aktive
Scannerpoolkonfiguration
mit dem Befehl ,vserver
vscan scanner pool show-
active”.

Uberpriifen Sie das im
»oyslog“-Ereignis
gemeldete Protokoll des
Vscan-Servers, um
festzustellen, ob die
infizierte Datei erfolgreich
bereinigt, unter
Quarantane gestellt oder
geldscht werden konnte.
Wenn dies nicht moglich
ist, muss ein
Systemadministrator die
Datei moglicherweise
manuell 16schen.

Bringen Sie das Volume
wieder online.

Bringen Sie das Volume
wieder online.

Verwenden Sie den Befehl
Lvserver start’, um den
Datenzugriff auf einer
Speicher-VM zu starten.

Wenden Sie sich an den
NetApp Kundensupport.
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Anti-Ransomware-Protokollmonitore

Monitorname

Storage VM Anti-
Ransomware-
Uberwachung deaktiviert

Storage VM Anti-
Ransomware-
Uberwachung aktiviert
(Lernmodus)

Volumen-Anti-
Ransomware-
Uberwachung aktiviert

Volumen-Anti-
Ransomware-
Uberwachung deaktiviert

Volumen-Anti-
Ransomware-
Uberwachung aktiviert
(Lernmodus)

Volumen-Anti-
Ransomware-
Uberwachung angehalten
(Lernmodus)

Volumen-Anti-
Ransomware-
Uberwachung angehalten

Deaktivieren der Volumen-
Anti-Ransomware-
Uberwachung
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Schwere

WARNING (Warnung)

INFO

INFO

WARNING (Warnung)

INFO

WARNING (Warnung)

WARNING (Warnung)

WARNING (Warnung)

Beschreibung

Die Anti-Ransomware-
Uberwachung fiir die
Speicher-VM ist
deaktiviert. Aktivieren Sie
Anti-Ransomware, um die

Speicher-VM zu schitzen.

Die Anti-Ransomware-
Uberwachung fur die
Speicher-VM ist im
Lernmodus aktiviert.

Die Anti-Ransomware-
Uberwachung fiir das
Volume ist aktiviert.

Die Anti-Ransomware-
Uberwachung fiir das
Volume ist deaktiviert.
Aktivieren Sie Anti-
Ransomware, um das
Volume zu schutzen.

Die Anti-Ransomware-
Uberwachung fir das
Volume ist im Lernmodus
aktiviert.

Die Anti-Ransomware-
Uberwachung fiir das
Volume wird im
Lernmodus angehalten.

Die Anti-Ransomware-
Uberwachung fiir das
Volume ist angehalten.

Die Anti-Ransomware-
Uberwachung fiir das
Volume wird deaktiviert.

Korrekturmafnahme

Keine

Keine

Keine

Keine

Keine

Keine

Keine

Keine



Ransomware-Aktivitat KRITISCH

erkannt

Zurick nach oben

FSx fiir NetApp ONTAP -Monitore

Monitorname Schwellenwerte

Die FSx-Volumenkapazitat Warnung @ > 85
ist voll %...Kritisch @ > 95 %

Um die Daten vor der
erkannten Ransomware
zu schutzen, wurde eine
Snapshot-Kopie erstellt,
mit der die Originaldaten
wiederhergestellt werden
koénnen. lhr System
generiert und Ubertragt
eine AutoSupport oder
,Call Home“-Nachricht an
den technischen Support
von NetApp und alle
konfigurierten Ziele.
AutoSupport -Nachrichten
verbessern die
Problembestimmung und
-l6sung.

Monitorbeschreibung

Die Speicherkapazitat
eines Datentragers ist
zum Speichern von
Anwendungs- und
Kundendaten erforderlich.
Je mehr Daten im ONTAP
-Volume gespeichert
werden, desto geringer ist
die Speicherverfiigbarkeit
fur zukinftige Daten.
Wenn die
Datenspeicherkapazitat
innerhalb eines Volumes
die
Gesamtspeicherkapazitat
erreicht, kann dies dazu
fuhren, dass der Kunde
aufgrund fehlender
Speicherkapazitat keine
Daten speichern kann.
Durch die Uberwachung
der genutzten

Speicherkapazitat wird die

Kontinuitat der
Datendienste
gewabhrleistet.

Informationen zum
Ergreifen von
Abhilfemallinahmen gegen
Ransomware-Aktivitaten
finden Sie im ,FINAL-
DOCUMENT-NAME*.

Korrekturmafnahme

Um
Serviceunterbrechungen
ZU minimieren, wenn ein
kritischer Schwellenwert
Uberschritten wird, sind
sofortige Mallnahmen
erforderlich: ...1. Loschen
Sie nicht mehr bendétigte
Daten, um Speicherplatz
freizugeben.
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FSx-Volumen, hohe
Latenz
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Warnung @ > 1000
ps...Kritisch @ > 2000 ps

Volumes sind Objekte, die
den E/A-Verkehr
bedienen, der haufig von
leistungssensiblen
Anwendungen wie
DevOps-Anwendungen,
Home-Verzeichnissen und
Datenbanken gesteuert
wird. Hohe
Volumenlatenzen kdnnen
dazu fihren, dass die
Anwendungen selbst
darunter leiden und ihre
Aufgaben nicht erflllen
kénnen. Die Uberwachung
der Volume-Latenzen ist
entscheidend, um eine
konsistente
Anwendungsleistung
aufrechtzuerhalten.

Um
Serviceunterbrechungen
Zu minimieren, wenn ein
kritischer Schwellenwert
Uberschritten wird, sind
sofortige Mallnahmen
erforderlich: ...1. Wenn
dem Volume eine QoS-
Richtlinie zugewiesen ist,
prifen Sie dessen
Grenzwerte, um zu
prufen, ob diese zu einer
Drosselung der Volume-
Arbeitslast fihren. Planen
Sie, bald die folgenden
MafRnahmen zu ergreifen,
wenn der
Warnschwellenwert
Uberschritten wird: ...1.
Wenn dem Volume eine
QoS-Richtlinie
zugewiesen ist, prifen Sie
dessen Grenzwerte, falls
diese zu einer Drosselung
der Volume-Arbeitslast
fuhren. ...2. Wenn der
Knoten ebenfalls stark
ausgelastet ist,
verschieben Sie das
Volume auf einen anderen
Knoten oder reduzieren
Sie die Gesamtarbeitslast
des Knotens.



FSx-Volume-Inodes-Limit

FSx Volume Qtree-
Kontingentliberbelegung

Warnung @ > 85
%...Kritisch @ > 95 %

Warnung @ > 95
%...Kritisch @ > 100 %

Volumes, die Dateien
speichern, verwenden
Indexknoten (Inode) zum
Speichern von
Dateimetadaten. Wenn
ein Volume seine Inode-
Zuweisung erschopft,
kdénnen ihm keine
weiteren Dateien
hinzugefiigt werden. Eine
Warnmeldung weist
darauf hin, dass geplante
MafRnahmen ergriffen
werden sollten, um die
Anzahl der verfugbaren
Inodes zu erhdhen. Eine
kritische Warnung weist
darauf hin, dass die
Erschopfung des
Dateilimits unmittelbar
bevorsteht und
Notfallmal3nahmen
ergriffen werden sollten,
um Inodes freizugeben
und so die
Servicekontinuitat
sicherzustellen.

Volume Qtree Quota
Overcommit gibt den
Prozentsatz an, ab dem
ein Volume als durch die
Qtree-Kontingente
Uberbelegt gilt. Der
festgelegte Schwellenwert
fur das Qtree-Kontingent
ist fir das Volume
erreicht. Durch die
Uberwachung der
Uberbelegung des
Volume-Qtree-Kontingents
wird sichergestellt, dass
der Benutzer einen
unterbrechungsfreien
Datendienst erhalt.

Um
Serviceunterbrechungen
Zu minimieren, wenn ein
kritischer Schwellenwert
Uberschritten wird, sind
sofortige Mallnahmen
erforderlich: ...1. Erwagen
Sie, den Inodes-Wert flir
das Volume zu erhdhen.
Wenn der Inodes-Wert
bereits das Maximum
erreicht hat, sollten Sie
das Volume in zwei oder
mehr Volumes aufteilen,
da das Dateisystem die
maximale Grolie
Uberschritten hat. Planen
Sie, bald die folgenden
MafRnahmen zu ergreifen,
wenn der
Warnschwellenwert
Uberschritten wird: ...1.
Erwagen Sie, den Inodes-
Wert flr das Volume zu
erhéhen. Wenn der
Inodes-Wert bereits das
Maximum erreicht hat,
sollten Sie das Volume in
zwei oder mehr Volumes
aufteilen, da das
Dateisystem Uber die
maximale Grolie
hinausgewachsen ist

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
sofort Mallnahmen
ergriffen werden, um die
Dienstunterbrechung zu
minimieren: 1. Loschen
Sie nicht bendtigte Daten.
Wenn der
Warnschwellenwert
Uberschritten wird, sollten
Sie den Speicherplatz des
Datentragers vergrofiern.

145



Der reservierte
Speicherplatz fir FSx-
Snapshots ist voll
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Warnung @ > 90
%...Kritisch @ > 95 %

Die Speicherkapazitat
eines Datentragers ist
zum Speichern von
Anwendungs- und
Kundendaten erforderlich.
Ein Teil dieses
Speicherplatzes, der
sogenannte reservierte
Snapshot-Speicherplatz,
wird zum Speichern von
Snapshots verwendet, die
einen lokalen Schutz der
Daten erméglichen. Je
mehr neue und
aktualisierte Daten im
ONTAP Volume
gespeichert werden, desto
mehr Snapshot-Kapazitat
wird verwendet und desto
weniger Snapshot-
Speicherkapazitat steht
fur zukinftige neue oder
aktualisierte Daten zur
Verfiigung. Wenn die
Snapshot-Datenkapazitat
innerhalb eines Volumes
den gesamten Snapshot-
Reservespeicherplatz
erreicht, kann dies dazu
fihren, dass der Kunde
keine neuen Snapshot-
Daten speichern kann und
der Schutzgrad der Daten
im Volume verringert wird.
Durch die Uberwachung
der Snapshot-Kapazitat
des verwendeten Volumes
wird die Kontinuitat der
Datendienste
sichergestellt.

Um
Serviceunterbrechungen
Zu minimieren, wenn ein
kritischer Schwellenwert
Uberschritten wird, sind
sofortige Mallnahmen
erforderlich: ...1. Erwagen
Sie die Konfiguration von
Snapshots, um den
Datenspeicherplatz im
Volume zu nutzen, wenn
die Snapshot-Reserve voll
ist ... 2. Erwagen Sie,
einige altere Snapshots zu
I6schen, die
maoglicherweise nicht
mehr bendtigt werden, um
Speicherplatz
freizugeben. Planen Sie,
bald die folgenden
MafRnahmen zu ergreifen,
wenn der
Warnschwellenwert
Uberschritten wird: ...1.
Erwagen Sie, den
Snapshot-
Reservespeicherplatz
innerhalb des Volumes zu
erhdhen, um dem
Wachstum Rechnung zu
tragen...2. Erwagen Sie
die Konfiguration von
Snapshots, um den
Datenspeicherplatz im
Volume zu nutzen, wenn
die Snapshot-Reserve voll
ist



FSx Volume Cache Miss
Ratio

Zuruck nach oben

K8s-Monitore

Monitorname

Warnung @ > 95
%...Kritisch @ > 100 %

Beschreibung

Die Volume Cache Miss
Ratio ist der Prozentsatz
der Leseanforderungen
der Clientanwendungen,
die von der Festplatte und
nicht vom Cache
zurtckgegeben werden.
Dies bedeutet, dass die
Lautstarke den
eingestellten
Schwellenwert erreicht
hat.

Korrekturmafnahmen

Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
sofort Mallnahmen
ergriffen werden, um die
Dienstunterbrechung zu
minimieren: 1.
Verschieben Sie einige
Workloads vom Knoten
des Volumes, um die E/A-
Last 2 zu reduzieren.
Reduzieren Sie die
Nachfrage nach
Workloads mit niedrigerer
Prioritat auf demselben
Knoten Uber QoS-
Grenzwerte. Erwagen Sie
sofortige Mallnahmen,
wenn der
Warnschwellenwert
Uberschritten wird: 1.
Verschieben Sie einige
Workloads vom Knoten
des Volumes, um die E/A-
Last 2 zu reduzieren.
Verringern Sie die
Nachfrage nach
Workloads mit niedrigerer
Prioritat auf demselben
Knoten Uber QoS-
Grenzwerte 3. Andern Sie
die
Arbeitslasteigenschaften
(BlockgrolRde,
Anwendungs-Caching
usw.)

Schweregrad/Schwellenw
ert
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Hohe Latenz bei
persistentem Volume

Hohe, anhaltende
Volumenlatenzen kdnnen
dazu fuhren, dass die
Anwendungen selbst
darunter leiden und ihre
Aufgaben nicht erflllen
kénnen. Die Uberwachung
dauerhafter Volume-
Latenzen ist
entscheidend, um eine
konsistente
Anwendungsleistung
aufrechtzuerhalten. Je
nach Medientyp sind
folgende Latenzen zu
erwarten: SSD bis zu 1-2
Millisekunden, SAS bis zu
8-10 Millisekunden und
SATA-HDD 17-20
Millisekunden.

Cluster-Speichersattigung Die Sattigung des dem

hoch
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Cluster zuweisbaren
Speichers ist hoch. Die
CPU-Sattigung des
Clusters wird berechnet
als Summe der
Speichernutzung geteilt
durch die Summe des
zuweisbaren Speichers
aller K8s-Knoten.

SofortmaBnahmen Wenn Warnung @ > 6.000 ps
Kritisch @ > 12.000 ps

ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie sofortige MaRnahmen
in Betracht ziehen, um
Dienstunterbrechungen zu
minimieren: Wenn dem
Volume eine QoS-
Richtlinie zugewiesen ist,
prifen Sie dessen
Grenzwerte, falls diese zu
einer Drosselung der
Volume-Arbeitslast fihren.
Bald zu ergreifende
MaRnahmen Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
SofortmalRnahmen: 1.
Wenn auch der
Speicherpool stark
ausgelastet ist,
verschieben Sie das
Volume in einen anderen
Speicherpool. 2. Wenn
dem Volume eine QoS-
Richtlinie zugewiesen ist,
prufen Sie dessen
Grenzwerte, um zu
prifen, ob diese zu einer
Drosselung der Volume-
Arbeitslast fihren. 3.
Wenn auch der Controller
stark ausgelastet ist,
verschieben Sie das
Volume auf einen anderen
Controller oder reduzieren
Sie die Gesamtarbeitslast
des Controllers.

Knoten hinzuflgen.
Reparieren Sie alle nicht
geplanten Knoten. Passen
Sie die GroRe der Pods
an, um Speicher auf
Knoten freizugeben.

Warnung @ > 80 %
Kritisch @ > 90 %



POD-Anhangen
fehlgeschlagen

Hohe
Neulbertragungsrate

Knotendateisystemkapazit
at hoch

Hoher Netzwerk-Jitter bei
der Arbeitslast

Diese Warnung wird
angezeigt, wenn ein
Volume-Anhang mit POD
fehlgeschlagen ist.

Hohe TCP-
Neulbertragungsrate

Knotendateisystemkapazit
at hoch

Hoher TCP-Jitter (hohe
Latenz-
/Antwortzeitschwankunge
n)

Auf NetzwerkUberlastung
prufen — Identifizieren Sie
Arbeitslasten, die viel
Netzwerkbandbreite
verbrauchen. Uberpriifen
Sie, ob die CPU-
Auslastung des Pods
hoch ist. Uberpriifen Sie
die Hardware-
Netzwerkleistung.

- Erhdhen Sie die Grolie
der Knotenfestplatten, um
sicherzustellen, dass
ausreichend Platz fUr die
Anwendungsdateien
vorhanden ist. -
Reduzieren Sie die
Verwendung von
Anwendungsdateien.

Uberpriifen Sie, ob das
Netzwerk Uberlastet ist.
Identifizieren Sie
Workloads, die viel
Netzwerkbandbreite
verbrauchen. Uberpriifen
Sie, ob die CPU-
Auslastung des Pods
hoch ist. Uberpriifen Sie
die Leistung des
Hardwarenetzwerks

Warnung

Warnung @ > 10 %
Kritisch @ > 25 %

Warnung @ > 80 %
Kritisch @ > 90 %

Warnung @ > 30 ms
Kritisch @ > 50 ms
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Durchsatz persistenter
Volumes

Container, dem die Gefahr
besteht, OOM zu werden,
wurden getotet

Arbeitsbelastung reduziert

Bindung des Anspruchs
auf persistentes Volume
fehlgeschlagen
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MBPS-Schwellenwerte fiir SofortmaBnahmen Wenn Warnung @ > 10.000

persistente Volumes
kénnen verwendet
werden, um einen
Administrator zu warnen,
wenn persistente Volumes
vordefinierte
Leistungserwartungen
Uberschreiten, was sich
moglicherweise auf
andere persistente
Volumes auswirkt. Durch
die Aktivierung dieses
Monitors werden
Warnungen generiert, die
fur das typische
Durchsatzprofil
persistenter Volumes auf
SSDs geeignet sind.
Dieser Monitor deckt alle
persistenten Volumes
Ihres Mandanten ab. Die
Warn- und kritischen
Schwellenwerte kénnen
basierend auf Ihren
Uberwachungszielen
angepasst werden, indem
Sie diesen Monitor
duplizieren und fur lhre
Speicherklasse geeignete
Schwellenwerte festlegen.
Ein duplizierter Monitor
kann aullerdem auf eine
Teilmenge der
persistenten Volumes
Ihres Mandanten
ausgerichtet werden.

Die Speichergrenzen des
Containers sind zu niedrig
eingestellt. Es besteht die
Gefahr einer Raumung
des Containers (Out of
Memory Kill).

Die Arbeitslast hat keine
gesunden Pods.

Diese Warnung wird
angezeigt, wenn eine
Bindung auf einem PVC
fehlschlagt.

ein kritischer
Schwellenwert
Uberschritten wird, planen
Sie SofortmalRnahmen,
um die
Dienstunterbrechung zu
minimieren: 1. Fihren Sie
QoS-MBPS-Grenzwerte
fur das Volume ein. 2.
Uberpriifen Sie die
Anwendung, die die
Arbeitslast auf dem
Datentrager steuert, auf
Anomalien. Bald zu
ergreifende MaBnahmen
Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden

sofortigen MalRnahmen: 1.

Flhren Sie QoS-MBPS-
Grenzwerte flr das
Volume ein. 2. Uberpriifen
Sie die Anwendung, die
die Arbeitslast auf dem
Datentrager steuert, auf
Anomalien.

Erhohen Sie die
Speichergrenzen des
Containers.

MB/s Kritisch @ > 15.000
MB/s

Warnung @ > 95 %

Kritisch @ < 1

Warnung



ResourceQuota-

Speicherlimits werden

bald Gberschritten

ResourceQuota-

Speicheranforderungen
werden bald Uberschritten

Knotenerstellung
fehlgeschlagen

Die Wiederherstellung des
persistenten Volumes ist

fehlgeschlagen

CPU-Drosselung fur
Container

Service Load Balancer
konnte nicht geldscht

werden

Die Speichergrenzen fiir
den Namespace
Uberschreiten bald
ResourceQuota

Speicheranforderungen
fur Namespace
Uberschreiten bald
ResourceQuota

Der Knoten konnte Suchen Sie im

aufgrund eines Kubernetes-

Konfigurationsfehlers nicht Ereignisprotokoll nach der

geplant werden. Ursache des
Konfigurationsfehlers.

Die automatische
Wiederherstellung des
Datentragers ist
fehlgeschlagen.

Die CPU-Grenzen des Erhohen Sie die CPU-
Containers sind zu niedrig Grenzen des Containers.
eingestellt.

Containerprozesse

werden verlangsamt.

Warnung @ > 80 %
Kritisch @ > 90 %

Warnung @ > 80 %
Kritisch @ > 90 %

Kritisch

Warnung @ > 0B

Warnung @ > 95 %
Kritisch @ > 98 %

Warnung
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Persistente Volume-IOPS

Service Load Balancer
konnte nicht aktualisiert
werden

POD-Mount
fehlgeschlagen

Knoten-PID-Druck
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IOPS-Schwellenwerte flir
persistente Volumes
kénnen verwendet
werden, um einen
Administrator zu warnen,
wenn persistente Volumes
vordefinierte
Leistungserwartungen
Uberschreiten. Durch die
Aktivierung dieses
Monitors werden
Warnungen generiert, die
fur das typische IOPS-
Profil von
Persistenzvolumes
geeignet sind. Dieser
Monitor deckt alle
persistenten Volumes
Ihres Mandanten ab. Die
Warn- und kritischen
Schwellenwerte kdnnen
basierend auf lhren
Uberwachungszielen
angepasst werden, indem
Sie diesen Monitor
duplizieren und fir lhre
Arbeitslast geeignete
Schwellenwerte festlegen.

Diese Warnung wird
angezeigt, wenn die
Bereitstellung eines POD
fehlgeschlagen ist.

Die Anzahl der
verfigbaren
Prozesskennungen auf
dem (Linux-)Knoten ist
unter einen
Raumungsschwellenwert
gefallen.

SofortmaBnahmen Wenn Warnung bei > 20.000
IO/s Kritisch bei > 25.000

ein kritischer
Schwellenwert
Uberschritten wird, planen
Sie SofortmalRnahmen,
um die
Dienstunterbrechung zu
minimieren: 1. Fihren Sie
QoS-10PS-Grenzwerte flr
das Volume ein. 2.
Uberpriifen Sie die
Anwendung, die die
Arbeitslast auf dem
Datentrager steuert, auf
Anomalien. Bald zu
ergreifende MaBnahmen
Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
Sofortmaflinahmen: 1.
Flhren Sie QoS-IOPS-
Grenzwerte flr das
Volume ein. 2. Uberpriifen
Sie die Anwendung, die
die Arbeitslast auf dem
Datentrager steuert, auf
Anomalien.

IO/s

Warnung

Warnung

Suchen und beheben Sie Kritisch @ >0
Pods, die viele Prozesse

generieren und dem

Knoten die verfiigbaren

Prozess-IDs vorenthalten.

Richten Sie PodPidsLimit

ein, um lhren Knoten vor

Pods oder Containern zu

schitzen, die zu viele

Prozesse erzeugen.



Fehler beim Abrufen des
Pod-Images

Job lauft zu lange

Knotenspeicher hoch

ResourceQuota-CPU-
Grenzwerte werden bald
Uberschritten

Pod Crash Loop Backoff

Knoten-CPU hoch

Kubernetes konnte das
Pod-Container-Image
nicht abrufen.

Der Job lauft zu lange

Die
Knotenspeichernutzung ist
hoch

CPU-Grenzwerte fur
Namespace Uberschreiten
bald ResourceQuota

Pod ist abgesttirzt und hat
mehrere
Neustartversuche
unternommen.

Die CPU-Auslastung des
Knotens ist hoch.

- Stellen Sie sicher, dass
das Bild des Pods in der
Pod-Konfiguration richtig
geschrieben ist. -
Uberpriifen Sie, ob das
Bild-Tag in Ihrer
Registrierung vorhanden
ist. — Uberpriifen Sie die
Anmeldeinformationen fur
die Image-Registrierung. -
Uberpriifen Sie, ob
Probleme mit der
Registrierungskonnektivita
t vorliegen. - Stellen Sie
sicher, dass Sie die von
offentlichen
Registrierungsanbietern
auferlegten
Ratenbeschrankungen
nicht erreichen.

Knoten hinzuflgen.
Reparieren Sie alle nicht
geplanten Knoten. Passen
Sie die GroRe der Pods
an, um Speicher auf
Knoten freizugeben.

Knoten hinzufligen.
Reparieren Sie alle nicht
geplanten Knoten. Passen
Sie die GroRe der Pods
an, um CPU-Leistung auf
Knoten freizugeben.

Warnung

Warnung @ > 1 Std.

Kritisch @ > 5 Std.

Warnung @ > 85 %
Kritisch @ > 90 %

Warnung @ > 80 %
Kritisch @ > 90 %

Kritisch @ > 3

Warnung @ > 80 %
Kritisch @ > 90 %
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Arbeitslast-

Hohe TCP RTT (Round

Netzwerklatenz RTT Hoch Trip Time)-Latenz

Auftrag fehlgeschlagen

Dauerhaftes Volumen in
wenigen Tagen voll

Knotenspeicherdruck

Knoten nicht bereit
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Der Auftrag wurde
aufgrund eines
Knotenabsturzes oder
Neustarts, einer
Ressourcenerschopfung,
einer
Auftragszeitiberschreitun
g oder eines Pod-
Planungsfehlers nicht
erfolgreich
abgeschlossen.

Der Speicherplatz des
persistenten Volumes wird
in einigen Tagen erschopft
sein

Dem Knoten geht der
Speicher aus. Der
verfligbare Speicher hat
den
Auslagerungsschwellenwe
rt erreicht.

Knoten ist seit 5 Minuten
nicht bereit

Auf Netzwerklberlastung Warnung @ > 150 ms
dentifizieren Sie Kritisch @ > 300 ms
Arbeitslasten, die viel

Netzwerkbandbreite

verbrauchen. Uberpriifen

Sie, ob die CPU-

Auslastung des Pods

hoch ist. Uberpriifen Sie

die Hardware-

Netzwerkleistung.

Uberpriifen Sie die
Kubernetes-
Ereignisprotokolle auf
Fehlerursachen.

Warnung @ > 1

-Erhdhen Sie die
VolumegréfRe, um
sicherzustellen, dass
ausreichend Platz fur die
Anwendungsdateien
vorhanden ist. -
Reduzieren Sie die in
Anwendungen
gespeicherte
Datenmenge.

Warnung @ < 8 Tage
Kritisch @ < 3 Tage

Knoten hinzuflgen.
Reparieren Sie alle nicht
geplanten Knoten. Passen
Sie die Grole der Pods
an, um Speicher auf
Knoten freizugeben.

Kritisch @ > 0

Uberpriifen Sie, ob der
Knoten tber genligend
CPU-, Speicher- und
Festplattenressourcen
verfugt. Uberpriifen Sie
die Netzwerkkonnektivitat
des Knotens. Uberpriifen
Sie die Kubernetes-
Ereignisprotokolle auf
Fehlerursachen.

Kritisch @ < 1



Hohe persistente Volume-
Kapazitat

Service Load Balancer
konnte nicht erstellt
werden

Workload-Replikat-
Missverhaltnis

ResourceQuota-CPU-
Anfragen werden bald
Uberschritten

Hohe
Neulbertragungsrate

Knotenplattendruck

Cluster-CPU-Sattigung
hoch

Die genutzte Kapazitat
des Persistent Volume-
Backends ist hoch.

Erstellen des Service
Load Balancers
fehlgeschlagen

Einige Pods sind derzeit
nicht flr eine
Bereitstellung oder ein
DaemonSet verfugbar.

CPU-Anforderungen fur
Namespace Uberschreiten
bald ResourceQuota

Hohe TCP-
Neulbertragungsrate

Der verfiigbare
Speicherplatz und die
Inodes im Root-
Dateisystem oder im
Image-Dateisystem des
Knotens haben einen
Raumungsschwellenwert
erreicht.

Die dem Cluster
zuweisbare CPU-
Sattigung ist hoch. Die
CPU-Sattigung des
Clusters wird berechnet
als Summe der CPU-
Auslastung geteilt durch
die Summe der
zuweisbaren CPUs aller
K8s-Knoten.

- Erhdhen Sie die
VolumegréfRe, um
sicherzustellen, dass
ausreichend Platz fir die
Anwendungsdateien
vorhanden ist. -
Reduzieren Sie die in
Anwendungen
gespeicherte
Datenmenge.

Warnung @ > 80 %
Kritisch @ > 90 %

Kritisch

Warnung @ > 1

Warnung @ > 80 %
Kritisch @ > 90 %

Auf Netzwerklberlastung
prufen — ldentifizieren Sie
Arbeitslasten, die viel
Netzwerkbandbreite
verbrauchen. Uberpriifen
Sie, ob die CPU-
Auslastung des Pods
hoch ist. Uberpriifen Sie
die Hardware-
Netzwerkleistung.

- Erhohen Sie die GrolRe
der Knotenfestplatten, um
sicherzustellen, dass
ausreichend Platz fir die
Anwendungsdateien
vorhanden ist. -
Reduzieren Sie die
Verwendung von
Anwendungsdateien.

Warnung @ > 10 %
Kritisch @ > 25 %

Kritisch @ > 0

Knoten hinzuflgen.
Reparieren Sie alle nicht
geplanten Knoten. Passen
Sie die Gréle der Pods
an, um CPU-Leistung auf
Knoten freizugeben.

Warnung @ > 80 %
Kritisch @ > 90 %
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Zuruck nach oben

Anderungsprotokoll-Monitore

Monitorname

Internes Volume entdeckt

Internes Volumen geandert

Speicherknoten erkannt

Speicherknoten entfernt

Speicherpool erkannt

Virtuelle Speichermaschine erkannt

Geanderte virtuelle
Speichermaschine

Zuruck nach oben

Datenerfassungsmonitore

Monitorname
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Schwere

Informativ

Informativ

Informativ

Informativ

Informativ

Informativ

Informativ

Beschreibung

Monitorbeschreibung

Diese Meldung wird angezeigt,
wenn ein internes Volume erkannt
wird.

Diese Meldung wird angezeigt,
wenn ein internes Volume geandert
wird.

Diese Meldung wird angezeigt,
wenn ein Speicherknoten erkannt
wird.

Diese Meldung wird angezeigt,
wenn ein Speicherknoten entfernt
wird.

Diese Meldung wird angezeigt,
wenn ein Speicherpool erkannt
wird.

Diese Meldung wird angezeigt,
wenn eine Storage Virtual Machine
erkannt wird.

Diese Meldung wird angezeigt,
wenn eine Storage Virtual Machine
geandert wird.

Korrekturmafnahme



Abschaltung der Erfassungseinheit Data Infrastructure Insights

Collector fehlgeschlagen

Sammlerwarnung

Acquisition Units werden im
Rahmen von Upgrades regelmafig
neu gestartet, um neue Funktionen
einzufiihren. Dies geschieht in einer
typischen Umgebung einmal im
Monat oder seltener. Auf eine
Warnmeldung, dass eine
Erfassungseinheit
heruntergefahren wurde, sollte bald
darauf eine Lésung folgen, in der
darauf hingewiesen wird, dass die
neu gestartete Erfassungseinheit
eine Registrierung bei Data
Infrastructure Insights
abgeschlossen hat. Normalerweise
dauert dieser Zyklus vom
Herunterfahren bis zur
Registrierung 5 bis 15 Minuten.

Bei der Abfrage eines
Datensammlers ist eine
unerwartete Fehlersituation
aufgetreten.

Dieser Alarm kann typischerweise
aufgrund einer fehlerhaften
Konfiguration des Datensammlers
oder des Zielsystems auftreten.
Uberpriifen Sie die Konfigurationen
erneut, um zuklnftige Warnungen
zu verhindern. Es kann auch daran
liegen, dass unvollstandige Daten
abgerufen wurden, obwohl der
Datensammler alle Daten
gesammelt hat, die er konnte. Dies
kann passieren, wenn sich die
Situation wahrend der
Datenerfassung andert (z. B. wenn
eine zu Beginn der Datenerfassung
vorhandene virtuelle Maschine
wahrend der Datenerfassung und
vor der Erfassung ihrer Daten
geldscht wird).

Wenn der Alarm haufig auftritt oder
langer als 15 Minuten anhalt,
Uberprifen Sie den Betrieb des
Systems, auf dem die
Erfassungseinheit gehostet wird,
des Netzwerks und aller Proxys, die
die AU mit dem Internet verbinden.

Besuchen Sie die
Datensammlerseite in Data
Infrastructure Insights, um mehr
Uber die Situation zu erfahren.

Uberprifen Sie die Konfiguration
des Datensammlers oder
Zielsystems. Beachten Sie, dass
der Monitor fir Collector-
Warnungen mehr Warnungen
senden kann als andere
Monitortypen. Daher wird
empfohlen, keine
Warnungsempfanger festzulegen,
es sei denn, Sie fiihren eine
Fehlerbehebung durch.

Zuruck nach oben

Sicherheitsmonitore

Monitorname Schwelle Monitorbeschreibung Korrekturmafnahme
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AutoSupport HTTPS-
Transport deaktiviert

Warnung @ < 1

Cluster Unsichere Chiffren Warnung @ < 1
fir SSH

Cluster-Anmeldebanner
deaktiviert

Warnung @ < 1
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AutoSupport untersttitzt
HTTPS, HTTP und SMTP
als Transportprotokolle.
Aufgrund der sensiblen
Natur von AutoSupport
Nachrichten empfiehlt
NetApp dringend, HTTPS
als
Standardtransportprotokoll
zum Senden von
AutoSupport -Nachrichten
an den NetApp Support zu
verwenden.

Zeigt an, dass SSH
unsichere Chiffren
verwendet, beispielsweise
Chiffren, die mit *cbc
beginnen.

Zeigt an, dass das
Anmeldebanner flr
Benutzer deaktiviert ist,
die auf das ONTAP
-System zugreifen. Das
Anzeigen eines
Anmeldebanners ist
hilfreich, um Erwartungen
hinsichtlich des Zugriffs
auf das System und
seiner Nutzung zu
wecken.

Um HTTPS als
Transportprotokoll fur
AutoSupport Nachrichten
festzulegen, fuhren Sie
den folgenden ONTAP
Befehl aus: ...system
node autosupport modify
-transport https

Um die CBC-Chiffren zu
entfernen, fihren Sie den
folgenden ONTAP Befehl
aus: ...security ssh
remove -vserver <admin
vserver> -ciphers aes256-
cbc,aes192-cbc,aes128-
cbc,3des-cbc

Um das Anmeldebanner
fur einen Cluster zu
konfigurieren, fihren Sie
den folgenden ONTAP
-Befehl aus: ...security
login banner modify
-vserver <admin svm>
-message "Access
restricted to authorized
users"



Cluster-Peer-
Kommunikation nicht
verschlisselt

StandardmaRiger lokaler
Administratorbenutzer
aktiviert

FIPS-Modus deaktiviert

Warnung @ < 1

Warnung @ > 0

Warnung @ < 1

Wenn Sie Daten fiir die
Notfallwiederherstellung,
das Caching oder die
Sicherung replizieren,
muissen Sie diese Daten
wahrend des Transports
Uber die Leitung von
einem ONTAP Cluster zu
einem anderen schutzen.
Die VerschlUsselung muss
sowohl auf dem Quell- als
auch auf dem Zielcluster
konfiguriert werden.

NetApp empfiehlt, alle
nicht bendtigten Standard-
Admin-Benutzerkonten
(integriert) mit dem
Sperrbefehl zu sperren
(deaktivieren). Dabei
handelt es sich in erster
Linie um Standardkonten,
deren Passworter nie
aktualisiert oder geandert
wurden.

Wenn die FIPS 140-2-
Konformitat aktiviert ist,
werden TLSv1 und SSLv3
deaktiviert und nur
TLSv1.1 und TLSv1.2
bleiben aktiviert. ONTAP
verhindert, dass Sie
TLSv1 und SSLv3
aktivieren, wenn die FIPS

Um die Verschlisselung
fur Cluster-Peer-
Beziehungen zu
aktivieren, die vor ONTAP
9.6 erstellt wurden,
muissen der Quell- und
der Zielcluster auf 9.6
aktualisiert werden.
Verwenden Sie dann den
Befehl ,Cluster Peer
Modify“, um sowohl die
Quell- als auch die Ziel-
Cluster-Peers so zu
andern, dass sie die
Cluster-Peering-
Verschlisselung
verwenden. ... Weitere
Informationen finden Sie
im NetApp Security
Hardening Guide fur
ONTAP 9.

Um das integrierte
~LAdmin“-Konto zu sperren,
fUhren Sie den folgenden
ONTAP Befehl aus:
...security login lock
-username admin

Um die FIPS 140-2-
Konformitat auf einem
Cluster zu aktivieren,
fihren Sie den folgenden
ONTAP -Befehl im
erweiterten
Berechtigungsmodus aus:
...security config modify
-interface SSL -is-fips

140-2-Konformitat aktiviert -enabled true

ist.
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Protokollweiterleitung
nicht verschlisselt

Warnung @ < 1

MD5-gehashtes Passwort Warnung @ > 0

Es sind keine NTP-Server Warnung @ < 1
konfiguriert

Die Anzahl der NTP-
Server ist niedrig

Warnung @ < 3
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Das Auslagern von
Syslog-Informationen ist
notwendig, um den
Umfang oder die
Auswirkungen einer
Sicherheitsverletzung auf
ein einzelnes System oder
eine einzelne Losung zu
beschranken. Daher
empfiehlt NetApp ,
Syslog-Informationen
sicher an einen sicheren
Speicher- oder
Aufbewahrungsort
auszulagern.

NetApp empfiehlt
dringend, fur ONTAP
Benutzerkontenkennworte
r die sicherere Hash-
Funktion SHA-512 zu
verwenden. Konten, die
die weniger sichere MD5-
Hashfunktion verwenden,
sollten zur SHA-512-
Hashfunktion migrieren.

Zeigt an, dass fir den
Cluster keine NTP-Server
konfiguriert sind. Aus
Redundanzgrinden und
fur optimalen Service
empfiehlt NetApp , dem
Cluster mindestens drei
NTP-Server zuzuordnen.

Zeigt an, dass der Cluster
weniger als 3 konfigurierte
NTP-Server hat. Aus
Redundanzgrinden und
fur optimalen Service
empfiehlt NetApp , dem
Cluster mindestens drei
NTP-Server zuzuordnen.

Sobald ein
Protokollweiterleitungsziel
erstellt wurde, kann sein
Protokoll nicht mehr
geandert werden. Um zu
einem verschlisselten
Protokoll zu wechseln,
I6schen Sie das
Protokollweiterleitungsziel
und erstellen Sie es mit
dem folgenden ONTAP
-Befehl neu: ...cluster log-
forwarding create
-destination <Ziel-IP>
-protocol tcp-encrypted

NetApp empfiehlt
dringend, Benutzerkonten
auf die sicherere SHA-
512-Ldsung zu migrieren,
indem Benutzer ihre
Passworter andern. ...Um
Konten mit Passwortern
zu sperren, die die MD5-
Hash-Funktion
verwenden, fihren Sie
den folgenden ONTAP
Befehl aus: ...security
login lock -vserver *
-username * -hash
-function md5

Um einen NTP-Server mit
dem Cluster zu
verknipfen, fihren Sie
den folgenden ONTAP
Befehl aus: cluster time-
service ntp server create
-server <ntp server host
name or ip address>

Um einen NTP-Server mit
dem Cluster zu
verknipfen, fihren Sie
den folgenden ONTAP
Befehl aus: ...cluster time-
service ntp server create
-server <ntp server host
name or ip address>



Remote Shell aktiviert Warnung @ > 0

Speicher-VM-
Auditprotokoll deaktiviert

Warnung @ < 1

Unsichere
Verschlisselungsverfahre
n fur Storage-VMs fir
SSH

Warnung @ < 1

Storage VM-
Anmeldebanner
deaktiviert

Warnung @ < 1

Telnet-Protokoll aktiviert ~ Warnung @ > 0

Zuruck nach oben

Remote Shell ist keine
sichere Methode zum
Einrichten des
Befehlszeilenzugriffs auf
die ONTAP Loésung. Fir
einen sicheren Fernzugriff
sollte Remote Shell
deaktiviert werden.

Zeigt an, dass die Audit-
Protokollierung fir SVM
deaktiviert ist.

Zeigt an, dass SSH
unsichere Chiffren
verwendet, beispielsweise
Chiffren, die mit *cbc
beginnen.

Zeigt an, dass das
Anmeldebanner flr
Benutzer deaktiviert ist,
die auf SVMs im System
zugreifen. Das Anzeigen
eines Anmeldebanners ist
hilfreich, um Erwartungen
hinsichtlich des Zugriffs
auf das System und
seiner Nutzung zu
wecken.

Telnet ist keine sichere
Methode zum Herstellen
eines
Befehlszeilenzugriffs auf
die ONTAP Loésung. Fir
einen sicheren Fernzugriff
sollte Telnet deaktiviert
werden.

NetApp empfiehlt Secure
Shell (SSH) fir sicheren
Remote-Zugriff. ...Um
Remote Shell auf einem
Cluster zu deaktivieren,
fUhren Sie den folgenden
ONTAP -Befehl im
erweiterten
Berechtigungsmodus aus:
...security protocol modify
-application rsh- enabled
false

Um das Audit-Protokoll flr
einen virtuellen Server zu
konfigurieren, fihren Sie
den folgenden ONTAP
-Befehl aus: ...vserver
audit enable -vserver
<svm>

Um die CBC-Chiffren zu
entfernen, fiihren Sie den
folgenden ONTAP Befehl
aus: ...security ssh
remove -vserver
<vserver> -ciphers
aes256-cbc,aes192-
cbc,aes128-cbc,3des-cbc

Um das Anmeldebanner
fur einen Cluster zu
konfigurieren, fihren Sie
den folgenden ONTAP
-Befehl aus: ...security
login banner modify
-vserver <svm> -message
"Access restricted to
authorized users"

NetApp empfiehlt Secure
Shell (SSH) fur sicheren
Fernzugriff. Um Telnet auf
einem Cluster zu
deaktivieren, fuhren Sie
den folgenden ONTAP
-Befehl im erweiterten
Berechtigungsmodus aus:
...security protocol modify
-application telnet
-enabled false
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Datenschutzmonitore

Monitorname

Nicht gentgend

Schwellenwerte

(Filter contains_luns = Ja)

Speicherplatz fir die LUN- Warnung @ > 95

Snapshot-Kopie

162

%...Kritisch @ > 100 %

Monitorbeschreibung

Die Speicherkapazitat
eines Datentragers ist
zum Speichern von
Anwendungs- und
Kundendaten erforderlich.
Ein Teil dieses
Speicherplatzes, der
sogenannte reservierte
Snapshot-Speicherplatz,
wird zum Speichern von
Snapshots verwendet, die
einen lokalen Schutz der
Daten erméglichen. Je
mehr neue und
aktualisierte Daten im
ONTAP Volume
gespeichert werden, desto
mehr Snapshot-Kapazitat
wird verwendet und desto
weniger Snapshot-
Speicherkapazitat steht
fur zukiinftige neue oder
aktualisierte Daten zur
Verfligung. Wenn die
Snapshot-Datenkapazitat
innerhalb eines Volumes
den gesamten Snapshot-
Reservespeicherplatz
erreicht, kann dies dazu
fUhren, dass der Kunde
keine neuen Snapshot-
Daten speichern kann und
der Schutzgrad der Daten
in den LUNs des Volumes
verringert wird. Durch die
Uberwachung der
Snapshot-Kapazitat des
verwendeten Volumes
wird die Kontinuitat der
Datendienste
sichergestellt.

Korrekturmafnahme

SofortmaBnahmen Wenn
ein kritischer
Schwellenwert
Uberschritten wird, sollten
Sie sofortige MalRnahmen
in Betracht ziehen, um die
Dienstunterbrechung zu
minimieren: 1.
Konfigurieren Sie
Snapshots, um den
Datenspeicherplatz im
Volume zu nutzen, wenn
die Snapshot-Reserve voll
ist. 2. Léschen Sie einige
altere, nicht mehr
bendtigte Snapshots, um
Speicherplatz
freizugeben. Bald zu
ergreifende MaBnahmen
Wenn der
Warnschwellenwert
Uberschritten wird, planen
Sie die folgenden
sofortigen MalRnahmen: 1.
Erhdéhen Sie den
Snapshot-
Reservespeicherplatz
innerhalb des Volumes,
um dem Wachstum
Rechnung zu tragen. 2.
Konfigurieren Sie
Snapshots, um den
Datenspeicherplatz im
Volume zu nutzen, wenn
die Snapshot-Reserve voll
ist.



SnapMirror Warnung bei > 150 % ...

-Beziehungsverzoégerung  Kritisch bei > 300 %

Zurlck nach oben

Cloud Volume (CVO)-Monitore

Monitorname ClI-Schweregrad
CVO-Festplatte auler INFO
Betrieb

Die SnapMirror
Beziehungsverzdgerung
ist die Differenz zwischen
dem Zeitstempel des
Snapshots und der Zeit
auf dem Zielsystem. Der
lag_time_percent ist das
Verhaltnis der
Verzdgerungszeit zum
Zeitplanintervall der
SnapMirror -Richtlinie.
Wenn die
Verzdgerungszeit dem
Zeitplanintervall
entspricht, betragt der
lag_time_percent 100 %.
Wenn die SnapMirror
-Richtlinie keinen Zeitplan
hat, wird lag_time_percent
nicht berechnet.

Monitorbeschreibung

Dieses Ereignis tritt ein,
wenn eine Festplatte
aulier Betrieb genommen
wird, weil sie als fehlerhaft
markiert wurde, bereinigt
wird oder in das
Wartungscenter gelangt
ist.

Uberwachen Sie den
SnapMirror -Status mit
dem Befehl ,snapmirror
show*. Uberpriifen Sie
den SnapMirror
Ubertragungsverlauf mit
dem Befehl ,snapmirror
show-history*

Korrekturmafnahme

Keine
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CVO-Riickgabe des
Speicherpools
fehlgeschlagen

164

KRITISCH

Dieses Ereignis tritt
wahrend der Migration
eines Aggregats im
Rahmen einer Speicher-
Failover-(SFO)-Rilickgabe
auf, wenn der Zielknoten
die Objektspeicher nicht
erreichen kann.

Fihren Sie die folgenden
Korrekturmaflinahmen
durch: Uberpriifen Sie mit
dem Befehl ,Network
Interface Show*, ob |hr
Intercluster-LIF online und
funktionsfahig ist.
Uberpriifen Sie die
Netzwerkkonnektivitat
zum
Objektspeicherserver,
indem Sie den Befehl
.Ping“ Uber den
Intercluster-LIF des
Zielknotens verwenden.
Uberpriifen Sie mit dem
Befehl ,aggregate object-
store config show", ob
sich die Konfiguration
Ihres Objektspeichers
geandert hat und ob die
Anmelde- und
Verbindungsinformationen
noch immer korrekt sind.
Alternativ kdnnen Sie den
Fehler Uberschreiben,
indem Sie fir den
Parameter ,require-
partner-waiting“ des
Giveback-Befehls ,false”
angeben. Wenden Sie
sich an den technischen
Support von NetApp , um
weitere Informationen
oder Unterstitzung zu
erhalten.



CVO HA-Verbindung
ausgefallen

WARNING (Warnung)

Die
Hochverfligbarkeitsverbin
dung (HA) ist ausgefallen.
Risiko eines
Dienstausfalls, wenn kein
Failover verfugbar ist.

KorrekturmafRnahmen
hangen von der Anzahl
und Art der von der
Plattform unterstitzten
HA-Verbindungslinks
sowie vom Grund flir den
Verbindungsausfall ab.
Wenn die Links
ausgefallen sind:
Uberpriifen Sie, ob beide
Controller im HA-Paar
betriebsbereit sind. Stellen
Sie bei extern
angeschlossenen Links
sicher, dass die
Verbindungskabel richtig
angeschlossen sind und
dass die Small Form-
Factor Pluggables (SFPs),
falls vorhanden, richtig auf
beiden Controllern sitzen.
Deaktivieren und
aktivieren Sie intern
verbundene Links
nacheinander mit den
Befehlen ,ic link off* und
Jic link on“. Wenn Links
deaktiviert sind, aktivieren
Sie die Links mit dem
Befehl ,ic link on®. Wenn
kein Peer verbunden ist,
deaktivieren und
aktivieren Sie die Links
nacheinander mit den
Befehlen ,ic link off* und
Jic link on“. Wenden Sie
sich an den technischen
Support von NetApp,
wenn das Problem
weiterhin besteht.
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CVO-Maximale Sitzungen WARNING (Warnung)

pro Benutzer Uberschritten

166

Sie haben die maximal
zulassige Anzahl von
Sitzungen pro Benutzer
Uber eine TCP-
Verbindung Uberschritten.
Jede Anfrage zum
Herstellen einer Sitzung
wird abgelehnt, bis einige
Sitzungen freigegeben
werden.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: Uberpriifen Sie alle
auf dem Client
ausgeflihrten
Anwendungen und
beenden Sie alle, die nicht
ordnungsgeman
funktionieren. Starten Sie
den Client neu.
Uberpriifen Sie, ob das
Problem durch eine neue
oder vorhandene
Anwendung verursacht
wird: Wenn die
Anwendung neu ist, legen
Sie mit dem Befehl ,cifs
option modify -max-opens
-same-file-per-tree” einen
hoheren Schwellenwert
fur den Client fest. In
einigen Fallen
funktionieren die Clients
wie erwartet, erfordern
jedoch eine héhere
Schwelle. Sie sollten tber
erweiterte Berechtigungen
verfligen, um einen
hoheren Schwellenwert
fur den Client festzulegen.
Wenn das Problem durch
eine vorhandene
Anwendung verursacht
wird, liegt moglicherweise
ein Problem mit dem
Client vor. Wenden Sie
sich an den technischen
Support von NetApp , um
weitere Informationen
oder Unterstltzung zu
erhalten.



CVO NetBIOS-
Namenskonflikt

KRITISCH

CVO NFSv4-Speicherpool KRITISCH

erschopft

CVO-Knotenpanik

WARNING (Warnung)

Der NetBIOS-
Namensdienst hat von
einem Remotecomputer
eine negative Antwort auf
eine
Namensregistrierungsanfo
rderung erhalten. Dies
wird normalerweise durch
einen Konflikt im
NetBIOS-Namen oder
einem Alias verursacht.
Dies hat zur Folge, dass
Clients moglicherweise
nicht auf Daten zugreifen
oder keine Verbindung
zum richtigen
Datenbereitstellungsknote
n im Cluster herstellen
koénnen.

Ein NFSv4-Speicherpool
ist erschopft.

Dieses Ereignis wird
ausgeldst, wenn eine
Panik auftritt

Flhren Sie eine der
folgenden
KorrekturmalRnahmen
durch: Wenn ein Konflikt
im NetBIOS-Namen oder
einem Alias vorliegt,
fuhren Sie einen der
folgenden Schritte aus:
Ldschen Sie den
doppelten NetBIOS-Alias
mit dem Befehl ,vserver
cifs delete -aliases alias
-vserver vserver*,
Benennen Sie einen
NetBIOS-Alias um, indem
Sie den doppelten Namen
I6schen und einen Alias
mit einem neuen Namen
hinzuftigen, indem Sie
den Befehl ,vserver cifs
create -aliases alias
-vserver vserver
verwenden. Wenn keine
Aliase konfiguriert sind
und ein Konflikt im
NetBIOS-Namen vorliegt,
benennen Sie den CIFS-
Server mit den Befehlen
Lvserver cifs delete
-vserver vserver und
,vserver cifs create -cifs
-server netbiosname®“ um.
HINWEIS: Durch das
Loschen eines CIFS-
Servers kann der Zugriff
auf die Daten
unzuganglich werden.
Entfernen Sie den
NetBIOS-Namen oder
benennen Sie das
NetBIOS auf dem
Remotecomputer um.

Wenn der NFS-Server
nach diesem Ereignis
langer als 10 Minuten
nicht reagiert, wenden Sie
sich an den technischen
Support von NetApp .

Wenden Sie sich an den
NetApp Kundensupport.

167



CVO-Knoten-Root-
Volume-Speicherplatz
niedrig

CVO Nicht vorhandene
Admin-Freigabe

CVO Object Store Host
nicht auflésbar

168

KRITISCH

KRITISCH

KRITISCH

Das System hat
festgestellt, dass auf dem
Stammvolume gefahrlich
wenig Speicherplatz
vorhanden ist. Der Knoten
ist nicht voll
funktionsfahig.
Moglicherweise ist
innerhalb des Clusters ein
Failover der Daten-LIFs
aufgetreten, weshalb der
NFS- und CIFS-Zugriff auf
den Knoten eingeschrankt
ist. Die
Verwaltungsfunktionen
sind auf lokale
Wiederherstellungsverfahr
en fir den Knoten
beschrankt, um
Speicherplatz auf dem
Stammvolume
freizugeben.

Vscan-Problem: Ein Client
hat versucht, eine
Verbindung zu einer nicht
vorhandenen
ONTAP_ADMINS-
Freigabe herzustellen.

Der Hostname des
Objektspeicherservers
kann nicht in eine IP-
Adresse aufgeldst
werden. Der
Objektspeicherclient kann
ohne Auflésung in eine IP-
Adresse nicht mit dem
Objektspeicherserver
kommunizieren. Dies kann
dazu fihren, dass auf die
Daten nicht zugegriffen
werden kann.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: Schaffen Sie
Speicherplatz auf dem
Stammvolume, indem Sie
alte Snapshot-Kopien
I6schen, nicht mehr
bendtigte Dateien aus
dem Verzeichnis /mroot
I6schen oder die Kapazitat
des Stammvolumes
erweitern. Starten Sie den
Controller neu. Wenden
Sie sich an den
technischen Support von
NetApp , um weitere
Informationen oder
Unterstltzung zu erhalten.

Stellen Sie sicher, dass
Vscan fir die angegebene
SVM-ID aktiviert ist. Durch
die Aktivierung von Vscan
auf einer SVM wird die
ONTAP_ADMINS-
Freigabe automatisch fiir
die SVM erstellt.

Uberpriifen Sie die DNS-
Konfiguration, um
sicherzustellen, dass der
Hostname korrekt mit
einer IP-Adresse
konfiguriert ist.



CVO Object Store KRITISCH
Intercluster LIF Down

CVO- KRITISCH
Objektspeichersignatur

stimmt nicht Gberein

CVO QoS-Monitor- KRITISCH

Speicher voll ausgelastet

Der Objektspeicher-Client

Fihren Sie die folgenden

kann kein funktionsfahiges KorrekturmalRnahmen
LIF fir die Kommunikation durch: Uberpriifen Sie den

mit dem Objektspeicher-
Server finden. Der Knoten
lasst keinen
Objektspeicher-
Clientverkehr zu, bis das
Intercluster-LIF
betriebsbereit ist. Dies
kann dazu fiihren, dass
auf die Daten nicht
zugegriffen werden kann.

Die an den
Objektspeicherserver
gesendete
Anforderungssignatur
stimmt nicht mit der vom
Client berechneten
Signatur Gberein. Dies
kann dazu flhren, dass
auf die Daten nicht
zugegriffen werden kann.

Der dynamische Speicher
des QoS-Subsystems hat
fur die aktuelle
Plattformhardware seine
Grenze erreicht. Einige
QoS-Funktionen sind
maoglicherweise nur
eingeschrankt verfiigbar.

LIF-Status zwischen
Clustern mit dem Befehl
,hetwork interface show
-role intercluster*.
Uberpriifen Sie, ob das
Intercluster-LIF richtig
konfiguriert und
betriebsbereit ist. Wenn
kein Intercluster-LIF
konfiguriert ist, fligen Sie
es mit dem Befehl
~hetwork interface create
-role intercluster” hinzu.

Uberpriifen Sie, ob der
geheime Zugriffsschlissel
richtig konfiguriert ist.
Wenn es richtig
konfiguriert ist, wenden
Sie sich an den
technischen Support von
NetApp , um Hilfe zu
erhalten.

Léschen Sie einige aktive
Workloads oder Streams,
um Speicher freizugeben.
Verwenden Sie den Befehl
,Statistics show -object
workload -counter ops*,
um zu ermitteln, welche
Workloads aktiv sind.
Aktive Workloads zeigen
Operationen ungleich Null.
Verwenden Sie dann den
Befehl ,workload delete
<workload _name>*
mehrmals, um bestimmte
Workloads zu entfernen.
Alternativ kdnnen Sie den
Befehl ,stream delete
-workload <workload
name> *“ verwenden, um
die zugehorigen Streams
aus der aktiven Workload
zu léschen.
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CVO READDIR-
Zeitiberschreitung

170

KRITISCH

Ein READDIR-
Dateivorgang hat das
zulassige Zeitlimit fur die
Ausfuhrung in WAFL
Uberschritten. Dies kann
an sehr grof3en oder
sparlich geflllten
Verzeichnissen liegen. Es
werden
KorrekturmalRnahmen
empfohlen.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: Suchen Sie nach
spezifischen
Informationen zu aktuellen
Verzeichnissen, bei denen
READDIR-Dateivorgange
abgelaufen sind, indem
Sie den folgenden
NodeShell-CLI-Befehl mit
der Berechtigung ,diag“
verwenden: wafl readdir
notice show. Uberpriifen
Sie, ob Verzeichnisse als
spéarlich gekennzeichnet
sind oder nicht: Wenn ein
Verzeichnis als sparlich
gekennzeichnet ist, wird
empfohlen, den Inhalt des
Verzeichnisses in ein
neues Verzeichnis zu
kopieren, um die sparliche
Verzeichnisdatei zu
entfernen. Wenn ein
Verzeichnis nicht als
sparlich gekennzeichnet
ist und das Verzeichnis
grof ist, wird empfohlen,
die Grolie der
Verzeichnisdatei zu
reduzieren, indem Sie die
Anzahl der Dateieintrage
im Verzeichnis verringern.



CVO-Verlagerung des
Speicherpools
fehlgeschlagen

KRITISCH

Dieses Ereignis tritt
wahrend der
Verschiebung eines
Aggregats auf, wenn der
Zielknoten die
Objektspeicher nicht
erreichen kann.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: Uberpriifen Sie mit
dem Befehl ,Network
Interface Show*, ob |hr
Intercluster-LIF online und
funktionsfahig ist.
Uberpriifen Sie die
Netzwerkkonnektivitat
zum
Objektspeicherserver,
indem Sie den Befehl
.Ping“ Uber den
Intercluster-LIF des
Zielknotens verwenden.
Uberpriifen Sie mit dem
Befehl ,aggregate object-
store config show", ob
sich die Konfiguration
Ihres Objektspeichers
geandert hat und ob die
Anmelde- und
Verbindungsinformationen
noch immer korrekt sind.
Alternativ kdnnen Sie den
Fehler Uberschreiben,
indem Sie den Parameter
Loverride-destination-
checks* des
Umzugsbefehls
verwenden. Wenden Sie
sich an den technischen
Support von NetApp , um
weitere Informationen
oder Unterstitzung zu
erhalten.
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CVO-Schattenkopie
fehlgeschlagen

CVO Storage VM-Stopp
erfolgreich

CVO Zu viele CIFS-
Authentifizierungen

Nicht zugewiesene CVO-
Datentrager

172

KRITISCH

INFO

WARNING (Warnung)

INFO

Ein Volume Shadow Copy
Service (VSS), ein
Sicherungs- und
Wiederherstellungsdienstv
organg von Microsoft
Server, ist fehlgeschlagen.

Diese Meldung wird
angezeigt, wenn ein
~vServer-Stopp“-Vorgang
erfolgreich ist.

Viele
Authentifizierungsverhand|
ungen fanden gleichzeitig
statt. Von diesem Client
liegen 256 unvollstandige
neue
Sitzungsanforderungen
VOr.

Dem System sind keine
Festplatten zugewiesen —
Kapazitat wird
verschwendet und |hr
System weist
moglicherweise eine
Fehlkonfiguration auf oder
es wurden teilweise
Konfigurationsanderungen
vorgenommen.

Uberpriifen Sie anhand
derin der
Ereignismeldung
bereitgestellten
Informationen Folgendes:
Ist die
Schattenkopiekonfiguratio
n aktiviert? Sind die
entsprechenden Lizenzen
installiert? Auf welchen
Freigaben wird der
Schattenkopievorgang
ausgefuhrt? Ist der
Freigabename korrekt?
Existiert der
Freigabepfad? Wie ist der
Status des
Schattenkopiesatzes und
seiner Schattenkopien?

Verwenden Sie den Befehl
Jvserver start, um den
Datenzugriff auf einer
Speicher-VM zu starten.

Untersuchen Sie, warum
der Client 256 oder mehr
neue
Verbindungsanforderunge
n erstellt hat.
Moglicherweise missen
Sie sich an den Anbieter
des Clients oder der
Anwendung wenden, um
die Ursache des Fehlers
zu ermitteln.

Fihren Sie die folgenden
Korrekturmafinahmen
durch: Ermitteln Sie mit
dem Befehl ,disk show
-n“, welche Datentrager
nicht zugewiesen sind.
Weisen Sie die
Datentrager mit dem
Befehl ,disk assign® einem
System zu.



CVO: Unbefugter
Benutzerzugriff auf die
Admin-Freigabe

WARNING (Warnung)

CVO-Virus erkannt WARNING (Warnung)

CVO-Volumen offline INFO

CVO-Volumen beschrankt INFO

Zuruck nach oben

Ein Client hat versucht,
eine Verbindung zur
privilegierten Freigabe
ONTAP_ADMINS$
herzustellen, obwohl der
angemeldete Benutzer
kein zulassiger Benutzer
ist.

Ein Vscan-Server hat dem
Speichersystem einen
Fehler gemeldet. Dies
weist normalerweise
darauf hin, dass ein Virus
gefunden wurde. Dieses
Ereignis kann jedoch auch
durch andere Fehler auf
dem Vscan-Server
verursacht werden. Der
Clientzugriff auf die Datei
wird verweigert. Der
Vscan-Server kann die
Datei je nach seinen
Einstellungen und seiner
Konfiguration bereinigen,
unter Quarantane stellen
oder léschen.

Diese Meldung zeigt an,
dass ein Volume offline
geschaltet wurde.

Dieses Ereignis zeigt an,
dass ein flexibles Volumen
eingeschrankt wird.

SnapMirror fiir Business Continuity (SMBC) Mediator Log Monitors

Schwere

INFO

Monitorname

ONTAP Mediator
hinzugefuigt

Monitorbeschreibung

Diese Meldung wird
angezeigt, wenn ONTAP
Mediator erfolgreich zu
einem Cluster hinzugeflgt
wurde.

Fihren Sie die folgenden
Korrekturmaflinahmen
durch: Stellen Sie sicher,
dass der angegebene
Benutzername und die IP-
Adresse in einem der
aktiven Vscan-
Scannerpools konfiguriert
sind. Uberpriifen Sie die
aktuell aktive
Scannerpool-
Konfiguration mit dem
Befehl ,vserver vscan
scanner pool show-
active®.

Uberpriifen Sie das im
»oyslog“-Ereignis
gemeldete Protokoll des
Vscan-Servers, um
festzustellen, ob die
infizierte Datei erfolgreich
bereinigt, unter
Quarantane gestellt oder
geldscht werden konnte.
Wenn dies nicht moglich
ist, muss ein
Systemadministrator die
Datei moglicherweise
manuell I1dschen.

Bringen Sie das Volume
wieder online.

Bringen Sie das Volume
wieder online.

Korrekturmafnahme

Keine
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ONTAP Mediator nicht
zuganglich

ONTAP Mediator entfernt

ONTAP Mediator nicht
erreichbar

SMBC CA-Zertifikat
abgelaufen

174

KRITISCH

INFO

WARNING (Warnung)

KRITISCH

Diese Meldung wird
angezeigt, wenn entweder
der ONTAP Mediator
einem anderen Zweck
zugeflhrt wird oder das
Mediator-Paket nicht mehr
auf dem Mediator-Server
installiert ist. Daher ist ein
SnapMirror Failover nicht
maglich.

Diese Meldung wird
angezeigt, wenn ONTAP
Mediator erfolgreich aus
einem Cluster entfernt
wurde.

Diese Meldung wird
angezeigt, wenn der
ONTAP Mediator in einem
Cluster nicht erreichbar
ist. Daher ist ein
SnapMirror Failover nicht
maglich.

Diese Meldung wird
angezeigt, wenn das
Zertifikat der ONTAP
Mediator-
Zertifizierungsstelle (CA)
abgelaufen ist.
Infolgedessen ist jegliche
weitere Kommunikation
mit dem ONTAP Mediator
nicht maéglich.

Entfernen Sie die
Konfiguration des
aktuellen ONTAP
Mediators mit dem Befehl
»Shapmirror mediator
remove“. Konfigurieren
Sie den Zugriff auf den
ONTAP Mediator neu,
indem Sie den Befehl
»Shapmirror mediator add”
verwenden.

Keine

Uberprifen Sie die
Netzwerkkonnektivitat
zum ONTAP Mediator
mithilfe der Befehle
~Network Ping“ und
~Network Traceroute®.
Wenn das Problem
weiterhin besteht,
entfernen Sie die
Konfiguration des
aktuellen ONTAP
Mediators mit dem Befehl
~shapmirror mediator
remove“. Konfigurieren
Sie den Zugriff auf den
ONTAP Mediator neu,
indem Sie den Befehl
»shapmirror mediator add”
verwenden.

Entfernen Sie die
Konfiguration des
aktuellen ONTAP
Mediators mit dem Befehl
~Shapmirror mediator
remove”. Aktualisieren Sie
ein neues CA-Zertifikat
auf dem ONTAP Mediator-
Server. Konfigurieren Sie
den Zugriff auf den
ONTAP Mediator neu,
indem Sie den Befehl
»shapmirror mediator add”
verwenden.



SMBC CA-Zertifikat [auft
ab

SMBC-Client-Zertifikat
abgelaufen

SMBC-Client-Zertifikat
lauft ab

WARNING (Warnung)

KRITISCH

WARNING (Warnung)

Diese Meldung wird
angezeigt, wenn das
Zertifikat der ONTAP
Mediator-
Zertifizierungsstelle (CA)
innerhalb der nachsten 30
Tage ablauft.

Diese Meldung wird
angezeigt, wenn das
ONTAP Mediator-Client-
Zertifikat abgelaufen ist.
Infolgedessen ist jegliche
weitere Kommunikation
mit dem ONTAP Mediator
nicht moglich.

Diese Meldung wird
angezeigt, wenn das
Client-Zertifikat des
ONTAP Mediators
innerhalb der nachsten 30
Tage ablauft.

Entfernen Sie vor Ablauf
dieses Zertifikats die
Konfiguration des
aktuellen ONTAP
Mediators mit dem Befehl
~Shapmirror mediator
remove”. Aktualisieren Sie
ein neues CA-Zertifikat
auf dem ONTAP Mediator-
Server. Konfigurieren Sie
den Zugriff auf den
ONTAP Mediator neu,
indem Sie den Befehl
»shapmirror mediator add”
verwenden.

Entfernen Sie die
Konfiguration des
aktuellen ONTAP
Mediators mit dem Befehl
»snapmirror mediator
remove“. Konfigurieren
Sie den Zugriff auf den
ONTAP Mediator neu,
indem Sie den Befehl
»snapmirror mediator add*“
verwenden.

Entfernen Sie vor Ablauf
dieses Zertifikats die
Konfiguration des
aktuellen ONTAP
Mediators mit dem Befehl
~Shapmirror mediator
remove“. Konfigurieren
Sie den Zugriff auf den
ONTAP Mediator neu,
indem Sie den Befehl
»snapmirror mediator add*“
verwenden.
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SMBC-Beziehung nicht
synchron Hinweis: UM hat
diese nicht

SMBC-Serverzertifikat
abgelaufen

SMBC-Serverzertifikat
lauft ab

176

KRITISCH

KRITISCH

WARNING (Warnung)

Diese Meldung wird
angezeigt, wenn sich der
Status einer SnapMirror
for Business Continuity
(SMBC)-Beziehung von
»synchronisiert® in ,nicht
synchron® andert.
Dadurch wird der
Datenschutz bei RPO=0
gestort.

Diese Meldung wird
angezeigt, wenn das
ONTAP Mediator-
Serverzertifikat
abgelaufen ist.
Infolgedessen ist jegliche
weitere Kommunikation
mit dem ONTAP Mediator
nicht maoglich.

Diese Meldung wird
angezeigt, wenn das
ONTAP Mediator-
Serverzertifikat innerhalb
der nachsten 30 Tage
ablauft.

Uberpriifen Sie die
Netzwerkverbindung
zwischen dem Quell- und
dem Zielvolume.
Uberwachen Sie den
SMBC-Beziehungsstatus,
indem Sie auf dem Ziel
den Befehl ,snapmirror
show" und auf der Quelle
den Befehl ,snapmirror
list-destinations”
verwenden. Durch die
automatische
Neusynchronisierung wird
versucht, die Beziehung
wieder in den Status
»synchronisiert‘ zu
versetzen. Wenn die
Neusynchronisierung
fehlschlagt, Uberprifen
Sie, ob alle Knoten im
Cluster im Quorum sind
und fehlerfrei
funktionieren.

Entfernen Sie die
Konfiguration des
aktuellen ONTAP
Mediators mit dem Befehl
~Shapmirror mediator
remove”. Aktualisieren Sie
ein neues Serverzertifikat
auf dem ONTAP Mediator-
Server. Konfigurieren Sie
den Zugriff auf den
ONTAP Mediator neu,
indem Sie den Befehl
»snapmirror mediator add”
verwenden.

Entfernen Sie vor Ablauf
dieses Zertifikats die
Konfiguration des
aktuellen ONTAP
Mediators mit dem Befehl
~shapmirror mediator
remove”. Aktualisieren Sie
ein neues Serverzertifikat
auf dem ONTAP Mediator-
Server. Konfigurieren Sie
den Zugriff auf den
ONTAP Mediator neu,
indem Sie den Befehl
»snapmirror mediator add*®
verwenden.



Zuruck nach oben

Zusatzliche Strom-, Heartbeat- und sonstige Systemmonitore

Monitorname Schwere

Disk Shelf- INFORMATIONS
Stromversorgung entdeckt

Stromversorgung der INFORMATIONS
Festplattenregale entfernt

Automatische ungeplante KRITISCH
Umschaltung von

MetroCluster deaktiviert

MetroCluster KRITISCH
Speicherbriicke nicht

erreichbar

MetroCluster Bridge- KRITISCH

Temperatur anormal —
unter dem kritischen Wert

Monitorbeschreibung

Diese Meldung wird
angezeigt, wenn dem
Festplattenregal ein
Netzteil hinzugefugt wird.

Diese Meldung tritt auf,

wenn ein Netzteil aus dem

Festplattenregal entfernt
wird.

Diese Meldung wird
angezeigt, wenn die
Funktion zur
automatischen
ungeplanten Umschaltung
deaktiviert ist.

Die Speicherbriicke ist
Uber das
Verwaltungsnetzwerk
nicht erreichbar

Der Sensor auf der Fibre
Channel Bridge meldet
eine Temperatur, die
unterhalb des kritischen
Schwellenwerts liegt.

KorrekturmafBnahme

KEINER

KEINER

Fihren Sie den Befehl
»,metrocluster modify
-node-name
<Knotenname> -automatic
-switchover-onfailure true®
fur jeden Knoten im
Cluster aus, um die
automatische
Umschaltung zu
aktivieren.

1) Wenn die Bridge per
SNMP Uberwacht wird,
Uberprifen Sie mit dem
Befehl ,Network Interface
Show", ob das
Knotenverwaltungs-LIF
aktiv ist. Uberpriifen Sie
mit dem Befehl ,Netzwerk-
Ping“, ob die Bridge aktiv
ist. 2) Wenn die Bridge In-
Band Uberwacht wird,
Uberprifen Sie die Fabric-
Verkabelung zur Bridge
und stellen Sie dann
sicher, dass die Bridge
eingeschaltet ist.

1) Uberprifen Sie den
Betriebsstatus der Lifter
auf der Speicherbriicke. 2)
Stellen Sie sicher, dass
die Bricke unter den
empfohlenen
Temperaturbedingungen
betrieben wird.
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Schwere

KRITISCH

Monitorname

Temperatur der
MetroCluster -Briicke
abnormal — Uber dem
kritischen Wert

MetroCluster -Aggregat WARNING (Warnung)

bleibt zurtick

178

Monitorbeschreibung

Der Sensor auf der Fibre
Channel Bridge meldet
eine Temperatur, die Uber
dem kritischen
Schwellenwert liegt.

Das Aggregat wurde beim
ZurUckfahren
zuruckgelassen.

KorrekturmaBnahme

1) Uberprifen Sie den
Betriebsstatus des
Gehausetemperatursenso
rs auf der Speicherbricke
mit dem Befehl ,storage
bridge show -cooling*“. 2)
Stellen Sie sicher, dass
die Speicherbriicke unter
den empfohlenen
Temperaturbedingungen
betrieben wird.

1) Uberpriifen Sie den
Aggregatzustand mit dem
Befehl ,aggr show". 2)
Wenn das Aggregat online
ist, geben Sie es mit dem
Befehl ,metrocluster
switchback® an seinen
ursprunglichen Besitzer
zurdck.



Monitorname Schwere

Alle Verbindungen KRITISCH
zwischen Metrocluster-

Partnern unterbrochen

MetroCluster Partner tber KRITISCH
Peering-Netzwerk nicht
erreichbar

Monitorbeschreibung

RDMA-
Verbindungsadapter und
Intercluster-LIFs haben
die Verbindung zum
Peering-Cluster
unterbrochen oder der
Peering-Cluster ist
ausgefallen.

Die Verbindung zum Peer-
Cluster ist unterbrochen.

KorrekturmaBnahme

1) Stellen Sie sicher, dass
die Intercluster-LIFs
betriebsbereit sind.
Reparieren Sie die
Intercluster-LIFs, wenn sie
ausgefallen sind. 2)
Uberpriifen Sie mit dem
Befehl ,Cluster Peer
Ping"“, ob der Peering-
Cluster betriebsbereit ist.
Wenn der Peering-Cluster
ausgefallen ist, lesen Sie
den MetroCluster Disaster
Recovery Guide. 3)
Uberpriifen Sie fiir Fabric
MetroCluster, ob die Back-
End-Fabric-ISLs
betriebsbereit sind.
Reparieren Sie die Back-
End-Fabric-ISLs, wenn sie
ausgefallen sind. 4)
Uberpriifen Sie bei
MetroCluster
-Konfigurationen ohne
Fabric, ob die
Verkabelung zwischen
den RDMA-
Verbindungsadaptern
korrekt ist. Konfigurieren
Sie die Verkabelung neu,
wenn die Verbindungen
unterbrochen sind.

1) Stellen Sie sicher, dass
der Port mit dem richtigen
Netzwerk/Switch
verbunden ist. 2) Stellen
Sie sicher, dass das
Intercluster-LIF mit dem
Peered-Cluster verbunden
ist. 3) Stellen Sie mit dem
Befehl ,Cluster Peer Ping*
sicher, dass der Peering-
Cluster betriebsbereit ist.
Wenn der Peering-Cluster
ausgefallen ist, lesen Sie
den MetroCluster Disaster
Recovery Guide.
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Monitorname Schwere

MetroCluster Inter Switch: KRITISCH
Alle Links ausgefallen

MetroCluster -Knoten zum WARNING (Warnung)
Speicherstapel SAS-
Verbindung unterbrochen

Links zum KRITISCH
MetroClusterFC-Initiator

ausgefallen

FC-VI-
Verbindungsverbindung
unterbrochen

KRITISCH

180

Monitorbeschreibung

Alle Inter-Switch Links
(ISLs) auf dem Speicher-
Switch sind ausgefallen.

Méglicherweise liegt ein
Fehler am SAS-Adapter
oder am daran
angeschlossenen Kabel
Vor.

Der FC-Initiatoradapter ist
fehlerhaft.

Die physische Verbindung
am FC-VI-Port ist offline.

KorrekturmaBnahme

1) Reparieren Sie die
Back-End-Fabric-ISLs auf
dem Speicher-Switch. 2)
Stellen Sie sicher, dass
der Partner-Switch aktiv
ist und seine ISLs
betriebsbereit sind. 3)
Stellen Sie sicher, dass
Zwischengerate wie
xWDM-Gerate
betriebsbereit sind.

1. Stellen Sie sicher, dass
der SAS-Adapter online
und betriebsbereit ist. 2.
Uberpriifen Sie, ob die
physische
Kabelverbindung sicher
und funktionsfahig ist, und
ersetzen Sie das Kabel
bei Bedarf. 3. Wenn der
SAS-Adapter an
Festplatten-Shelves
angeschlossen ist, stellen
Sie sicher, dass die IOMs
und Festplatten richtig
sitzen.

1. Stellen Sie sicher, dass
die FC-Initiatorverbindung
nicht manipuliert wurde. 2.
Uberpriifen Sie den
Betriebsstatus des FC-
Initiatoradapters mit dem
Befehl ,system node run
-node local -command
storage show adapter*.

1. Stellen Sie sicher, dass
die FC-VI-Verbindung
nicht manipuliert wurde. 2.
Uberpriifen Sie mit dem
Befehl ,metrocluster
interconnect adapter
show", ob der physische
Status des FC-VI-
Adapters ,Aktiv* lautet. 3.
Wenn die Konfiguration
Fabric-Switches umfasst,
stellen Sie sicher, dass
diese ordnungsgemalf
verkabelt und konfiguriert
sind.



Monitorname

Zuruckgelassene
MetroCluster
-Ersatzfestplatten

MetroCluster
Speicherbricken-Port
ausgefallen

Lafter des MetroCluster
Speicher-Switches
ausgefallen

MetroCluster Speicher-
Switch nicht erreichbar

Schwere

WARNING (Warnung)

KRITISCH

KRITISCH

KRITISCH

Monitorbeschreibung

Die Ersatzfestplatte wurde
beim Switchback
zurtckgelassen.

Der Port auf der
Speicherbricke ist offline.

Der Lifter am
Speicherschalter ist
ausgefallen.

Der Speicher-Switch ist
Uber das
Verwaltungsnetzwerk
nicht erreichbar.

KorrekturmaBnahme

Wenn die Festplatte nicht
ausgefallen ist, geben Sie
sie mit dem Befehl
.metrocluster switchback*
an ihren ursprunglichen
Besitzer zurlck.

1) Uberpriifen Sie den
Betriebsstatus der Ports
auf der Speicherbriicke
mit dem Befehl ,storage
bridge show -ports®. 2)
Uberpriifen Sie die
logische und physische
Konnektivitat zum Port.

1) Stellen Sie sicher, dass
die Lufter im Switch
ordnungsgeman
funktionieren, indem Sie
den Befehl ,storage switch
show -cooling®
verwenden. 2) Stellen Sie
sicher, dass die Lufter-
FRUs richtig eingesetzt
und betriebsbereit sind.

1) Stellen Sie sicher, dass
das Knotenverwaltungs-
LIF aktiv ist, indem Sie
den Befehl ,Network
Interface Show*
verwenden. 2) Stellen Sie
mit dem Befehl ,Netzwerk-
Ping“ sicher, dass der
Switch aktiv ist. 3) Stellen
Sie sicher, dass der
Switch Gber SNMP
erreichbar ist, indem Sie
nach der Anmeldung beim
Switch seine SNMP-
Einstellungen Uberprifen.
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Monitorname

Stromversorgung des
MetroCluster -Switches
ausgefallen

Temperatursensoren des
MetroCluster -Switches
ausgefallen

MetroCluster -Switch
-Temperatur abnormal

182

Schwere

KRITISCH

KRITISCH

KRITISCH

Monitorbeschreibung

Ein Netzteil am
Speicherswitch ist nicht
betriebsbereit.

Der Sensor am Fibre-
Channel-Switch ist
ausgefallen.

Der Temperatursensor am
Fibre-Channel-Switch hat
eine abnormale
Temperatur gemeldet.

KorrekturmaBnahme

1) Uberpriifen Sie die
Fehlerdetails mit dem
Befehl ,storage switch
show -error -switch-name
<switch name>*“. 2)
Identifizieren Sie das
fehlerhafte Netzteil mit
dem Befehl ,storage
switch show -power
-switch-name <switch
name>*“. 3) Stellen Sie
sicher, dass das Netzteil
ordnungsgemal in das
Gehause des
Speicherschalters
eingesetzt und voll
funktionsfahig ist.

1) Uberprifen Sie den
Betriebszustand der
Temperatursensoren am
Speicherswitch mit dem
Befehl ,storage switch
show -cooling®. 2) Stellen
Sie sicher, dass der
Schalter unter den
empfohlenen
Temperaturbedingungen
arbeitet.

1) Uberpriifen Sie den
Betriebszustand der
Temperatursensoren am
Speicherswitch mit dem
Befehl ,storage switch
show -cooling“. 2) Stellen
Sie sicher, dass der
Schalter unter den
empfohlenen
Temperaturbedingungen
arbeitet.



Monitorname Schwere Monitorbeschreibung KorrekturmaBnahme

Heartbeat des INFORMATIONS Diese Meldung wird Wenden Sie sich an den
Serviceprozessors angezeigt, wenn ONTAP  technischen Support von
verpasst kein erwartetes NetApp .

.Heartbeat“-Signal vom
Serviceprozessor (SP)
empfangt. Zusammen mit
dieser Nachricht werden
Protokolldateien vom SP
zum Debuggen gesendet.
ONTAP setzt den SP
zurlick, um zu versuchen,
die Kommunikation
wiederherzustellen.
Wahrend des Neustarts ist
der SP bis zu zwei
Minuten lang nicht
verflgbar.
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Schwere

WARNING (Warnung)

Monitorname

Heartbeat des
Serviceprozessors
gestoppt

Zuruck nach oben

Weitere Informationen

* "Anzeigen und Verwerfen von Warnungen"

Webhook-Benachrichtigungen

Benachrichtigung mittels Webhooks

Monitorbeschreibung

Diese Meldung wird
angezeigt, wenn ONTAP
keine Heartbeats mehr
vom Serviceprozessor
(SP) empfangt. Je nach
Hardwaredesign kann das
System weiterhin Daten
bereitstellen oder sich
zum Herunterfahren
entschlie3en, um
Datenverlust oder
Hardwareschaden zu
verhindern. Das System
stellt weiterhin Daten
bereit, aber da der SP
moglicherweise nicht
funktioniert, kann das
System keine
Benachrichtigungen tber
ausgefallene Gerate,
Startfehler oder Power-On
Self-Test (POST)-Fehler
der Open Firmware
(OFW) senden. Wenn lhr
System entsprechend
konfiguriert ist, generiert
und Ubertragt es eine
AutoSupport Nachricht
(oder ,Call Home*-
Nachricht) an den
technischen Support von
NetApp und an die
konfigurierten Ziele. Die
erfolgreiche Ubermittlung
einer AutoSupport
-Nachricht verbessert die
Problembestimmung und
-l6sung erheblich.

KorrekturmaBnahme

Wenn das System
heruntergefahren wurde,
versuchen Sie einen Hard
Power Cycle: Ziehen Sie
den Controller aus dem
Gehause, driicken Sie ihn
wieder hinein und
schalten Sie dann das
System ein. Wenden Sie
sich an den technischen
Support von NetApp,
wenn das Problem nach
dem Aus- und
Wiedereinschalten
weiterhin besteht oder
wenn ein anderer Zustand
vorliegt, der Ihre
Aufmerksamkeit erfordert.

Mithilfe von Webhooks konnen Benutzer Uber einen benutzerdefinierten Webhook-Kanal
Warnbenachrichtigungen an verschiedene Anwendungen senden.
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Viele kommerzielle Anwendungen unterstitzen Webhooks als Standardeingabeschnittstelle, beispielsweise:
Slack, PagerDuty, Teams und Discord unterstiitzen alle Webhooks. Durch die Unterstlitzung eines
generischen, anpassbaren Webhook-Kanals kann Data Infrastructure Insights viele dieser
Bereitstellungskanale unterstiitzen. Informationen zu Webhooks finden Sie auf diesen Anwendungswebsites.
Slack bietet beispielsweise"dieser nutzliche Leitfaden" .

Sie kdnnen mehrere Webhook-Kanale erstellen, wobei jeder Kanal einem anderen Zweck dient: separaten
Anwendungen, verschiedenen Empfangern usw.

Die Webhook-Kanalinstanz besteht aus den folgenden Elementen:

Name Eindeutiger Name

URL Webhook-Ziel-URL, einschliel3lich des Prafixes http.//
oder https.// zusammen mit den URL-Parametern

Verfahren GET, POST - Standard ist POST

Benutzerdefinierter Header Geben Sie hier alle benutzerdefinierten Kopfzeilen an

Nachrichtentext Geben Sie hier den Text lhrer Nachricht ein

Standard-Alarmparameter Listet die Standardparameter fir den Webhook auf

Benutzerdefinierte Parameter und Geheimnisse Benutzerdefinierte Parameter und Geheimnisse

ermoglichen Ihnen das Hinzufiigen einzigartiger
Parameter und sicherer Elemente wie Passworter

Erstellen eines Webhooks

Um einen Data Infrastructure Insights -Webhook zu erstellen, gehen Sie zu Admin > Benachrichtigungen
und wahlen Sie die Registerkarte Webhooks aus.

Das folgende Bild zeigt ein Beispiel fur einen fir Slack konfigurierten Webhook:
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https://api.slack.com/messaging/webhooks

Edit a Webhook

Name

Slack Test

Template Type

Slack v

URL

hitps:/ hooks.slack.com/services/<token=

Method
FOST -

Custom Header

Content-Type: application/json
Accept: application/json

b

Message Body

"blocks":[

"type™: "saction",
"t "]
"type":"mrkdwn",
"taxt";"*Cloud Insights Alert - 2c%alertid %
Sevarity - *%severity20e™"
¥ .

L5 )
r £

Cancel ‘ ‘ Test Webhook Save Webhook

Geben Sie in jedes Feld die entsprechenden Informationen ein und klicken Sie nach Abschluss auf
»opeichern®.

Sie kdnnen auch auf die Schaltflache ,Webhook testen klicken, um die Verbindung zu testen. Beachten Sie,
dass dadurch der ,Nachrichtentext (ohne Ersetzungen) gemaR der ausgewahlten Methode an die definierte
URL gesendet wird.

Data Infrastructure Insights -Webhooks umfassen eine Reihe von Standardparametern. Dariber hinaus
kénnen Sie |hre eigenen benutzerdefinierten Parameter oder Geheimnisse erstellen.
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Default Alert Parameters

Name
%o%alertDescription%a%o

Ya%alertid®e%s

2% alertRelativelrl%:%

Yo%metricName%:%0
Bp%monitorMamefa’
%o%objectTypelods
Yo%oseveritydo%o
%u%alertCondition%a%
Yo%ctriggerTime%®o
Yo%etriggerTimeEpochado
So%etriggeredOn%%%
%o%valueteo

%o%cloudinsightsLogoUrl%%

Description
Alert description
AlertID

Relative URL to the Alert page. To build alert link use
hitps://%%cloudinsightsHostMame®:%%%alertRelativeUrl%%

Monitored metric

Monitor name

Monitored object type

Alert saverity level

Alert condition

Alert trigger time in GMT (Tue, 27 Oct 2020 01:20:30 GMT’)
Alert trigger time in Epoch format (milliseconds)
Triggered On (key:value pairs separated by commas)
Metric value that triggered the alert

Cloud Insights logo URL

Cloud Insights Hostname (concatenate with relative URL to build

g, :
%o%ecloudinsightsHostname%6% alert link]

Custom Parameters and Secrets ©

Name Value Description

Mo Data Available

Parameter: Was sind sie und wie verwende ich sie?

Alarmparameter sind dynamische Werte, die pro Alarm ausgeftillt werden. Beispielsweise wird der Parameter
%% TriggeredOn%% durch das Objekt ersetzt, bei dem der Alarm ausgeldst wurde.

Sie kénnen einem Webhook jedes beliebige Objektattribut (z. B. Speichername) als Parameter hinzufligen. Sie
kénnen beispielsweise Parameter flir den Volumenamen und den Speichernamen in einer Webhook-
Beschreibung wie folgt festlegen: ,Hohe Latenz fiir Volume: % %relatedObject.volume.name%%, Speicher:

% %relatedObject.storage.name%%".
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Beachten Sie, dass in diesem Abschnitt beim Klicken auf die Schaltflache ,Webhook testen” keine

Ersetzungen durchgefihrt werden. Die Schaltflache sendet eine Nutzlast, die die %% Ersetzungen anzeigt, sie
jedoch nicht durch Daten ersetzt.

Benutzerdefinierte Parameter und Geheimnisse

In diesem Abschnitt kbnnen Sie beliebige benutzerdefinierte Parameter und/oder Geheimnisse hinzufiigen.
Aus Sicherheitsgriinden kann nur der Ersteller des Webhooks diesen Webhook-Kanal andern, wenn ein
Geheimnis definiert ist. Flr andere ist es schreibgeschutzt. Sie kdnnen Geheimnisse in URLs/Headern als
%%<secret_name>%% verwenden.

Webhooks-Listenseite

Auf der Webhook-Listenseite werden die Felder ,Name®, ,Erstellt von*, ,Erstellt am®, ,Status®, ,Sicher und
»Zuletzt gemeldet” angezeigt.

Auswahlen einer Webhook-Benachrichtigung in einem Monitor

Um die Webhook-Benachrichtigung in einem"Monitor" , gehen Sie zu Warnungen > Monitore verwalten und
wahlen Sie den gewlinschten Monitor aus oder fligen Sie einen neuen Monitor hinzu. Wahlen Sie im Abschnitt
,Teambenachrichtigungen einrichten“ ,Webhook* als Ubermittlungsmethode. Wahlen Sie die Warnstufen
(Kritisch, Warnung, Geldst) und dann den gewunschten Webhook aus.

e Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Motify team on Use Webhook @

Critical, Warning, Resclved v Please Salect hd

ci-alerts-notifications-dev

ci-alerts-notifications-aa

Webhook-Beispiele:

Webhooks fir'Locker" Webhooks fur"PagerDuty" Webhooks flr"Teams" Webhooks flr"Zwietracht"

Webhook-Beispiel fiir Discord

Mithilfe von Webhooks kdnnen Benutzer Uber einen benutzerdefinierten Webhook-Kanal
Warnbenachrichtigungen an verschiedene Anwendungen senden. Diese Seite bietet ein
Beispiel zum Einrichten von Webhooks fur Discord.

@ Diese Seite verweist auf Anweisungen von Drittanbietern, die Anderungen unterliegen kénnen.
Weitere Informationen finden Sie im"Discord-Dokumentation” fir die aktuellsten Informationen.

Discord-Setup:

* Wahlen Sie in Discord den Server aus und wahlen Sie unter ,Textkanale® die Option ,Kanal bearbeiten”
(Zahnradsymbol).

» Wahlen Sie Integrationen > Webhooks anzeigen und klicken Sie auf Neuer Webhook
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» Kopieren Sie die Webhook-URL. Sie mussen dies in die Webhook-Konfiguration von Data Infrastructure

Insights einfugen.

Erstellen Sie einen Data Infrastructure Insights -Webhook:

1. Navigieren Sie in Data Infrastructure Insights zu Admin > Benachrichtigungen und wahlen Sie die
Registerkarte Webhooks aus. Klicken Sie auf +Webhook, um einen neuen Webhook zu erstellen.

2. Geben Sie dem Webhook einen aussagekraftigen Namen, beispielsweise ,Discord®.
3. Wahlen Sie im Dropdown-Menu ,Vorlagentyp® Discord aus.
4. Fugen Sie die URL von oben in das Feld URL ein.

Edit a Webhook

MName

Discord Webhook

Template Type

Discord

URL

hitps://discord.com/api/webhooks/ <token string>

Method
POST

Custom Header

Content-Type: application/json

Accept: application/json

Message Body

-

L

"content™: null,

"embeds™: |

r
1

"color”: 3244733,
"fields™ [
Cancel Test Webhook
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Um den Webhook zu testen, ersetzen Sie den URL-Wert im Nachrichtentext voriibergehend

@ durch eine beliebige glltige URL (z. B. https://netapp.com) und klicken Sie dann auf die
Schaltflache Webhook testen. Denken Sie daran, den Nachrichtentext nach Abschluss des
Tests wiederherzustellen.

Benachrichtigungen per Webhook

Um Uber Ereignisse per Webhook zu benachrichtigen, navigieren Sie in Data Infrastructure Insights zu Alerts
> Monitors und klicken Sie auf +Monitor, um einen neuen"Monitor" .

« Wahlen Sie eine Metrik aus und definieren Sie die Bedingungen des Monitors.

+ Wahlen Sie unter ,Teambenachrichtigung(en) einrichten* die Ubermittlungsmethode ,Webhook* aus.

» Wahlen Sie den ,Discord“-Webhook fiir die gewtinschten Ereignisse (Kritisch, Warnung, Gelost)

o Set up team notification(s) (alert your team via email, or Webhook)
By Webhook Notify team on Use Webhook(s) J
Critical, Warning, Resolved v Discord x>

Webhook-Beispiel fiir PagerDuty

Mithilfe von Webhooks kdnnen Benutzer Uber einen benutzerdefinierten Webhook-Kanal
Warnbenachrichtigungen an verschiedene Anwendungen senden. Diese Seite bietet ein
Beispiel zum Einrichten von Webhooks flir PagerDuty.

Diese Seite verweist auf Anweisungen von Drittanbietern, die Anderungen unterliegen kénnen.
@ Weitere Informationen finden Sie im"PagerDuty-Dokumentation” fur die aktuellsten
Informationen.

PagerDuty-Setup:

1. Navigieren Sie in PagerDuty zu Dienste > Dienstverzeichnis und klicken Sie auf die Schaltflache +Neuer
Dienst

2. Geben Sie einen Namen ein und wahlen Sie Unsere API direkt verwenden. Klicken Sie auf Dienst
hinzufiigen.
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Add a Service

A service may represent an application, component or team you wish to open incidents against
General Settings

MName

Dezoription Agd g desoripton for bhis sa2naoe (aohional)

Integration Settings

Connect with one of PagerDuty's supported integrations, or oreate a custom integration through email or APL Alers fr
a sarvice from a supported integration or through the Events V2 API

You can add more than ona integration tc a service, for example, one for monitoring alerts and one for change svents

Integration Type @ ' Sakcta fool *
PagerDuty inzegrates with hundreds of ooy, Inciudng monnaeing
tooly tcksting Systems, code repositoriss. and deplay pipelnat
This msy inveive configuration sTepl in thie to0] you Bne inZBgratng
with PagerDuty.
Integrate via emall
If your monitoring ool can send email iz can Integrate with
PagerDuty ubng & custom amall sddress
i Use our AP directly
If yOuUTE WIITING YOUr SN INTEQraTion, Uile our Events APL More
infermation i n our Seveloper dotumantation

Evenits APl v2 W

wJ

() Don't use an integratian
If vou ondy Wit incidents 1o b manuady crearsd. You can ahways
£00 BOSDENS! INTegrations later

3. Klicken Sie auf die Registerkarte Integrationen, um den Integrationsschliissel anzuzeigen. Sie bendtigen
diesen Schlissel, wenn Sie unten den Data Infrastructure Insights -Webhook erstellen.

4. Gehen Sie zu Vorfélle oder Dienste, um Warnungen anzuzeigen.

m ] T o [ R

Incidents on All Teams

F1ud cpm becadenin Al Sgar mEiseria
e B T g
A e ] e
B A
e N S S S T [RRIFT—
[Ty Lrger ¥ ren Crames hrrm mam g B2
- - = R - P - e |
- 2news i i L =
- - " e SR ke a LES o o =
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g
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Erstellen Sie einen Data Infrastructure Insights -Webhook:

1. Navigieren Sie in Data Infrastructure Insights zu Admin > Benachrichtigungen und wahlen Sie die
Registerkarte Webhooks aus. Klicken Sie auf +Webhook, um einen neuen Webhook zu erstellen.

2. Geben Sie dem Webhook einen aussagekraftigen Namen, beispielsweise ,PagerDuty Trigger®. Sie
verwenden diesen Webhook flr Ereignisse der Stufen ,kritisch® und ,Warnung®.

3. Wahlen Sie im Dropdown-Menu ,Vorlagentyp® die Option ,PagerDuty“ aus.

4. Erstellen Sie ein benutzerdefiniertes Parametergeheimnis mit dem Namen routingKey und legen Sie den
Wert auf den PagerDuty-Integrationsschliissel-Wert von oben fest.

Custom Parameters and Secrets ©

Name Value T Description
Bo%routingKeye%e TREEEEE
Name @ Value
routingkey
Type Description
Secret hd

Wiederholen Sie diese Schritte, um einen ,PagerDuty Resolve“-Webhook fiir geldste Ereignisse zu erstellen.

PagerDuty zur Data Infrastructure Insights -Feldzuordnung

Die folgende Tabelle und das Bild zeigen die Zuordnung der Felder zwischen PagerDuty und Data
Infrastructure Insights:

PagerDuty Data Infrastructure Insights
Alarmschlissel Warnmeldungs-ID

Quelle Ausgeldst am

Komponente Metrikname

Gruppe Objekttyp
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PagerDuty Data Infrastructure Insights

Klasse Monitorname

Message Body
{

"dedup_key": "% %alertld%%",
"eyent_action™: "trigger”,
"links": [
"href": "hitps://@a%cloudinsightsHostname%% et oalertRelativeUrl%a%a",
"text": ""Ho%metricMame®e®o’ value of %0%value?o (Y% 0aleriCondition%%o) for
Yotriggered On®o%"

]l
"payload": |

"class™: "M% monitorMame?.9e,

"component”: "%%metricNamea®?a”,

"group™: "%%objectTypedolt”,

"severity™: "critical”,

"source™: "%SotriggeredOn®ota”,

"summary": "%a%severity®%e | %o%alertld%te | %o%triggeredOnate”
}l

"routing_key™: "%%routingkey?ata"
1

Benachrichtigungen per Webhook

Um Uber Ereignisse per Webhook zu benachrichtigen, navigieren Sie in Data Infrastructure Insights zu Alerts
> Monitors und klicken Sie auf +Monitor, um einen neuen"Monitor" .

« Wahlen Sie eine Metrik aus und definieren Sie die Bedingungen des Monitors.
+ Wahlen Sie unter ,Teambenachrichtigung(en) einrichten* die Ubermittlungsmethode ,Webhook* aus.
« Wahlen Sie den Webhook ,PagerDuty Trigger® flr Ereignisse der Stufen ,Kritisch® und ,Warnung®.

« Wahlen Sie ,PagerDuty Resolve* fiir geldste Ereignisse.

o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s) 1]
Critical, Warning v PagerDuty Trigger X v

Notify team on Use Webhook(s) m]

Resolved v PagerDuty Resolve x v
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Das Festlegen separater Benachrichtigungen fiir Trigger-Ereignisse im Vergleich zu aufgeldsten
Ereignissen ist eine bewahrte Methode, da PagerDuty Trigger-Ereignisse anders behandelt als
aufgelOste Ereignisse.

Webhook-Beispiel fiir Slack

Mithilfe von Webhooks kdnnen Benutzer tUber einen benutzerdefinierten Webhook-Kanal
Warnbenachrichtigungen an verschiedene Anwendungen senden. Diese Seite bietet ein
Beispiel zum Einrichten von Webhooks fur Slack.

@ Diese Seite verweist auf Anweisungen von Drittanbietern, die Anderungen unterliegen kénnen.
Weitere Informationen finden Sie im"Slack-Dokumentation" fur die aktuellsten Informationen.

Slack-Beispiel:

* Gehe zu https://api.slack.com/apps und erstellen Sie eine neue App. Geben Sie ihm einen
aussagekraftigen Namen und wahlen Sie den Slack-Arbeitsbereich aus.

Create a Slack App X

App Name

e.g. Super Service ‘

Don't worry; you'll be able to change this later.

Development Slack Workspace

‘ Development Slack Workspace - ‘

Your app belongs to this workspace—leaving this workspace will remove your
ability to manage this app. Unfortunately, this can't be changed later.

By creating a Web API Application, you agree to the Slack API Terms of
Service.

Cancel Create App

» Gehen Sie zu ,Eingehende Webhooks*, klicken Sie auf ,Eingehende Webhooks aktivieren®, ,Anforderung
zum Hinzufiigen eines neuen Webhooks" und wahlen Sie den Kanal aus, auf dem gepostet werden soll.

» Kopieren Sie die Webhook-URL. Sie missen dies in die Webhook-Konfiguration von Data Infrastructure
Insights einfiigen.
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Erstellen Sie einen Data Infrastructure Insights -Webhook:

1. Navigieren Sie in Data Infrastructure Insights zu Admin > Benachrichtigungen und wahlen Sie die
Registerkarte Webhooks aus. Klicken Sie auf +Webhook, um einen neuen Webhook zu erstellen.

2. Geben Sie dem Webhook einen aussagekraftigen Namen, beispielsweise ,Slack Webhook®".
3. Wahlen Sie im Dropdown-Menu ,Vorlagentyp“ Slack aus.
4. Fugen Sie die URL von oben in das Feld URL ein.

Edit a Webhook

Mame

Slack

Template Type
Slack o

URL

https://hooks.slack.com/services/ <token string=

Method
POST v

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

{
"blocks":[
"type":"section",
"text":d
"type":"mrkdwn",
"text":""Cloud Insights Alert - %6%alertld%%”
Severity - "%0%severityo™"

]

1
EL)
[

‘ Cancel H Test Webhook ‘

Benachrichtigungen per Webhook

Um Uber Ereignisse per Webhook zu benachrichtigen, navigieren Sie in Data Infrastructure Insights zu Alerts

> Monitors und klicken Sie auf +Monitor, um einen neuen"Monitor" .
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« Wahlen Sie eine Metrik aus und definieren Sie die Bedingungen des Monitors.
+ Wahlen Sie unter ,Teambenachrichtigung(en) einrichten* die Ubermittlungsmethode ,Webhook* aus.

» Wahlen Sie den ,Slack“-Webhook flir die gewlinschten Ereignisse (Kritisch, Warnung, Gelost)
o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s)

Critical, Warning, Resolved A Slack x -

Weitere Informationen:

+ Informationen zum Andern des Nachrichtenformats und -layouts finden Sie unter https://api.slack.com/
messaging/composing

* Fehlerbehandlung: https://api.slack.com/messaging/webhooks#handling_errors
Webhook-Beispiel fiir Microsoft Teams

Mithilfe von Webhooks kdnnen Benutzer Uber einen benutzerdefinierten Webhook-Kanal
Warnbenachrichtigungen an verschiedene Anwendungen senden. Diese Seite bietet ein
Beispiel zum Einrichten von Webhooks fur Teams.

@ Diese Seite verweist auf Anweisungen von Drittanbietern, die Anderungen unterliegen kénnen.
Weitere Informationen finden Sie im"Teams-Dokumentation” fir die aktuellsten Informationen.

Teams-Setup:

1. Wahlen Sie in Teams den Kebab aus und suchen Sie nach ,Eingehender Webhook®".

incoming webhook Q

Incoming Webhook

1
A" .
'ff?f' Send data from a service to your Office 365

2. Wahlen Sie Zu einem Team hinzufiigen > Ein Team auswahlen > Einen Connector einrichten.

3. Kopieren Sie die Webhook-URL. Sie missen dies in die Webhook-Konfiguration von Data Infrastructure
Insights einfligen.
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Erstellen Sie einen Data Infrastructure Insights -Webhook:
1. Navigieren Sie in Data Infrastructure Insights zu Admin > Benachrichtigungen und wahlen Sie die
Registerkarte Webhooks aus. Klicken Sie auf +Webhook, um einen neuen Webhook zu erstellen.
2. Geben Sie dem Webhook einen aussagekraftigen Namen, beispielsweise ,Teams Webhook".

3. Wahlen Sie im Dropdown-Menu ,Vorlagentyp® die Option ,Teams* aus.

Edit a Webhook

Name

Teams Webhook

Template Type

Teams ¥

URL
https://netapp.webhook.office.com/webhookb2/ <token string>

Method
POST -

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

i
I

"@type": "MessageCard",
"@context"™: "http://schema.org/extensions’,
"themeColor™; "007607",

"summary": "Cloud Insights Alert”,
"sections”: [

|

"activityTitle™: "%0severity? | %e%alertid%% | %%triggeredOnthlt",
"activitySubtitle": "% triggerTimea®e",

“"markdown"; false,

(LI S | &~

Cancel H Test Webhook ‘ Save Webhook

1. Fligen Sie die URL von oben in das Feld URL ein.

Benachrichtigungen per Webhook

Um Uber Ereignisse per Webhook zu benachrichtigen, navigieren Sie in Data Infrastructure Insights zu Alerts
> Monitors und klicken Sie auf +Monitor, um einen neuen"Monitor" .
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« Wahlen Sie eine Metrik aus und definieren Sie die Bedingungen des Monitors.
+ Wahlen Sie unter ,Teambenachrichtigung(en) einrichten* die Ubermittlungsmethode ,Webhook* aus.

* Wahlen Sie den ,Teams“-Webhook fir die gewiinschten Ereignisse (Kritisch, Warnung, Gelost)
e Set up team notification(s) (alert your team via email, or Webhook

By Webhook Motify team on Use Webhook{s)

Critical, Warning, Resolved - Teams - Edwin % X w

Arbeiten mit Anmerkungen

Anmerkungen definieren

Wenn Sie Data Infrastructure Insights anpassen, um Daten fir Ihre
Unternehmensanforderungen zu verfolgen, kdnnen Sie spezielle Notizen, sogenannte
Anmerkungen, definieren und sie lhren Assets zuweisen.

Sie kénnen Assets Anmerkungen mit Informationen wie dem Ende der Lebensdauer des Assets, dem
Rechenzentrum, dem Gebaudestandort, der Speicherebene oder dem Volume-Servicelevel zuweisen.

Die Verwendung von Anmerkungen zur Uberwachung lhrer Umgebung umfasst die folgenden tibergeordneten
Aufgaben:

* Erstellen oder Bearbeiten von Definitionen fir alle Anmerkungstypen.

* Anzeigen von Asset-Seiten und Zuordnen jedes Assets zu einer oder mehreren Anmerkungen.

Wenn beispielsweise ein Vermogenswert geleast wird und der Leasingvertrag innerhalb von zwei Monaten
ablauft, mochten Sie dem Vermogenswert moglicherweise eine End-of-Life-Anmerkung hinzuflgen.
Dadurch wird verhindert, dass andere dieses Gut Uber einen langeren Zeitraum hinweg verwenden.

* Erstellen von Regeln zum automatischen Anwenden von Anmerkungen auf mehrere Assets desselben
Typs.

* Filtern Sie Assets nach ihren Anmerkungen.

Standard-Annotationstypen

Data Infrastructure Insights bietet einige Standardanmerkungstypen. Diese Anmerkungen kénnen zum Filtern
oder Gruppieren von Daten verwendet werden.

Sie kdnnen Assets mit Standardanmerkungstypen wie den folgenden verknipfen:

Lebenszyklus von Anlagen, z. B. Geburtstag, Sonnenuntergang oder Ende der Lebensdauer

Standortinformationen zu einem Gerat, z. B. Rechenzentrum, Gebaude oder Stockwerk

Klassifizierung von Assets, beispielsweise nach Qualitat (Tiers), nach angeschlossenen Geraten (Switch-
Level) oder nach Service-Level

« Status, z. B. ,heill* (hohe Auslastung)

In der folgenden Tabelle sind die von Data Infrastructure Insights bereitgestellten Anmerkungstypen aufgefihrt.
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Anmerkungstypen
Alias

Compute-Ressourcengruppe

Rechenzentrum

Heil®

Hinweis

Service-Level

Sonnenuntergang

Schalterebene

Stufe

Schweregrad des VerstolRes

Alias, Data Center, Hot, Service Level, Sunset, Switch Level, Tier und Violation Severity sind
@ Anmerkungen auf Systemebene, die Sie nicht I6schen oder umbenennen kénnen. Sie kénnen

Beschreibung Typ
Benutzerfreundlicher Name fiir eine Ressource Text

Vom Host- und VM-Dateisystem-Datensammler Liste
verwendete Gruppenzuweisung

Physischer Standort Liste

Gerate, die regelmafig stark beansprucht werden oder an Boolescher Wert

der Grenze ihrer Kapazitat stehen

Mit einer Ressource verknlpfte Kommentare Prifen

Eine Reihe unterstutzter Servicelevel, die Sie Ressourcen Liste
zuweisen konnen. Bietet eine geordnete Optionsliste fiir

interne Volumes, Qtree und Volumes. Bearbeiten Sie
Service-Levels, um Leistungsrichtlinien fur verschiedene

Level festzulegen.

Festgelegter Schwellenwert, nach dessen Uberschreitung Datum
keine neuen Zuweisungen mehr zu diesem Gerat

vorgenommen werden kénnen. Nutzlich fir geplante

Migrationen und andere anstehende

Netzwerka&nderungen.

Vordefinierte Optionen zum Einrichten von Kategorien fur Liste
Schalter. Normalerweise bleiben diese Bezeichnungen flr

die gesamte Lebensdauer des Gerats bestehen, Sie

koénnen sie jedoch bearbeiten. Nur fur Schalter verfiigbar.

Kann verwendet werden, um verschiedene Liste
Serviceebenen innerhalb lhrer Umgebung zu definieren.

Mit den Stufen kann die Art des Levels definiert werden,
beispielsweise die erforderliche Geschwindigkeit (z. B.

Gold oder Silber). Diese Funktion ist nur auf internen

Volumes, Qtrees, Speicher-Arrays, Speicherpools und

Volumes verfligbar.

Rang (z. B. schwerwiegend) eines VerstolRes (z. B. Liste
fehlende Host-Ports oder fehlende Redundanz) in einer
Hierarchie von der hochsten bis zur niedrigsten

Wichtigkeit.

nur die ihnen zugewiesenen Werte andern.

Erstellen benutzerdefinierter Anmerkungen

Mithilfe von Anmerkungen kénnen Sie den Assets benutzerdefinierte, geschaftsspezifische Daten hinzufligen,

die Ihren Geschaftsanforderungen entsprechen. Obwohl Data Infrastructure Insights eine Reihe von

Standardanmerkungen bereitstellt, méchten Sie die Daten mdglicherweise auf andere Weise anzeigen. Die

Daten in benutzerdefinierten Anmerkungen erganzen bereits erfasste Geratedaten, wie etwa
Speicherhersteller, Anzahl der Datentrager und Leistungsstatistiken. Die Daten, die Sie mithilfe von
Anmerkungen hinzufiigen, werden von Data Infrastructure Insights nicht erkannt.



Schritte
1. Klicken Sie im Data Infrastructure Insights -Menu auf Verwalten > Anmerkungen.

Auf der Seite ,Anmerkungen® wird die Liste der Anmerkungen angezeigt.

2. Klicken Sie auf +Hinzufiigen

3. Geben Sie einen Namen und eine Beschreibung der Anmerkung ein.
Sie kdnnen in diese Felder bis zu 255 Zeichen eingeben.

4. Klicken Sie auf Typ und wahlen Sie dann eine der folgenden Optionen aus, die den in dieser Anmerkung
zulassigen Datentyp darstellt:

Anmerkungstypen

* Boolesch: Erstellt eine Dropdownliste mit den Auswahlimaoglichkeiten ,Ja“ und ,Nein“. Beispielsweise ist die
Anmerkung ,Direkt verbunden® boolesch.

« Datum: Dadurch wird ein Feld erstellt, das ein Datum enthalt. Wenn die Anmerkung beispielsweise ein
Datum sein soll, wahlen Sie dies aus.

« Liste: Erstellt eines der folgenden Elemente:

o Eine Dropdown-Liste mit festen

Wenn andere diesen Anmerkungstyp einem Gerat zuweisen, kdnnen sie der Liste keine weiteren
Werte hinzufligen.

o Eine flexible Dropdown-Liste

Wenn Sie beim Erstellen dieser Liste die Option ,Neue Werte spontan hinzufligen“ auswahlen, kénnen
andere Personen, die diesen Anmerkungstyp einem Gerat zuweisen, der Liste weitere Werte
hinzufigen.

* Nummer: Erstellt ein Feld, in das der Benutzer, der die Anmerkung zuweist, eine Nummer eingeben kann.
Wenn der Anmerkungstyp beispielsweise ,Etage” ist, kann der Benutzer den Werttyp ,Nummer“ auswahlen
und die Etagennummer eingeben.

 Text: Erstellt ein Feld, das Freitext zulasst. Sie kbnnen beispielsweise ,Sprache” als Anmerkungstyp
eingeben, ,Text" als Werttyp auswahlen und eine Sprache als Wert eingeben.

Nachdem Sie den Typ festgelegt und Ihre Anderungen gespeichert haben, kénnen Sie den Typ
@ der Anmerkung nicht mehr andern. Wenn Sie den Typ andern missen, mussen Sie die
Anmerkung léschen und eine neue erstellen.

1. Wenn Sie ,Liste* als Anmerkungstyp auswahlen, gehen Sie wie folgt vor:

a. Wahlen Sie Neue Werte spontan hinzufiigen, wenn Sie der Anmerkung auf einer Asset-Seite weitere
Werte hinzufligen mdchten, wodurch eine flexible Liste erstellt wird.

Angenommen, Sie befinden sich auf einer Asset-Seite und das Asset verfugt Uber die Stadtanmerkung
mit den Werten Detroit, Tampa und Boston. Wenn Sie die Option Neue Werte spontan hinzufiigen
ausgewahlt haben, kénnen Sie der Stadt zusatzliche Werte wie San Francisco und Chicago direkt auf
der Asset-Seite hinzufligen, anstatt sie auf der Anmerkungsseite hinzufligen zu missen. Wenn Sie
diese Option nicht wahlen, kdnnen Sie beim Anwenden der Annotation keine neuen Annotationswerte
hinzufiigen. Dadurch wird eine feste Liste erstellt.
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b. Geben Sie in die Felder Wert und Beschreibung einen Wert und eine Beschreibung ein.
c. Klicken Sie auf Hinzufiigen, um weitere Werte hinzuzuftgen.
d. Klicken Sie auf das Papierkorbsymbol, um einen Wert zu I6schen.

2. Klicken Sie auf Speichern

Ihre Anmerkungen werden in der Liste auf der Anmerkungsseite angezeigt.

Ein Hinweis zu Booleschen Anmerkungen
Beim Filtern nach einer Booleschen Anmerkung werden Ihnen moéglicherweise die folgenden Werte zum Filtern
angezeigt:
 Beliebig: Dies gibt alle Ergebnisse zurlick, einschliellich der Ergebnisse, die auf ,Ja“, ,Nein“ oder gar
nicht festgelegt sind.

« Ja: Gibt nur ,Ja“-Ergebnisse zurlck. Beachten Sie, dass DIl in den meisten Tabellen ,Ja“ als Hakchen
anzeigt. Die Werte kénnen auf ,True®, ,On" usw. gesetzt werden; DIl behandelt alle diese Werte als ,Yes".

* Nein: Gibt nur ,Nein“-Ergebnisse zurlick. Beachten Sie, dass DIl in den meisten Tabellen ,Nein“ als , X"
anzeigt. Die Werte kénnen auf ,Falsch®, ,Aus” usw. gesetzt werden; DIl behandelt alle diese Werte als
.Nein®.

« Keine: Gibt nur Ergebnisse zurlck, bei denen die Anmerkung Uberhaupt nicht festgelegt wurde. Auch als
.Null“-Werte bezeichnet.

Nach Abschluss
In der Benutzeroberflache steht die Anmerkung sofort zur Verwendung bereit.

Verwenden von Anmerkungen

Sie erstellen Anmerkungen und weisen sie den von lhnen Uberwachten Assets zu.
Anmerkungen sind Hinweise, die Informationen zu einem Asset liefern, beispielsweise
den physischen Standort, das Ende der Lebensdauer, die Speicherebene oder die
Volumen-Servicelevel.

Anmerkungen definieren

Mithilfe von Anmerkungen kénnen Sie den Assets benutzerdefinierte, geschaftsspezifische Daten hinzufligen,
die Ihren Geschaftsanforderungen entsprechen. Obwohl Data Infrastructure Insights eine Reihe von
Standardanmerkungen bereitstellt, wie etwa den Lebenszyklus der Anlage (Geburtstag oder Ende der
Lebensdauer), den Standort des Gebaudes oder Rechenzentrums und die Ebene, mochten Sie die Daten
moglicherweise auf andere Weise anzeigen.

Die Daten in benutzerdefinierten Anmerkungen erganzen bereits erfasste Geratedaten, wie etwa Switch-
Hersteller, Anzahl der Ports und Leistungsstatistiken. Die Daten, die Sie mithilfe von Anmerkungen hinzufiigen,
werden von Data Infrastructure Insights nicht erkannt.

Bevor Sie beginnen
« Listen Sie alle Branchenterminologien auf, mit denen Umgebungsdaten verknlpft werden mussen.

« Listen Sie die Unternehmensterminologie auf, mit der Umgebungsdaten verknipft werden missen.
* Identifizieren Sie alle Standardanmerkungstypen, die Sie moglicherweise verwenden kdénnen.

» Ermitteln Sie, welche benutzerdefinierten Anmerkungen Sie erstellen miissen. Sie mussen die Anmerkung
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erstellen, bevor sie einem Asset zugewiesen werden kann.
Fihren Sie die folgenden Schritte aus, um eine Anmerkung zu erstellen.

Schritte
1. Klicken Sie im Menii ,Data Infrastructure Insights® auf Observability > Enrich > Annotations

2. Klicken Sie auf + Anmerkung, um eine neue Anmerkung zu erstellen.
3. Geben Sie einen Namen, eine Beschreibung und einen Typ fir die neue Anmerkung ein.
Geben Sie beispielsweise Folgendes ein, um eine Textanmerkung zu erstellen, die den physischen
Standort eines Assets im Rechenzentrum 4 definiert:
o Geben Sie einen Namen fir die Anmerkung ein, beispielsweise ,Standort®.
o Geben Sie eine Beschreibung der Anmerkung ein, z. B. ,Physischer Standort ist Rechenzentrum 4.

o Geben Sie den ,Typ“ der Anmerkung ein, beispielsweise , Text®.

Manuelles Zuweisen von Anmerkungen zu Assets

Durch die Zuweisung von Anmerkungen zu Anlagen kénnen Sie Anlagen auf fur Ihr Unternehmen relevante
Weise sortieren, gruppieren und darliber berichten. Obwohl Sie mithilfe von Anmerkungsregeln automatisch
Anmerkungen zu Assets eines bestimmten Typs zuweisen kénnen, kdnnen Sie Anmerkungen zu einem
einzelnen Asset Uber die Asset-Seite zuweisen.

Bevor Sie beginnen
» Sie miussen die Anmerkung, die Sie zuweisen mochten, erstellt haben.

Schritte
1. Melden Sie sich bei Ihrer Data Infrastructure Insights Umgebung an.

2. Suchen Sie das Asset, auf das Sie die Anmerkung anwenden mdchten.

o Sie kdnnen Assets durch Abfragen, Auswahlen aus einem Dashboard-Widget oder Suchen finden.
Wenn Sie das gewlinschte Asset gefunden haben, klicken Sie auf den Link, um die Zielseite des
Assets zu 6ffnen.

Klicken Sie auf der Asset-Seite im Abschnitt ,Benutzerdaten® auf + Anmerkung.
Das Dialogfeld ,Anmerkung hinzufligen* wird angezeigt.

Wahlen Sie eine Anmerkung aus der Liste aus.

o o k~ w

Klicken Sie auf ,Wert“ und flihren Sie je nach ausgewahltem Anmerkungstyp einen der folgenden Schritte
aus:

o Wenn der Anmerkungstyp ,Liste®, ,Datum” oder ,Boolesch* ist, wahlen Sie einen Wert aus der Liste
aus.

o Wenn der Anmerkungstyp Text ist, geben Sie einen Wert ein.
7. Klicken Sie auf Speichern.
Wenn Sie den Wert der Anmerkung nach der Zuweisung andern mochten, klicken Sie auf das Anmerkungsfeld
und wahlen Sie einen anderen Wert aus. Wenn die Anmerkung vom Typ Liste ist und die Option ,Neue Werte

spontan hinzufligen® ausgewahlt ist, kdnnen Sie zusatzlich zur Auswahl eines vorhandenen Werts einen neuen
Wert eingeben.
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Zuweisen von Anmerkungen mithilfe von Anmerkungsregein

Um Assets basierend auf von lhnen definierten Kriterien automatisch Anmerkungen zuzuweisen, konfigurieren
Sie Anmerkungsregeln. Data Infrastructure Insights weist die Anmerkungen den Assets basierend auf diesen
Regeln zu. Data Infrastructure Insights bietet auRerdem zwei Standardanmerkungsregeln, die Sie Ihren
Anforderungen entsprechend andern oder entfernen kdnnen, wenn Sie sie nicht verwenden mdchten.

Erstellen von Anmerkungsregeln

Als Alternative zum manuellen Anwenden von Anmerkungen auf einzelne Assets kdnnen Sie mithilfe von
Anmerkungsregeln automatisch Anmerkungen auf mehrere Assets anwenden. Manuell auf einzelnen Asset-
Seiten festgelegte Anmerkungen haben Vorrang vor regelbasierten Anmerkungen, wenn Insight die
Anmerkungsregeln auswertet.

Bevor Sie beginnen
Sie mussen eine Abfrage fiir die Anmerkungsregel erstellt haben.

Informationen zu diesem Vorgang

Obwohl Sie die Anmerkungstypen beim Erstellen der Regeln bearbeiten kénnen, sollten Sie die Typen vorher
definiert haben.

Schritte
1. Klicken Sie auf Verwalten > Anmerkungsregeln

Auf der Seite ,Annotationsregeln” wird die Liste der vorhandenen Annotationsregeln angezeigt.

2. Klicken Sie auf + Hinzufiigen.
3. Gehen Sie folgendermalen vor:

a. Geben Sie im Feld Name einen eindeutigen Namen ein, der die Regel beschreibt.
Dieser Name wird auf der Seite ,Annotationsregeln” angezeigt.

b. Klicken Sie auf Abfrage und wahlen Sie die Abfrage aus, die zum Anwenden der Anmerkung auf
Assets verwendet wird.

c. Klicken Sie auf Anmerkung und wahlen Sie die Anmerkung aus, die Sie anwenden mdchten.

d. Klicken Sie auf Wert und wahlen Sie einen Wert fur die Anmerkung aus.
Wenn Sie beispielsweise ,,Geburtstag” als Anmerkung wahlen, geben Sie ein Datum fiir den Wert an.

e. Klicken Sie auf Speichern

f. Klicken Sie auf Alle Regeln ausfiihren, wenn Sie alle Regeln sofort ausfiihren méchten. Andernfalls
werden die Regeln in regelmafligen Abstanden ausgeflhrt.

Erstellen von Anmerkungsregeln

Mithilfe von Anmerkungsregeln konnen Sie Anmerkungen basierend auf den von lhnen
definierten Kriterien automatisch auf mehrere Assets anwenden. Data Infrastructure
Insights weist die Anmerkungen den Assets basierend auf diesen Regeln zu. Manuell auf
einzelnen Asset-Seiten festgelegte Anmerkungen haben Vorrang vor regelbasierten
Anmerkungen, wenn Cloud Insight die Anmerkungsregeln auswertet.
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Bevor Sie beginnen

Sie mussen eine Abfrage fiir die Anmerkungsregel erstellt haben.

Schritte
1. Klicken Sie im Data Infrastructure Insights -Menu auf Verwalten > Anmerkungsregeln.

2. Klicken Sie auf + Regel, um eine neue Anmerkungsregel hinzuzufigen.
Das Dialogfeld ,Regel hinzufiigen® wird angezeigt.

3. Gehen Sie folgendermalen vor:
a. Geben Sie im Feld Name einen eindeutigen Namen ein, der die Regel beschreibt.
Der Name wird auf der Seite ,Anmerkungsregeln” angezeigt.
b. Klicken Sie auf Abfrage und wahlen Sie die Abfrage aus, die Data Infrastructure Insights verwendet,
um die Assets zu identifizieren, auf die sich die Anmerkung bezieht.

c. Klicken Sie auf Anmerkung und wahlen Sie die Anmerkung aus, die Sie anwenden moéchten.

d. Klicken Sie auf Wert und wahlen Sie einen Wert fiir die Anmerkung aus.
Wenn Sie beispielsweise ,,Geburtstag” als Anmerkung wahlen, geben Sie ein Datum fir den Wert an.

e. Klicken Sie auf Speichern

f. Klicken Sie auf Alle Regeln ausfiihren, wenn Sie alle Regeln sofort ausfihren mdéchten. Andernfalls
werden die Regeln in regelmafRigen Abstanden ausgefihrt.

In einer grof3en Data Infrastructure Insights -Umgebung stellen Sie mdglicherweise fest,
dass die Ausfihrung von Anmerkungsregeln eine Weile zu dauern scheint. Dies liegt
daran, dass der Indexer zuerst ausgefuhrt wird und vor der Ausfuihrung der Regeln

@ abgeschlossen sein muss. Der Indexer gibt Data Infrastructure Insights die Mdglichkeit,
in lhren Daten nach neuen oder aktualisierten Objekten und Zahlern zu suchen oder
diese zu filtern. Die Regel-Engine wartet, bis der Indexer seine Aktualisierung
abgeschlossen hat, bevor sie die Regeln anwendet.

Andern von Anmerkungsregeln

Sie kdnnen eine Anmerkungsregel andern, um den Namen der Regel, ihre Anmerkung, den Wert der
Anmerkung oder die mit der Regel verknlpfte Abfrage zu andern.

Schritte
1. Klicken Sie im Data Infrastructure Insights -Menu auf Verwalten > Anmerkungsregeln.

Auf der Seite ,Annotationsregeln” wird die Liste der vorhandenen Annotationsregeln angezeigt.
2. Suchen Sie die Anmerkungsregel, die Sie andern mdchten.

Sie kdnnen die Anmerkungsregeln filtern, indem Sie einen Wert in das Filterfeld eingeben oder auf eine
Seitenzahl klicken, um die Anmerkungsregeln seitenweise zu durchsuchen.

3. Klicken Sie auf das Menutsymbol fur die Regel, die Sie andern mdchten.

4. Klicken Sie auf Bearbeiten
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Das Dialogfeld ,Regel bearbeiten® wird angezeigt.

5. Andern Sie den Namen, die Anmerkung, den Wert oder die Abfrage der Anmerkungsregel.

Andern der Reihenfolge der Regeln

Anmerkungsregeln werden von oben nach unten in der Regelliste verarbeitet. Um die Reihenfolge zu éndern,
in der eine Regel verarbeitet wird, gehen Sie wie folgt vor:

Schritte
1. Klicken Sie auf das Menusymbol fir die Regel, die Sie verschieben méchten.

2. Klicken Sie je nach Bedarf auf Nach oben verschieben oder Nach unten verschieben, bis die Regel an
der gewtinschten Stelle angezeigt wird.

Beachten Sie, dass beim Ausflihren mehrerer Regeln, die dieselbe Anmerkung zu einem Asset aktualisieren,
die erste Regel (von oben nach unten ausgeflihrt) die Anmerkung anwendet und das Asset aktualisiert.
Anschlie3end wird die zweite Regel angewendet, andert jedoch keine Anmerkungen, die bereits von der
vorherigen Regel festgelegt wurden.

Loschen von Anmerkungsregeln
Méglicherweise moéchten Sie Anmerkungsregeln I6schen, die nicht mehr verwendet werden.

Schritte
1. Klicken Sie im Data Infrastructure Insights -Menu auf Verwalten > Anmerkungsregeln.

Auf der Seite ,Annotationsregeln” wird die Liste der vorhandenen Annotationsregeln angezeigt.
2. Suchen Sie die Anmerkungsregel, die Sie I6schen mochten.

Sie kénnen die Anmerkungsregeln filtern, indem Sie einen Wert in das Filterfeld eingeben oder auf eine
Seitenzahl klicken, um die Anmerkungsregeln seitenweise zu durchsuchen.

3. Klicken Sie auf das Mentsymbol firr die Regel, die Sie Idschen mdchten.

4. Klicken Sie auf Loschen

Es wird eine Bestatigungsmeldung angezeigt, in der Sie gefragt werden, ob Sie die Regel I6schen
mochten.

5. Klicken Sie auf OK

Anmerkungen importieren

Data Infrastructure Insights enthalt eine APl zum Importieren von Anmerkungen oder
Anwendungen aus einer CSV-Datei und zum Zuweisen dieser zu von Ihnen
angegebenen Objekten.

@ Die Data Infrastructure Insights APl ist in der * Data Infrastructure Insights Premium Edition*
verflgbar.
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Importieren

Die Links Admin > API-Zugriff enthalten"Dokumentation” fir die Assets/Import-API. Diese Dokumentation
enthalt Informationen zum CSV-Dateiformat.

ASSETS.import v

/assets/import Import assets from a CSV file. ™

Import annotations and applications from the given CSV file. The format of the CSV file is following:

> <¢Annotation Type> [, <Annotation Type> ...] [, Application] [, Tenant] [, Line_of Business] [, Business_Unit] [
Project]
<Object Type Value 1>, <Object Name or Key 1>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of Business>] [, <Business_Unit>] [,
<Project>]
<0Object Type Value 2>, <Object Name or Key 2>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of Business»>] [, <Business_Unit>] [,
<Project>]
<object Type value 3>, <Object Name or Key 3>, <Annotation value> [, <Annotation value> ...] [, <Application>] [, <Tenant>] [, <Line_of Business>] [, <Business_unit>] [,
<Project>]
<Object Type Value N>, <Object Name or Key N>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of Business>] [, <Business_Unit>] [,
<Project>]

CSV-Dateiformat

Das allgemeine Format der CSV-Datei ist wie folgt. Die erste Zeile der Datei definiert die Importfelder und gibt
die Reihenfolge der Felder an. AnschlieRend folgen fiir jede Anmerkung bzw. Anwendung separate Zeilen. Sie
mussen nicht jedes Feld definieren. Die nachfolgenden Anmerkungszeilen missen jedoch der gleichen
Reihenfolge wie die Definitionszeile folgen.

[Object Type] , [Object Name or ID] , Annotation Type [, Annotation
Type, ...] [, Application] [, Tenant] [, Line Of Business] [,
Business Unit] [, Project]

Beispiele fir CSV-Dateien finden Sie in der API-Dokumentation.

Sie kdnnen Anmerkungen aus einer CSV-Datei direkt aus dem API-Swagger importieren und zuweisen.
Wahlen Sie einfach die zu verwendende Datei aus und klicken Sie auf die Schaltflache Ausfiihren:

No parameters
Request body multipart/form-data ~ I

CSV file to import

data

Ry (CElnaa) Choose File ' No file chosen

Responses

Importverhalten

Wahrend des Importvorgangs werden Daten hinzugefligt, zusammengefiihrt oder ersetzt, je nachdem, welche
Objekte und Objekttypen importiert werden. Beachten Sie beim Importieren die folgenden Verhaltensweisen.

* Flgt eine Anmerkung oder Anwendung hinzu, wenn im Zielsystem keine mit demselben Namen vorhanden
ist.
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* FUhrt eine Annotation zusammen, wenn der Annotationstyp eine Liste ist und im Zielsystem eine

Annotation mit demselben Namen vorhanden ist.

* Ersetzt eine Annotation, wenn der Annotationstyp nicht eine Liste ist und im Zielsystem eine Annotation mit

demselben Namen vorhanden ist.

Hinweis: Wenn im Zielsystem eine Annotation mit demselben Namen, aber einem anderen Typ vorhanden
ist, schlagt der Import fehl. Wenn Objekte von der fehlgeschlagenen Annotation abhangen, kdnnen diese
Objekte falsche oder unerwiinschte Informationen anzeigen. Sie mussen alle Anmerkungsabhangigkeiten
Uberprifen, nachdem der Importvorgang abgeschlossen ist.

» Wenn ein Annotationswert leer ist, wird diese Annotation aus dem Objekt entfernt. Vererbte Anmerkungen

sind davon nicht betroffen.

* Annotationswerte vom Typ ,Datum® missen als Unix-Zeit in Millisekunden Ubergeben werden.

» Beim Kommentieren von Volumes oder internen Volumes ist der Objektname eine Kombination aus
Speichername und Volumename unter Verwendung des Trennzeichens "->". Beispiel: <Speichername>-

><Volumename>

* Wenn ein Objektname ein Komma enthalt, muss der gesamte Name in doppelte Anfihrungszeichen
gesetzt werden. Beispiel: "NetApp1,NetApp2"->023F

» Beim Anhangen von Anmerkungen an Speicher, Switches und Ports wird die Spalte ,Anwendung®

ignoriert.

* Mieter, Geschaftszweig, Geschéaftseinheit und/oder Projekt bilden eine Geschéaftseinheit. Wie bei allen

Geschaftseinheiten kann jeder der Werte leer sein.

Die folgenden Objekttypen kénnen mit Anmerkungen versehen werden.

OBJEKTTYP
Gastgeber
VM

Speicherpool

Internes Volumen

Volumen
Storage
Schalten
Hafen

Qtree

Aktie

NAME ODER SCHLUSSEL
id-><id> oder <Name> oder <IP>
id-><id> oder <Name>

id-><id> oder <Speichername>-
><Speicherpoolname>

id-><id> oder <Speichername>-><Name des internen
Datentragers>

id-><id> oder <Speichername>-><Volumename>
id-><id> oder <Name> oder <IP>

id-><id> oder <Name> oder <IP>

id-><id> oder <WWN>

id-><id> oder <Speichername>-><Name des internen
Datentragers>-><Qtree-Name>

id-><id> oder <Speichername>-><Name des internen
Datentragers>-><Freigabename>-><Protokoll>[-
><Qtree-Name (optional im Fall des Standard-
Qtree)>]
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Arbeiten mit Anwendungen

Nachverfolgen der Asset-Nutzung nach Anwendung

Wenn Sie wissen, welche Anwendungen in der Umgebung Ihres Unternehmens
verwendet werden, konnen Sie die Nutzung und Kosten lhrer Anlagen besser im Auge
behalten.

Bevor Sie Daten zu den auf Ihrem Mandanten ausgefiihrten Anwendungen verfolgen kénnen, missen Sie
diese Anwendungen zunachst definieren und sie den entsprechenden Assets zuordnen. Sie kénnen
Anwendungen mit den folgenden Assets verknipfen: Hosts, virtuelle Maschinen, Volumes, interne Volumes,
Qtrees, Freigaben und Hypervisoren.

Dieses Thema bietet ein Beispiel fur die Verfolgung der Nutzung virtueller Maschinen, die das Marketingteam
fur seine Exchange-E-Mails verwendet.

Sie kdnnen eine Tabelle ahnlich der folgenden erstellen, um die auf Inrem Mandanten verwendeten
Anwendungen zu identifizieren und die Gruppe oder Geschaftseinheit zu notieren, die die einzelnen
Anwendungen verwendet.

Mieter Geschaftszweig Geschaftseinheit Projekt Anwendungen

NetApp Datenspeicherung  Rechtliches Patente Oracle Identity
Manager, Oracle On
Demand, PatentWiz

NetApp Datenspeicherung  Marketing Verkaufsveranstaltu Exchange, Oracle
ngen Shared DataBase,
BlastOff-Eventplaner

Die Tabelle zeigt, dass das Marketingteam die Exchange-Anwendung verwendet. Wir mdchten die Auslastung
ihrer virtuellen Maschinen fir Exchange verfolgen, damit wir vorhersagen kénnen, wann wir mehr Speicher
hinzufigen missen. Wir kdnnen die Exchange-Anwendung mit allen virtuellen Maschinen von Marketing
verknUpfen:
1. Erstellen Sie eine Anwendung mit dem Namen Exchange
2. Gehen Sie zu Abfragen > +Neue Abfrage, um eine neue Abfrage flr virtuelle Maschinen zu erstellen
(oder wahlen Sie ggf. eine vorhandene VM-Abfrage aus).

Angenommen, alle VMs des Marketingteams haben einen Namen, der die Zeichenfolge ,mkt* enthalt,
erstellen Sie lhre Abfrage, um den VM-Namen nach ,mkt* zu filtern.

3. Wahlen Sie die VMs aus.

4. VerknUpfen Sie die VMs mit der Exchange-Anwendung mithilfe von Massenaktionen > Anwendungen
hinzufiigen.

5. Wahlen Sie die gewilinschte Anwendung aus und klicken Sie auf Speichern.

6. Wenn Sie fertig sind, Speichern Sie die Abfrage.

Erstellen von Anwendungen

Um Daten zu verfolgen, die mit bestimmten Anwendungen verknupft sind, die auf Ihrem
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Mandanten ausgefuhrt werden, konnen Sie die Anwendungen in Data Infrastructure
Insights definieren.

Informationen zu diesem Vorgang

Mit Data Infrastructure Insights kbnnen Sie Daten von Assets, die mit Anwendungen verknlpft sind, fur
Zwecke wie Nutzungs- oder Kostenberichte verfolgen.

Schritte
1. Klicken Sie im Menu ,Data Infrastructure Insights® auf Observability > Enrich > Applications. Auswahlen

Das Dialogfeld ,Anwendung hinzufiigen“ wird angezeigt.

2. Geben Sie einen eindeutigen Namen flir die Anwendung ein.
3. Wahlen Sie eine Prioritat fir die Anwendung aus.

4. Klicken Sie auf Speichern.

Nachdem eine Anwendung definiert wurde, kann sie den Assets zugewiesen werden.

Zuweisen von Anwendungen zu Assets

Dieses Verfahren weist die Anwendung beispielhaft einem Host zu. Sie kdnnen einer Anwendung Host,
virtuelle Maschine, Volume oder interne Volumes zuweisen.

Schritte
1. Suchen Sie das Asset, dem Sie die Anwendung zuweisen mochten:
2. Klicken Sie auf Abfragen > +Neue Abfrage und suchen Sie nach Host.

3. Aktivieren Sie das Kontrollkastchen links neben dem Host, den Sie mit der Anwendung verkniipfen
mochten.

4. Klicken Sie auf Massenaktionen > Anwendung hinzufiigen.

5. Wahlen Sie die Anwendung aus, der Sie das Asset zuweisen.

Alle neuen Anwendungen, die Sie zuweisen, Uberschreiben alle Anwendungen auf dem Asset, die von einem
anderen Asset abgeleitet wurden. Beispielsweise erben Volumes Anwendungen von Hosts, und wenn einem
Volume neue Anwendungen zugewiesen werden, hat die neue Anwendung Vorrang vor der abgeleiteten
Anwendung.

In Umgebungen mit einer groRen Menge verwandter Assets kann die Vererbung von

@ Anwendungszuweisungen zu diesen Assets mehrere Minuten dauern. Bitte rechnen Sie mit
einer langeren Vererbungszeit, wenn Sie Uber viele zusammenhangende Vermdgenswerte
verfugen.

Nach Abschluss

Nachdem Sie der Anwendung den Host zugewiesen haben, konnen Sie der Anwendung die restlichen Assets
zuweisen. Um auf die Zielseite der Anwendung zuzugreifen, klicken Sie auf Verwalten > Anwendung und
wahlen Sie die von Ihnen erstellte Anwendung aus.

Automatische Gerateauflosung
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Ubersicht iiber die automatische Gerateauflésung

Sie mussen alle Gerate identifizieren, die Sie mit Data Infrastructure Insights Gberwachen
mochten. Eine Identifizierung ist erforderlich, um die Leistung und den Bestand |hres
Mieters genau zu verfolgen. Normalerweise wird die Mehrheit der auf Ihrem Mandanten
erkannten Gerate durch die Automatische Geréteauflésung identifiziert.

Nachdem Sie Datensammler konfiguriert haben, werden Gerate auf lnrem Mandanten identifiziert, darunter
Switches, Speicher-Arrays und Ihre virtuelle Infrastruktur aus Hypervisoren und VMs. Allerdings werden
dadurch normalerweise nicht 100 % der Gerate |lhres Mandanten identifiziert.

Nachdem Gerate vom Typ ,Datensammler konfiguriert wurden, besteht die bewahrte Vorgehensweise darin,
Gerateaufldsungsregeln zu nutzen, um die verbleibenden unbekannten Gerate auf Ihrem Mandanten zu
identifizieren. Mithilfe der Gerateauflosung kénnen Sie unbekannte Gerate als folgende Geratetypen auflosen:

* Physische Hosts

» Speicher-Arrays

« Bander

Gerate, die nach der Gerateauflésung als unbekannt verbleiben, gelten als generische Gerate, die Sie auch in
Abfragen und auf Dashboards anzeigen konnen.

Die wiederum erstellten Regeln identifizieren automatisch neue Gerate mit ahnlichen Attributen, wenn sie Ihrer
Umgebung hinzugefiigt werden. In einigen Fallen ermdéglicht die Gerateaufldsung auch eine manuelle
Identifizierung, indem die Gerateauflosungsregeln flr nicht erkannte Gerate in Data Infrastructure Insights
umgangen werden.

Eine unvollsténdige Identifizierung von Geraten kann zu folgenden Problemen fiihren:

* Unvollstandige Pfade

* Nicht identifizierte Mehrwegeverbindungen

 Die Unfahigkeit, Anwendungen zu gruppieren

* Ungenaue Topologieansichten

* Ungenaue Daten im Data Warehouse und Reporting

Die Funktion zur Gerateauflésung (Verwalten > Gerateauflésung) umfasst die folgenden Registerkarten, die
jeweils eine Rolle bei der Planung der Gerateauflosung und der Anzeige der Ergebnisse spielen:

* Fibre Channel Identify enthalt eine Liste mit WWNs und Portinformationen von Fibre Channel-Geraten,
die nicht durch die automatische Gerateauflosung aufgeldst wurden. Auf der Registerkarte wird auch der
Prozentsatz der identifizierten Gerate angegeben.

« IP-Adressidentifizierung enthalt eine Liste von Geraten, die auf CIFS-Freigaben und NFS-Freigaben
zugreifen und nicht durch die automatische Gerateauflésung identifiziert wurden. Auf der Registerkarte
wird auch der Prozentsatz der identifizierten Gerate angegeben.

* Regeln zur automatischen Auflésung enthalt die Liste der Regeln, die bei der Auflésung von Fibre-
Channel-Geraten ausgeflhrt werden. Dies sind Regeln, die Sie erstellen, um nicht identifizierte Fibre-
Channel-Gerate aufzulésen.

 Einstellungen bietet Konfigurationsoptionen, mit denen Sie die Gerateauflosung an lhre Umgebung
anpassen kdnnen.
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Bevor Sie beginnen

Sie mussen wissen, wie lhre Umgebung konfiguriert ist, bevor Sie die Regeln zur Identifizierung von Geraten
definieren. Je mehr Sie Uber lhre Umgebung wissen, desto einfacher ist es, Gerate zu identifizieren.

Um genaue Regeln erstellen zu kdnnen, missen Sie Fragen wie die folgenden beantworten:

 Verfugt Ihre Umgebung Uber Benennungsstandards fir Zonen oder Hosts und wie viel Prozent davon sind
korrekt?

» Verwendet lhre Umgebung einen Switch-Alias oder Speicheralias und stimmen diese mit dem Hostnamen
Uberein?

* Wie oft andern sich die Benennungsschemata lhres Mandanten?
+ Gab es Ubernahmen oder Fusionen, die zu unterschiedlichen Namensgebungen geflhrt haben?
Nach der Analyse Ihrer Umgebung sollten Sie in der Lage sein, die vorhandenen Namensstandards zu

ermitteln, die Sie voraussichtlich zuverlassig antreffen werden. Die von lhnen gesammelten Informationen
koénnen grafisch in einer Abbildung ahnlich der folgenden dargestellt werden:

=

N

Zone names .

e -

Switch alias

In diesem Beispiel wird die grofite Anzahl von Geraten zuverlassig durch Speicheraliase dargestellt. Regeln,
die Hosts mithilfe von Speicheraliasen identifizieren, sollten zuerst geschrieben werden, Regeln mit Switch-
Aliasen sollten als Nachstes geschrieben werden und die zuletzt erstellten Regeln sollten Zonen-Aliase
verwenden. Aufgrund der Uberschneidung bei der Verwendung von Zonenaliasen und Switch-Aliasen kénnen
einige Speicheraliasregeln zusatzliche Gerate identifizieren, sodass weniger Regeln fiir Zonenaliase und
Switch-Aliase erforderlich sind.

Schritte zum Identifizieren von Geraten

Normalerweise verwenden Sie einen Workflow &hnlich dem folgenden, um Gerate auf lhrem Mandanten zu
identifizieren. Die Identifizierung ist ein iterativer Prozess und kann mehrere Schritte der Planung und
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Verfeinerung von Regeln erfordern.

* Forschungsumfeld

* Planregeln

* Regeln erstellen/Uberarbeiten

» Ergebnisse Uberprifen

« Erstellen Sie zusatzliche Regeln oder identifizieren Sie Gerate manuell

* Erledigt

Wenn sich auf lhrem Mandanten nicht identifizierte Gerate (auch als unbekannte oder

@ generische Gerate bezeichnet) befinden und Sie anschlielend eine Datenquelle konfigurieren,
die diese Gerate bei der Abfrage identifiziert, werden sie nicht mehr als generische Gerate
angezeigt oder gezahlt.

Verwandt:"Erstellen von Gerateauflésungsregeln” "Fibre Channel-Gerateauflésung" "IP-Gerateauflésung"
"Festlegen der Gerateauflésungseinstellungen”

Regeln zur Gerateauflosung

Sie erstellen Gerateauflosungsregeln, um Hosts, Speicher und Bander zu identifizieren,
die derzeit nicht automatisch von Data Infrastructure Insights identifiziert werden. Die von
Ihnen erstellten Regeln identifizieren Gerate, die sich derzeit in Inrer Umgebung
befinden, und identifizieren auch ahnliche Gerate, wenn sie Ihrer Umgebung hinzugefugt
werden.

Erstellen von Gerateauflésungsregeln

Wenn Sie Regeln erstellen, identifizieren Sie zunachst die Informationsquelle, auf die die Regel angewendet
wird, die zum Extrahieren der Informationen verwendete Methode und ob auf die Ergebnisse der Regel eine
DNS-Suche angewendet wird.

Quelle, die zur Identifizierung des Gerats verwendet  * SRM-Aliase flr Hosts * Speicheralias mit

wird eingebettetem Host- oder Bandnamen * Switch-Alias
mit eingebettetem Host- oder Bandnamen *
Zonennamen mit eingebettetem Hostnamen

Methode, die zum Extrahieren des Geratenamens aus * Wie es ist (einen Namen aus einem SRM
der Quelle verwendet wird extrahieren) * Trennzeichen * Regulare Ausdricke

DNS-Suche Gibt an, ob Sie DNS zur Uberpriifung des
Hostnamens verwenden

Sie erstellen Regeln auf der Registerkarte ,Regeln flir die automatische Auflésung®. Die folgenden Schritte
beschreiben den Regelerstellungsprozess.

Verfahren
1. Klicken Sie auf Verwalten > Gerateauflosung

2. Klicken Sie auf der Registerkarte Regeln zur automatischen Auflésung auf + Host-Regel oder +
Bandregel.
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Der Bildschirm Auflésungsregel wird angezeigt.

@ Klicken Sie auf den Link ,Ubereinstimmungskriterien anzeigen“, um Hilfe und Beispiele zum
Erstellen regularer Ausdricke zu erhalten.

3. Wahlen Sie in der Liste Typ das Gerat aus, das Sie identifizieren mochten.

Sie kbnnen Host oder Tape auswahlen.

4. Wahlen Sie in der Liste Quelle die Quelle aus, die Sie zur Identifizierung des Hosts verwenden mdchten.

Abhangig von der ausgewahlten Quelle zeigt Data Infrastructure Insights die folgende Antwort an:

a.
b.

Zonen listet die Zonen und WWN auf, die von Data Infrastructure Insights identifiziert werden muissen.

SRM listet die nicht identifizierten Aliase auf, die von Data Infrastructure Insights identifiziert werden
mussen

Speicheralias listet Speicheraliase und WWN auf, die von Data Infrastructure Insights identifiziert
werden missen

Switch-Alias listet die Switch-Aliase auf, die von Data Infrastructure Insights identifiziert werden
mussen

5. Wahlen Sie in der Liste Methode die Methode aus, die Sie zur Identifizierung des Hosts verwenden

mdchten.

Quelle Verfahren

SRM Wie es ist, Trennzeichen, regulare Ausdriicke
Speicheralias Trennzeichen, regulare Ausdriicke

Alias wechseln Trennzeichen, regulare Ausdriicke

Zonen Trennzeichen, regulare Ausdriicke

> Regeln mit Trennzeichen erfordern die Trennzeichen und die Mindestlange des Hostnamens. Die

Mindestlange des Hostnamens ist die Anzahl der Zeichen, die Data Infrastructure Insights zur
Identifizierung eines Hosts verwenden soll. Data Infrastructure Insights fuhrt DNS-Lookups nur fur
Hostnamen durch, die so lang oder langer sind.

Bei Regeln mit Trennzeichen wird die Eingabezeichenfolge durch das Trennzeichen tokenisiert und
eine Liste mit Hostnamenkandidaten wird erstellt, indem mehrere Kombinationen des angrenzenden
Tokens erstellt werden. Die Liste wird dann von grof3 nach klein sortiert. Beispielsweise wirde die Liste
bei einer Eingabezeichenfolge von vipsnq03_hba3_emc3_12ep0 Folgendes ergeben:

= vipsnq03_hba3_emc3_12ep0

= vipsnq03_hba3_emc3

= hba3 emc3_12ep0

= vipsnq03_hba3

= emc3_12ep0

= hba3_emc3

= vipsng03
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= 12ep0
= emc3
= hba3

> Regeln, die regulare Ausdriicke verwenden, erfordern einen regularen Ausdruck, das Format und die
Auswabhl der Grol3-/Kleinschreibung.

6. Klicken Sie auf AR ausfiihren, um alle Regeln auszufiihren, oder klicken Sie auf den Abwartspfeil in der
Schaltflache, um die von lhnen erstellte Regel auszufiihren (und alle anderen Regeln, die seit der letzten
vollstandigen Ausfiihrung von AR erstellt wurden).

Die Ergebnisse des Regellaufs werden auf der Registerkarte FC-ldentifizierung angezeigt.

Starten einer automatischen Aktualisierung der Gerateauflosung

Bei einer Aktualisierung der Gerateaufldsung werden manuelle Anderungen tibernommen, die seit dem letzten
vollautomatischen Gerateauflosungslauf hinzugefuigt wurden. Durch Ausfiihren eines Updates kénnen nur die
neuen manuellen Eintrage in der Gerateauflésungskonfiguration ibernommen und ausgefuhrt werden. Es wird
kein vollstandiger Gerateauflésungslauf durchgefihrt.

Verfahren
1. Melden Sie sich bei der Web-Benutzeroberflache von Data Infrastructure Insights an.

2. Klicken Sie auf Verwalten > Gerateauflosung
3. Klicken Sie im Bildschirm Gerateauflésung auf den Abwartspfeil in der Schaltflache AR ausfiihren.

4. Klicken Sie auf Aktualisieren, um das Update zu starten.

Regelgestiitzte manuelle Identifikation

Diese Funktion wird fiir Sonderfalle verwendet, in denen Sie eine bestimmte Regel oder eine Liste von Regeln
(mit oder ohne einmalige Neuordnung) ausfiihren méchten, um unbekannte Hosts, Speicher- und Bandgerate
aufzuldsen.

Bevor Sie beginnen

Sie haben eine Reihe von Geraten, die nicht identifiziert wurden, und Sie haben auch mehrere Regeln, die
andere Gerate erfolgreich identifiziert haben.

@ Wenn Ihre Quelle nur einen Teil eines Host- oder Geratenamens enthalt, verwenden Sie eine
reguldre Ausdrucksregel und formatieren Sie sie, um den fehlenden Text hinzuzufiigen.

Verfahren
1. Melden Sie sich bei der Web-Benutzeroberflache von Data Infrastructure Insights an.

2. Klicken Sie auf Verwalten > Gerateauflésung

3. Klicken Sie auf die Registerkarte Fibre Channel Identify.
Das System zeigt die Gerate zusammen mit ihrem Auflésungsstatus an.

4. Wahlen Sie mehrere nicht identifizierte Gerate aus.

5. Klicken Sie auf Massenaktionen und wahlen Sie Hostauflésung festlegen oder Bandauflésung
festlegen.
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Das System zeigt den Bildschirm ,Identifizieren an, der eine Liste aller Regeln enthalt, die Gerate
erfolgreich identifiziert haben.

6. Andern Sie die Reihenfolge der Regeln in eine Reihenfolge, die Ihren Anforderungen entspricht.
Die Reihenfolge der Regeln wird im Identifizierungsbildschirm geandert, jedoch nicht global.
7. Wahlen Sie die Methode aus, die lhren Anforderungen entspricht.

Data Infrastructure Insights fihrt den Hostauflésungsprozess in der Reihenfolge aus, in der die Methoden
angezeigt werden, beginnend mit denen ganz oben.

Wenn zutreffende Regeln gefunden werden, werden die Regelnamen in der Spalte ,Regeln® angezeigt und als
.,manuell* gekennzeichnet.

Verwandt:"Fibre Channel-Gerateauflésung" "IP-Gerateauflosung" "Festlegen der
Gerateaufldsungseinstellungen”

Fibre Channel-Gerateauflosung

Der Bildschirm ,Fibre Channel-Identifizierung“ zeigt die WWN und WWPN von Fibre-
Channel-Geraten an, deren Hosts nicht durch die automatische Gerateauflosung
identifiziert wurden. Auf dem Bildschirm werden auch alle Gerate angezeigt, die durch
manuelle Gerateauflosung aufgeldst wurden.

Gerate, die durch manuelle Auflosung aufgeldst wurden, weisen den Status OK auf und identifizieren die
Regel, die zur Identifizierung des Gerats verwendet wurde. Fehlende Gerate haben den Status Unidentifiziert.
Gerate, die ausdricklich von der Identifizierung ausgeschlossen sind, haben den Status Ausgeschlossen. Die
Gesamtabdeckung zur Identifizierung von Geraten ist auf dieser Seite aufgefihrt.

Sie fihren Massenaktionen durch, indem Sie auf der linken Seite des Fibre Channel-
Identifizierungsbildschirms mehrere Gerate auswahlen. Aktionen kénnen auf einem einzelnen Gerat
ausgefihrt werden, indem Sie mit der Maus Uber ein Gerat fahren und die Schaltflachen ,ldentifizieren oder
,Nicht identifizieren“ ganz rechts in der Liste auswahlen.

Der Link ,Gesamtabdeckung® zeigt eine Liste der Anzahl der identifizierten Gerate/der fur lhre Konfiguration
verfigbaren Gerate an:

* SRM-Alias

» Speicheralias

* Alias wechseln

» Zonen

» Benutzerdefiniert

Manuelles Hinzufiigen eines Fibre Channel-Gerats

Sie kénnen Data Infrastructure Insights manuell ein Fibre-Channel-Gerat hinzufiigen, indem Sie die Funktion
.Manuell hinzufigen® verwenden, die auf der Registerkarte ,Fibre-Channel-Identifizierung“ der
Gerateauflosung verflgbar ist. Dieser Prozess kann zur Voridentifizierung eines Gerats verwendet werden,
das voraussichtlich in der Zukunft entdeckt wird.

Bevor Sie beginnen
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Um dem System erfolgreich eine Gerateidentifikation hinzuzufligen, missen Sie die WWN- oder IP-Adresse
und den Geratenamen kennen.

Informationen zu diesem Vorgang

Sie kénnen ein Host-, Speicher-, Band- oder unbekanntes Fibre-Channel-Gerat manuell hinzufiigen.

Verfahren
1. Melden Sie sich bei der Data Infrastructure Insights -Webbenutzeroberflache an

2. Klicken Sie auf Verwalten > Gerateauflosung
3. Klicken Sie auf die Registerkarte Fibre Channel Identify.

4. Klicken Sie auf die Schaltflache Hinzufiigen.
Der Dialog Gerat hinzufiigen wird angezeigt
5. Geben Sie die WWN- oder IP-Adresse und den Geratenamen ein und wahlen Sie den Geratetyp aus.
Das von lhnen eingegebene Gerat wird der Gerateliste auf der Registerkarte ,Fibre Channel-
Identifizierung” hinzugefligt. Die Regel wird als Manuell gekennzeichnet.
Importieren der Fibre Channel-Geréteidentifikation aus einer CSV-Datei

Sie kdénnen die Fibre-Channel-Gerateidentifikation manuell in die Data Infrastructure Insights -Gerateauflésung
importieren, indem Sie eine Gerateliste in einer CSV-Datei verwenden.

1. Bevor Sie beginnen
Sie mussen Uber eine korrekt formatierte CSV-Datei verfigen, um Gerateidentifikationen direkt in die

Gerateauflosung zu importieren. Die CSV-Datei fir Fibre-Channel-Gerate erfordert die folgenden
Informationen:

WWN IP Name Typ

Die Datenfelder mussen in Anfiihrungszeichen gesetzt werden, wie im folgenden Beispiel gezeigt.

"WWN", "IP", "Name", "Type"

"WWN:2693", "ADDRESS2693 | IP2693", "NAME-2693", "HOST"
"WWN:997", "ADDRESS997|IP997", "NAME-997", "HOST"
"WWN:1860", "ADDRESS1860 | IP1860", "NAME-1860", "HOST"

Als bewahrte Methode wird empfohlen, zunachst die Fibre Channel Identify-Informationen in

@ eine CSV-Datei zu exportieren, die gewiinschten Anderungen in dieser Datei vorzunehmen und
die Datei dann wieder in Fibre Channel Identify zu importieren. Dadurch wird sichergestellt, dass
die erwarteten Spalten vorhanden und in der richtigen Reihenfolge sind.

So importieren Sie Fibre Channel-Identifikationsinformationen:

1. Melden Sie sich bei der Web-Benutzeroberflache von Data Infrastructure Insights an.

2. Klicken Sie auf Verwalten > Gerateauflosung
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3. Wahlen Sie die Registerkarte Fibre Channel Identify.

4. Klicken Sie auf die Schaltflache Identifizieren > Aus Datei identifizieren.

5. Navigieren Sie zu dem Ordner, der Ihre zu importierenden CSV-Dateien enthalt, und wahlen Sie die
gewlnschte Datei aus.

Die von lhnen eingegebenen Gerate werden der Gerateliste auf der Registerkarte ,Fibre Channel-
Identifizierung” hinzugefugt. Die ,Regel wird als ,Manuell“ gekennzeichnet.

Exportieren von Fibre Channel-Geratekennungen in eine CSV-Datei

Sie kénnen vorhandene Fibre-Channel-Gerateidentifikationen aus der Gerateauflésungsfunktion von Data
Infrastructure Insights in eine CSV-Datei exportieren. Moglicherweise mochten Sie eine Geratekennung
exportieren, damit Sie sie andern und dann wieder in Data Infrastructure Insights importieren kdnnen, wo sie
dann zum Identifizieren von Geraten verwendet wird, die denen ahneln, die urspringlich mit der exportierten
Kennung Ubereinstimmten.

Informationen zu diesem Vorgang

Dieses Szenario kann verwendet werden, wenn Gerate ahnliche Attribute haben, die in der CSV-Datei einfach
bearbeitet und dann wieder in das System importiert werden kénnen.

Wenn Sie eine Fibre Channel-Geratekennung in eine CSV-Datei exportieren, enthalt die Datei die folgenden
Informationen in der angezeigten Reihenfolge:

WWN P Name Typ

Verfahren
1. Melden Sie sich bei der Web-Benutzeroberflache von Data Infrastructure Insights an.
2. Klicken Sie auf Verwalten > Gerateauflosung
3. Wahlen Sie die Registerkarte Fibre Channel Identify.
4. Wahlen Sie das oder die Fibre-Channel-Gerate aus, deren ldentifikation Sie exportieren mochten.
5

. Klicken Sie auf *Exportieren* | Taste.

Wahlen Sie aus, ob die CSV-Datei gedffnet oder gespeichert werden soll.

Verwandt:"IP-Gerateauflésung" "Erstellen von Gerateauflosungsregeln" "Festlegen der
Geréateaufldsungseinstellungen”

IP-Gerateauflosung

Der Bildschirm ,IP-ldentifizierung® zeigt alle iSCSI- und CIFS- oder NFS-Freigaben an,
die durch automatische oder manuelle Gerateauflosung identifiziert wurden. Es werden
auch nicht identifizierte Gerate angezeigt. Der Bildschirm enthalt die IP-Adresse, den
Namen, den Status, den iISCSI-Knoten und den Freigabenamen fur Gerate. AulRerdem
wird der Prozentsatz der erfolgreich identifizierten Gerate angezeigt.
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IP-Gerate manuell hinzufiigen

Sie kénnen Data Infrastructure Insights manuell ein IP-Gerat hinzufiigen, indem Sie die Funktion zum
manuellen Hinzufigen im Bildschirm ,IP-Identifizierung® verwenden.

Verfahren
1. Melden Sie sich bei der Data Infrastructure Insights Webbenutzeroberflache an.

2. Klicken Sie auf Verwalten > Gerateauflosung
3. Klicken Sie auf die Registerkarte IP-Adresse identifizieren.

4. Klicken Sie auf die Schaltflache Hinzufiigen.
Der Dialog ,Gerat hinzufligen” wird angezeigt
5. Geben Sie die Adresse, IP-Adresse und einen eindeutigen Geratenamen ein.

Ergebnis

Das von lhnen eingegebene Gerat wird der Gerateliste auf der Registerkarte ,IP-Adresse identifizieren®
hinzugefugt.

Importieren der IP-Gerateidentifikation aus einer CSV-Datei

Sie kénnen IP-Geratekennungen manuell in die Funktion ,Gerateauflésung“ importieren, indem Sie eine Liste
von Geratekennungen in einer CSV-Datei verwenden.

1. Bevor Sie beginnen

Sie mussen Uber eine korrekt formatierte CSV-Datei verfligen, um Gerateidentifikationen direkt in die Funktion
,Gerateauflésung“ zu importieren. Die CSV-Datei fir IP-Gerate erfordert die folgenden Informationen:

Adresse P Name

Die Datenfelder missen in Anfliihrungszeichen gesetzt werden, wie im folgenden Beispiel gezeigt.

"Address","IP", "Name"
"ADDRESS6447","IP6447", "NAME-6447"
"ADDRESS3211","IP3211", "NAME-3211"
"ADDRESS593","IP593", "NAME-593"
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Als bewahrte Methode wird empfohlen, zunachst die IP-Adressidentifizierungsinformationen in

@ eine CSV-Datei zu exportieren, die gewiinschten Anderungen in dieser Datei vorzunehmen und
die Datei dann wieder in IP Address Identify zu importieren. Dadurch wird sichergestellt, dass
die erwarteten Spalten vorhanden und in der richtigen Reihenfolge sind.

Exportieren der IP-Gerateidentifikation in eine CSV-Datei

Sie kénnen vorhandene IP-Gerateidentifikationen aus der Gerateauflésungsfunktion von Data Infrastructure
Insights in eine CSV-Datei exportieren. Moglicherweise mdchten Sie eine Geratekennung exportieren, damit
Sie sie andern und dann wieder in Data Infrastructure Insights importieren kdnnen, wo sie dann zum
Identifizieren von Geraten verwendet wird, die denen ahneln, die urspringlich mit der exportierten Kennung
Ubereinstimmten.

Informationen zu diesem Vorgang

1. Dieses Szenario kann verwendet werden, wenn Gerate dhnliche Attribute haben, die in der CSV-Datei
einfach bearbeitet und dann wieder in das System importiert werden kénnen.

Wenn Sie eine IP-Geratekennung in eine CSV-Datei exportieren, enthalt die Datei die folgenden Informationen
in der angezeigten Reihenfolge:

Adresse P Name

Verfahren

1. Melden Sie sich bei der Web-Benutzeroberflache von Data Infrastructure Insights an.
2. Klicken Sie auf Verwalten > Gerateauflésung

3. Wahlen Sie die Registerkarte IP-Adresse identifizieren.

4. Wahlen Sie das oder die IP-Gerate aus, deren Identifikation Sie exportieren méchten.
5

. Klicken Sie auf *Exportieren* 7 Taste.

Wahlen Sie aus, ob die CSV-Datei getffnet oder gespeichert werden soll.

Verwandt:"Fibre Channel-Gerateauflésung" "Erstellen von Gerateaufldsungsregeln" "Festlegen der
Gerateaufldsungseinstellungen”

Einstelloptionen auf der Registerkarte ,,Einstellungen

Auf der Registerkarte ,Einstellungen fir die Gerateaufldsung” kdnnen Sie einen Zeitplan
fur die automatische Auflosung erstellen, Speicher- und Bandanbieter angeben, die in die
Identifizierung einbezogen oder davon ausgeschlossen werden sollen, und DNS-
Suchoptionen festlegen.

Zeitplan fur die automatische Auflésung

Ein Zeitplan fir die automatische Aufldsung kann angeben, wann die automatische Gerateaufldsung
ausgefuhrt wird:

Option Beschreibung
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Jeder Verwenden Sie diese Option, um die automatische
Gerateauflésung in Intervallen von Tagen, Stunden
oder Minuten auszufthren.

Taglich Verwenden Sie diese Option, um die automatische
Gerateaufldsung taglich zu einer bestimmten Zeit
auszufihren.

Manuell Verwenden Sie diese Option, um die automatische

Gerateaufldsung nur manuell auszufihren.

Bei jeder Umgebungsanderung Verwenden Sie diese Option, um bei jeder Anderung
der Umgebung eine automatische Gerateauflésung
auszufihren.

Wenn Sie Manuell angeben, wird die nachtliche automatische Gerateauflésung deaktiviert.

DNS-Verarbeitungsoptionen

Mit den DNS-Verarbeitungsoptionen kénnen Sie die folgenden Funktionen auswahlen:

* Wenn die Verarbeitung der DNS-Suchergebnisse aktiviert ist, kdnnen Sie eine Liste mit DNS-Namen
hinzufigen, die an aufgeloste Gerate angehangt werden sollen.

« Sie kdnnen ,Automatische Auflésung von IPs" auswahlen, um die automatische Hostauflosung fiir iSCSI-
Initiatoren und Hosts zu aktivieren, die per DNS-Lookup auf NFS-Freigaben zugreifen. Wenn dies nicht
angegeben ist, wird nur eine FC-basierte Auflésung durchgefihrt.

 Sie kénnen Unterstriche in Hostnamen zulassen und in Ergebnissen einen ,Verbunden mit“-Alias anstelle
des Standard-Port-Alias verwenden.

Einbeziehung oder Ausschluss bestimmter Speicher- und Bandanbieter

Sie kénnen bestimmte Speicher- und Bandanbieter zur automatischen Lésung ein- oder ausschlielen.
Méglicherweise méchten Sie bestimmte Anbieter ausschlieen, wenn Sie beispielsweise wissen, dass ein
bestimmter Host zu einem Legacy-Host wird und aus lhrer neuen Umgebung ausgeschlossen werden sollte.
Sie kdnnen auch Anbieter erneut hinzuflgen, die Sie zuvor ausgeschlossen hatten, aber nicht mehr
ausschlielRen mochten.

@ Gerateauflésungsregeln flr Bander funktionieren nur fir WWNSs, bei denen der Anbieter fur
dieses WWN in den Anbietereinstellungen auf Nur als Band enthalten eingestellt ist.

Siehe auch:"Beispiele fur regulare Ausdricke"

Beispiele fiir regulare Ausdriicke

Wenn Sie den Ansatz mit regularen Ausdrucken als Ihre Quellenbenennungsstrategie
ausgewahlt haben, konnen Sie die Beispiele fur regulare Ausdrucke als Leitfaden fur Ihre
eigenen Ausdrlicke verwenden, die in den automatischen Auflésungsmethoden von Data
Infrastructure Insights verwendet werden.

Formatieren regulédrer Ausdriicke

Beim Erstellen regularer Ausdriicke fiir die automatische Auflésung von Data Infrastructure Insights kdnnen
Sie das Ausgabeformat konfigurieren, indem Sie Werte in ein Feld mit dem Namen FORMAT eingeben.
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Die Standardeinstellung ist \1, was bedeutet, dass ein Zonenname, der mit dem regularen Ausdruck
Ubereinstimmt, durch den Inhalt der ersten durch den regularen Ausdruck erstellten Variable ersetzt wird. In
einem regularen Ausdruck werden Variablenwerte durch Klammeraussagen erstellt. Wenn mehrere
Klammeraussagen vorkommen, werden die Variablen numerisch von links nach rechts referenziert. Die
Variablen kénnen im Ausgabeformat in beliebiger Reihenfolge verwendet werden. In die Ausgabe kann auch
konstanter Text eingefligt werden, indem dieser zum Feld FORMAT hinzugeflgt wird.

Beispielsweise konnten Sie fir diese Zonenbenennungskonvention die folgenden Zonennamen haben:

[Zone number] [data center] [hostname] [device type] [interface number]
* 5123 Miami hostnamel filer FCI1
* 514 Tampa hostname2 switch FC4
* 53991 Boston hostname3 windows2K FCO

* S44 Raleigh hostname4 solaris FC1

Und Sie mdchten vielleicht, dass die Ausgabe das folgende Format hat:

[hostname]-[data center]-[device type]
Dazu miissen Sie die Felder Hostname, Rechenzentrum und Gerédtetyp in
Variablen erfassen und in der Ausgabe verwenden. Der folgende reguldare
Ausdruck wiirde dies bewirken:

.*? ([a-zA-Z0-9]1+) ([a-zA-Z0-9]+) ([a-zA-Z0-9]+) .*

Da es drei Klammern gibt, wiirden die Variablen \1, \2 und \3 ausgefiillt.

Sie kénnen dann das folgende Format verwenden, um die Ausgabe in lhrem bevorzugten Format zu erhalten:

\2-\1-\3
Ihre Ausgabe wirde wie folgt aussehen:

hostnamel-Miami-filer
hostname2-Tampa-switch
hostname3-Boston-windows2K
hostnamed4-Raleigh-solaris

Die Bindestriche zwischen den Variablen stellen ein Beispiel fiir konstanten Text dar, der in die formatierte
Ausgabe eingefligt wird.

Beispiele
Beispiel 1 mit Zonennamen

In diesem Beispiel verwenden Sie den regularen Ausdruck, um einen Hostnamen aus dem Zonennamen zu
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extrahieren. Sie kdnnen einen regularen Ausdruck erstellen, wenn Sie (iber etwas Ahnliches wie die folgenden
Zonennamen verfugen:

+ S0032_myComputertName-HBAO

* S0434_myComputeriName-HBA1

* S0432_myComputeriName-HBA3

Der regulare Ausdruck, den Sie zum Erfassen des Hostnamens verwenden konnten, ware:

S[0-9]+ ([a-zA-Z0-9]1*)[ -1HBA[0-9]

Das Ergebnis ist eine Ubereinstimmung aller Zonen, die mit S beginnen und
auf die eine beliebige Kombination aus Ziffern folgt, gefolgt von einem
Unterstrich, dem alphanumerischen Hostnamen (myComputerlName), einem
Unterstrich oder Bindestrich, den GroBbuchstaben HBA und einer einzelnen
Ziffer (0-9). 1In der Variable *\1* wird nur der Hostname gespeichert.

Der regulare Ausdruck kann in seine Komponenten zerlegt werden:
+ ,S" steht fir den Zonennamen und leitet den Ausdruck ein. Dies entspricht nur einem ,S“ am Anfang des
Zonennamens.

* Die Zeichen [0-9] in Klammern geben an, dass auf ,S* eine Ziffer zwischen 0 und 9 (einschlieRlich) folgen
muss.

» Das +-Zeichen gibt an, dass die Angabe in der vorhergehenden Klammer 1 oder mehrere Male
vorkommen muss.

» Das _ (Unterstrich) bedeutet, dass auf die Ziffern nach S im Zonennamen unmittelbar nur ein
Unterstrichzeichen folgen darf. In diesem Beispiel wird in der Zonenbenennungskonvention der Unterstrich
verwendet, um den Zonennamen vom Hostnamen zu trennen.

* Nach dem erforderlichen Unterstrich zeigen die Klammern an, dass das darin enthaltene Muster in der
Variable \1 gespeichert wird.

 Die eingeklammerten Zeichen [a-zA-Z0-9] geben an, dass es sich bei den Ubereinstimmenden Zeichen
ausschlieRlich um Buchstaben (unabhangig von der Grol3-/Kleinschreibung) und Zahlen handelt.

» Das * (Sternchen) nach den Klammern gibt an, dass die eingeklammerten Zeichen 0 oder mehr Mal
vorkommen.

 Die eingeklammerten Zeichen [_-] (Unterstrich und Bindestrich) geben an, dass auf das alphanumerische
Muster ein Unterstrich oder ein Bindestrich folgen muss.

» Die Buchstaben HBA im regularen Ausdruck geben an, dass genau diese Zeichenfolge im Zonennamen
vorkommen muss.

* Der letzte Satz eingeklammerter Zeichen [0-9] entspricht einer einzelnen Ziffer von 0 bis einschlieRlich 9.

Beispiel 2

In diesem Beispiel wird bis zum ersten Unterstrich ,“ gesprungen, dann wird E und alles danach bis zum
zweiten ,“ abgeglichen und dann alles danach Ubersprungen.

Zone: Z_E2FHDBSO01_E1NETAPP

Hostname: E2FHDBS01
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Regularer Ausdruck: .?(E.?).*?

Beispiel 3

Die Klammern ,( ) um den letzten Abschnitt im regularen Ausdruck (unten) geben an, welcher Teil der
Hostname ist. Wenn Sie VSANS3 als Hostnamen verwenden méchten, lautet dieser: _([a-zA-Z0-9]).*

Zone: A VSAN3 SR48KENT_A CX2578 SPAO
Hostname: SR48KENT

RegExp: _[a-zA-Z0-9]+_([a-zA-Z0-9]).*

Beispiel 4 zeigt ein komplizierteres Benennungsmuster

Sie kdnnen einen reguldren Ausdruck erstellen, wenn Sie (iber etwas Ahnliches wie die folgenden
Zonennamen verfugen:

* myComputerName123-HBA1_Symm1_FA3

* myComputerName123-HBA2_Symm1_FA5

* myComputerName123-HBA3_Symm1_FA7

Der regulare Ausdruck, den Sie zum Erfassen dieser Daten verwenden koénnten, ware:

([a-zA-Z0-9]*) .*

Die Variable \1 wlirde nach der Auswertung durch diesen Ausdruck nur
_myComputerNamel23 enthalten.

Der regulare Ausdruck kann in seine Komponenten zerlegt werden:

* Die Klammern zeigen an, dass das darin enthaltene Muster in der Variable \1 gespeichert wird.

* Die eingeklammerten Zeichen [a-zA-Z0-9] bedeuten, dass jeder Buchstabe (unabhangig von der Grol3-
/Kleinschreibung) oder jede Ziffer ibereinstimmt.

» Das * (Sternchen) nach den Klammern gibt an, dass die eingeklammerten Zeichen 0 oder mehr Mal
vorkommen.

* Das Zeichen _ (Unterstrich) im regularen Ausdruck bedeutet, dass der Zonenname unmittelbar nach der
alphanumerischen Zeichenfolge, die mit den vorhergehenden Klammern UGbereinstimmt, einen Unterstrich
haben muss.

* Der . (Punkt) entspricht einem beliebigen Zeichen (einem Platzhalter).

» Das * (Sternchen) zeigt an, dass der Platzhalter fiir den vorangehenden Punkt 0 oder mehr Mal
vorkommen kann.

Mit anderen Worten: Die Kombination .* steht flr ein beliebiges Zeichen, beliebig oft.
Beispiel 5 mit Zonennamen ohne Muster

Sie kdnnen einen reguldren Ausdruck erstellen, wenn Sie (iber etwas Ahnliches wie die folgenden
Zonennamen verfugen:
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+ myComputerName_HBA1_Symm1_FA1
» myComputerName123_HBA1_Symm1_FA1

Der regulare Ausdruck, den Sie zum Erfassen dieser Daten verwenden koénnten, ware:

(o®B) o%
Die Variable \1 wilirde myComputerName (im ersten Zonennamenbeispiel) oder
_myComputerNamel23 (im zweiten Zonennamenbeispiel) enthalten. Dieser

reguldre Ausdruck wilirde also auf alles vor dem ersten Unterstrich passen.

Der regulare Ausdruck kann in seine Komponenten zerlegt werden:

» Die Klammern zeigen an, dass das darin enthaltene Muster in der Variable \1 gespeichert wird.
* Der .* (Punkt Sternchen) passt zu jedem beliebigen Zeichen, beliebig oft.

» Das * (Sternchen) nach den Klammern gibt an, dass die eingeklammerten Zeichen 0 oder mehr Mal
vorkommen.

« Das Zeichen ? macht die Ubereinstimmung nicht gierig. Dadurch wird die Suche beim ersten Unterstrich
beendet und nicht beim letzten.

* Die Zeichen _.* entsprechen dem ersten gefundenen Unterstrich und allen darauf folgenden Zeichen.

Beispiel 6 mit Computernamen mit einem Muster

Sie kénnen einen reguldren Ausdruck erstellen, wenn Sie (iber etwas Ahnliches wie die folgenden
Zonennamen verfiigen:

» Storage1_Switch1_myComputerName123A_A1_FC1

» Storage2 Switch2_myComputerName123B_A2 FC2

« Storage3_Switch3_myComputerName123T_A3_FC3

Der regulare Ausdruck, den Sie zum Erfassen dieser Daten verwenden koénnten, ware:

L*? %2 ([a-zA-Z0-9]*[ABT]) .*

Da die Zonenbenennungskonvention eher einem Muster folgt, konnten wir den
obigen Ausdruck verwenden, der alle Instanzen eines Hostnamens (im
Beispiel myComputerName) abgleicht, der entweder mit A, B oder T endet,
und diesen Hostnamen in die Variable \1 einflgt.

Der regulare Ausdruck kann in seine Komponenten zerlegt werden:

* Der .* (Punkt Sternchen) passt zu jedem beliebigen Zeichen, beliebig oft.

+ Das Zeichen ? macht die Ubereinstimmung nicht gierig. Dadurch wird die Suche beim ersten Unterstrich
beendet und nicht beim letzten.

» Das Unterstrichzeichen entspricht dem ersten Unterstrich im Zonennamen.
» Daher entspricht die erste .*?-Kombination den Zeichen Storage1 im ersten Zonennamenbeispiel.

* Die zweite .*?-Kombination verhélt sich wie die erste, entspricht aber Switch1 im ersten
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Zonennamenbeispiel.
» Die Klammern zeigen an, dass das darin enthaltene Muster in der Variable \1 gespeichert wird.

 Die eingeklammerten Zeichen [a-zA-Z0-9] bedeuten, dass jeder Buchstabe (unabhangig von der Grol3-
/Kleinschreibung) oder jede Ziffer Gbereinstimmt.

» Das * (Sternchen) nach den Klammern gibt an, dass die eingeklammerten Zeichen 0 oder mehr Mal
vorkommen.

* Die eingeklammerten Zeichen im regularen Ausdruck [ABT] entsprechen einem einzelnen Zeichen im
Zonennamen, das A, B oder T sein muss.

» Der _ (Unterstrich) nach den Klammern gibt an, dass auf die Zeichentbereinstimmung [ABT] ein
Unterstrich folgen muss.

* Der .* (Punkt Sternchen) passt zu jedem beliebigen Zeichen, beliebig oft.
Das Ergebnis ware daher, dass die Variable \1 eine beliebige alphanumerische Zeichenfolge enthalt, die:

« wurde durch eine Anzahl alphanumerischer Zeichen und zwei Unterstriche eingeleitet
» gefolgt von einem Unterstrich (und dann einer beliebigen Anzahl alphanumerischer Zeichen)

 hatte vor dem dritten Unterstrich ein letztes Zeichen von A, B oder T.
Beispiel 7
Zone: myComputerName123_HBA1_Symm1_FA1
Hostname: meinComputername123
Regulédrer Ausdruck: ([a-zA-Z0-9]+)_.*
Beispiel 8
Dieses Beispiel findet alles vor dem ersten _.
Zone: MyComputerName_HBA1_Symm1_FA1
MyComputerName123_HBA1_Symm1_FA1
Hostname: MeinComputername
Regularer Ausdruck: (.?)_.
Beispiel 9
Dieses Beispiel findet alles nach dem 1. _ und bis zum zweiten .
Zone: Z_MeinComputername_Speichername
Hostname: MeinComputername
Regularer Ausdruck: .?(.?).*?
Beispiel 10

Dieses Beispiel extrahiert ,MyComputerName123“ aus den Zonenbeispielen.
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Zone: Storage1_Switch1_MyComputerName123A _A1_FC1
Storage2_Switch2_MyComputerName123B_A2_FC2
Storage3_Switch3_MyComputerName123T_A3_FC3

Hostname: MeinComputername123

RegExp: .?.?([a-zA-Z0-9]+)[ABT]_.

Beispiel 11

Zone: Storage1_Switch1_MyComputerName123A_A1_FC1

Hostname: MyComputerName123A

RegExp: .?.?([a-zA-z0-9]+).*?

Beispiel 12

Das # (Zirkumflex oder Caretzeichen) in eckigen Klammern negiert den Ausdruck. Beispielsweise bedeutet
[*Ff] alles aulRer dem grofRen oder kleinen F und [*az] bedeutet alles auRer den kleinen Buchstaben a bis z
und im obigen Fall alles auer dem _. Die Formatanweisung figt dem Ausgabehostnamen das ,-“ hinzu.
Zone: mhs_apps44 _d_A 10a0_0429

Hostname: mhs-apps44-d

Regularer Ausdruck: () _([AB]).*Format in Data Infrastructure Insights: \1-\2 ([* _1)_ (_([*_]).*Format in Data
Infrastructure Insights: \1-\2-\3

Beispiel 13

In diesem Beispiel wird der Speicheralias durch ,\“ abgegrenzt und der Ausdruck muss ,\\" verwenden, um zu
definieren, dass in der Zeichenfolge tatsachlich ,\“ verwendet werden und dass diese nicht Teil des Ausdrucks
selbst sind.

Speicheralias: \Hosts\E2DOC01C1\E2DOCO01N1

Hostname: E2DOCO1N1

Regulédrer Ausdruck: \\.2\\.7\(.*?)

Beispiel 14

Dieses Beispiel extrahiert ,PD-RV-W-AD-2" aus den Zonenbeispielen.

Zone: PD_D-PD-RV-W-AD-2_01

Hostname: PD-RV-W-AD-2

Regulédrer Ausdruck: -(.*-\d).*

Beispiel 15

Die Formateinstellung fligt in diesem Fall dem Hostnamen ,US-BV-* hinzu.
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Zone: SRV_USBVM11_F1
Hostname: US-BV-M11
Regulédrer Ausdruck: SRV_USBV/([A-Za-z0-9]+)_F[12]

Format: US-BV-\1

Informationen zur Asset-Seite

Ubersicht iiber die Asset-Seite

Asset-Landingpages fassen den aktuellen Status eines Assets zusammen und enthalten
Links zu zusatzlichen Informationen Uber das Asset und die zugehodrigen Assets.

Auf Zielseiten erhalten Sie eine Einzelseitenansicht des Objekts mit Informationen zu Zusammenfassung,
Leistung und zugehodrigen Ressourcen.
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Zusammenfassung

Oben auf einer Zielseite befindet sich der erweiterbare Abschnitt ,Zusammenfassung®, der mehrere Sparkline-
Diagramme enthalt, die aktuelle Datentrends fiir Dinge wie Durchsatz oder Latenz sowie Objektinformationen
und -attribute und alle Monitore anzeigen, die méglicherweise Warnungen fur das Objekt ausgeben.

Im Abschnitt ,Zusammenfassung® werden auch die dem Asset zugewiesenen Anmerkungen angezeigt und Sie
kénnen diese andern.

Leistungsbereich

Im Abschnitt ,Leistung“ werden Leistungsdaten flr das Objekt angezeigt. Wahlen Sie Einstellungen, um der
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Anzeige zusatzliche Diagramme wie Durchsatz oder Kapazitat hinzuzufiigen, oder wahlen Sie korrelierte oder
beitragende Ressourcen aus, um deren Daten neben denen des Objekts darzustellen. Gerate, die
mdglicherweise Konflikte verursachen, werden auch im Abschnitt ,Leistung® aufgefiihrt. Die Daten in den
Diagrammen werden automatisch aktualisiert, wenn Datensammler Abfragen durchfiihren und aktualisierte
Daten erfasst werden.

Sie kénnen dieMetriken Sie im Leistungsdiagramm fir den ausgewahlten Zeitraum anzeigen mochten. Klicken
Sie auf das Dropdown-Menu ,Einstellungen® und wahlen Sie aus den aufgelisteten Metriken aus.

Zusatzlich zu den Leistungsdaten werden auch alle Warnungen angezeigt, die innerhalb des ausgewahlten
Seitenzeitraums aktiv sind oder waren.

Performance
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Sie kdnnen aus den folgenden Geraten auswahlen, die im Abschnitt ,Leistung” aufgefihrt sein kbénnen:
» Am starksten korreliert

Zeigt die Vermogenswerte an, die eine hohe Korrelation (Prozentsatz) mit einer oder mehreren
Leistungskennzahlen zum Basisvermdgenswert aufweisen.

» Top-Mitwirkende
Zeigt die Vermdgenswerte an, die (prozentual) zum Basisvermdgen beitragen.
+ Wichtigste Anderungen
Vermégenswerte im Zusammenhang mit den jiingsten Anderungen.
» Workload-Konflikte
Zeigt die Assets an, die sich auf andere gemeinsam genutzte Ressourcen wie Hosts, Netzwerke und

Speicher auswirken oder von diesen beeinflusst werden. Diese werden manchmal als gierige und
verschlechterte Ressourcen bezeichnet.
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Abschnitt ,,Zusatzliche Ressourcen*

Im Abschnitt ,Zusatzliche Ressourcen® werden Datentabellen flir Ressourcen angezeigt, die sich auf den
aktuellen Objekttyp beziehen. Sie kdnnen diese Tabellen erweitern und reduzieren, um sich auf bestimmte
Ressourcen zu konzentrieren. Wahlen Sie das Zahnradsymbol aus, um voribergehend zusatzliche Metriken
oder Attribute in einer Tabelle anzuzeigen.

Benutzerdefinierte Widgets hinzufiigen

Sie kdnnen jeder Asset-Seite Ihre eigenen Widgets hinzufligen. Von Ihnen hinzugefiigte Widgets werden auf
den Asset-Seiten fur alle Objekte dieses Typs angezeigt. Wenn Sie beispielsweise einer Speicher-Asset-Seite
ein benutzerdefiniertes Widget hinzufligen, wird dieses Widget auf den Asset-Seiten fiir alle Speicher-Assets
angezeigt.

Benutzerdefinierte Widgets werden unten auf einer Zielseite unter den Abschnitten ,Leistung” und
.Ressourcen® platziert.

Arten von Asset-Seiten

Data Infrastructure Insights bietet Asset-Seiten flir die folgenden Assets:

* Virtuelle Maschine

* Virtuelle Speichermaschine (SVM)
* Volumen

* Internes Volumen

* Host (einschlielich Hypervisor)
» Speicherpool

» Storage

» Datenspeicher

* Anwendung

» Speicherknoten

* Qtree

» Scheibe

* VMDK

* Hafen

 Schalten

* Stoff

» Gastgeber

e Zone

Andern des Zeitbereichs der angezeigten Daten

StandardmaRig werden auf einer Asset-Seite die Daten der letzten drei Stunden angezeigt. Sie kénnen den
Zeitabschnitt der angezeigten Daten jedoch mithilfe einer Option andern, die sich auf jeder Asset-Seite
befindet, unabhangig vom Asset-Typ. Um den Zeitraum zu andern, klicken Sie auf den angezeigten Zeitraum
in der oberen Leiste und wahlen Sie aus den folgenden Zeitsegmenten:
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* Letzte 15 Minuten

* Letzte 30 Minuten

* Letzte 60 Minuten

* Letzte 2 Stunden

* Letzte 3 Stunden (dies ist die Standardeinstellung)

* Letzte 6 Stunden

* Letzte 12 Stunden

* Letzte 24 Stunden

* Letzte 2 Tage

* Letzte 3 Tage

* Letzte 7 Tage

* Letzte 14 Tage

* Letzte 30 Tage

» Benutzerdefinierter Zeitbereich
Mit dem benutzerdefinierten Zeitbereich kénnen Sie bis zu 31 aufeinanderfolgende Tage auswahlen. Sie
kénnen auch die Start- und Endzeit des Tages fur diesen Bereich festlegen. Die Standardstartzeit ist 0:00 Uhr

am ersten ausgewahlten Tag und die Standardendzeit ist 23:59 Uhr am letzten ausgewahlten Tag. Durch
Klicken auf ,Ubernehmen* wird der benutzerdefinierte Zeitbereich auf die Asset-Seite angewendet.

Die Informationen auf der Seite werden basierend auf dem ausgewahlten Zeitraum automatisch aktualisiert.
Die aktuelle Aktualisierungsrate wird in der oberen rechten Ecke des Abschnitts ,Zusammenfassung“ sowie in
allen relevanten Tabellen oder Widgets auf der Seite angezeigt.

Definitionen von Leistungsmetriken

Im Abschnitt ,Leistung”“ kdnnen basierend auf dem fir das Asset ausgewahlten Zeitraum mehrere Kennzahlen
angezeigt werden. Jede Metrik wird in einem eigenen Leistungsdiagramm angezeigt. Sie kdnnen den
Diagrammen Metriken und zugehdrige Assets hinzufigen oder daraus entfernen, je nachdem, welche Daten
Sie sehen moéchten. Die zur Auswahl stehenden Metriken variieren je nach Asset-Typ.

Metrisch Beschreibung

BB-Guthaben Null Rx, Tx Gibt an, wie oft der Puffer-zu-Puffer-Guthabenzahler
wahrend des Abtastzeitraums auf Null gewechselt ist.
Diese Metrik gibt an, wie oft der angeschlossene Port
die Ubertragung stoppen musste, weil dieser Port
keine Credits mehr bereitstellen konnte.

BB Kredit Null Dauer Tx Zeit in Millisekunden, wahrend der das Sende-BB-
Guthaben wahrend des Abtastintervalls Null war.

Cache-Trefferquote (Gesamt, Lesen, Schreiben) % Prozentsatz der Anfragen, die zu Cache-Treffern
fuhren. Je hoher die Anzahl der Treffer im Verhaltnis
zu den Zugriffen auf das Volume ist, desto besser ist
die Leistung. Diese Spalte ist flr Speicher-Arrays leer,
die keine Cache-Trefferinformationen erfassen.

Cache-Auslastung (Gesamt) % Gesamtprozentsatz der Cache-Anfragen, die zu
Cache-Treffern fuhren
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Ruckwirfe der Klasse 3

CPU-Auslastung (Gesamt) %

CRC-Fehler

Bildrate

Durchschnittliche FramegroRe (Rx, Tx)
RahmengréRe zu lang

Rahmengréfe zu klein

I/O-Dichte (Gesamt, Lesen, Schreiben)

IOPS (Gesamt, Lesen, Schreiben)

IP-Durchsatz (Gesamt, Lesen, Schreiben)

Lesen: IP-Durchsatz (Empfangen):
Schreiben: IP-Durchsatz (Ubertragen):

Latenz (Gesamt, Lesen, Schreiben)

Latenz:
Hochste Latenz:

Verbindungsfehler

Anzahl der beim Fibre Channel Class 3-
Datentransport verworfenen Daten.

Menge der aktiv genutzten CPU-Ressourcen als
Prozentsatz der insgesamt verfligbaren Ressourcen
(Gber alle virtuellen CPUs).

Anzahl der Frames mit ungultigen zyklischen
Redundanzprifungen (CRCs), die vom Port wahrend
des Abtastzeitraums erkannt wurden

Ubertragungsbildrate in Bildern pro Sekunde (FPS)

Verhaltnis von Datenverkehr zu FramegrofRRe. Mit
dieser Kennzahl kénnen Sie feststellen, ob sich im
Gewebe Uberkopfrahmen befinden.

Anzahl der zu langen Fibre-Channel-
Datenlibertragungsrahmen.

Anzahl der zu kurzen Fibre Channel-
Datenlibertragungsframes.

Anzahl der IOPS geteilt durch die genutzte Kapazitat
(wie aus der letzten Bestandsabfrage der Datenquelle
ermittelt) fur das Volume, das interne Volume oder
das Speicherelement. Gemessen in der Anzahl der
E/A-Vorgange pro Sekunde pro TB.

Anzahl der Lese-/Schreib-E/A-Dienstanforderungen,
die pro Zeiteinheit den E/A-Kanal oder einen Teil
dieses Kanals durchlaufen (gemessen in E/A pro
Sekunde)

Gesamt: Aggregierte Rate, mit der IP-Daten in
Megabyte pro Sekunde gesendet und empfangen
wurden.

Durchschnittliche Rate, mit der IP-Daten in Megabyte
pro Sekunde empfangen wurden.

Durchschnittliche Rate, mit der IP-Daten in Megabyte
pro Sekunde Ubertragen wurden.

Latenz (R&W): Rate, mit der Daten in einer
festgelegten Zeitspanne von den virtuellen Maschinen
gelesen oder auf diese geschrieben werden. Der Wert
wird in Megabyte pro Sekunde gemessen.

Durchschnittliche Antwortzeit der virtuellen Maschinen
in einem Datenspeicher.

Die hochste Antwortzeit der virtuellen Maschinen in
einem Datenspeicher.

Anzahl der vom Port wahrend des
Stichprobenzeitraums erkannten Verbindungsfehler.
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Link-Reset Rx, Tx

Speicherauslastung (Gesamt) %

Teilweise R/W (Gesamt) %

Portfehler

Signalverlustzahler

Swapsatz (Gesamtsatz, Eingangssatz, Ausgangssatz)

Anzahl der Synchronisierungsverluste

Durchsatz (Gesamt, Lesen, Schreiben)

Timeout-Verwerfungsrahmen - Tx

Verkehrsrate (Gesamt, Lesen, Schreiben)

Verkehrsauslastung (Gesamt, Lesen, Schreiben)
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Anzahl der Zuriicksetzungen der Empfangs- oder
Sendeverbindung wahrend des Abtastzeitraums.
Diese Metrik stellt die Anzahl der Link-Resets dar, die
vom angeschlossenen Port an diesen Port
ausgegeben wurden.

Schwellenwert fir den vom Host verwendeten
Speicher.

Gesamtzahl der Male, die ein Lese-/Schreibvorgang
eine Streifengrenze auf einem beliebigen
Festplattenmodul in einem RAID 5-, RAID 1/0- oder
RAID 0-LUN Uberschreitet. Im Allgemeinen sind
Streifenliberschreitungen nicht vorteilhaft, da jede
einen zusatzlichen E/A-Vorgang erfordert. Ein
niedriger Prozentsatz weist auf eine effiziente Stripe-
ElementgrofRe hin und ist ein Hinweis auf eine falsche
Ausrichtung eines Volumes (oder einer NetApp LUN).
Bei CLARIiON ist dieser Wert die Anzahl der Stripe-
Ubergénge geteilt durch die Gesamtzahl der IOPS.

Bericht Uber Portfehler Uber den
Abtastzeitraum/angegebenen Zeitraum.

Anzahl der Signalverlustfehler. Wenn ein
Signalverlustfehler auftritt, besteht keine elektrische
Verbindung und es liegt ein physikalisches Problem
VOr.

Rate, mit der wahrend des Stichprobenzeitraums
Speicher von der Festplatte in den aktiven Speicher
ein- und ausgelagert wird oder beides. Dieser Zahler
gilt fur virtuelle Maschinen.

Anzahl der Synchronisierungsverlustfehler. Wenn ein
Synchronisierungsverlustfehler auftritt, kann die
Hardware den Datenverkehr nicht verstehen oder sich
darauf fixieren. Moglicherweise verwenden nicht alle
Gerate dieselbe Datenrate oder die optische oder
physische Verbindung ist von schlechter Qualitat. Der
Port muss nach jedem solchen Fehler neu
synchronisiert werden, was sich auf die
Systemleistung auswirkt. Gemessen in KB/Sek.

Rate, mit der Daten als Antwort auf E/A-
Dienstanforderungen in einer festgelegten Zeitspanne
gesendet, empfangen oder beides werden (gemessen
in MB pro Sekunde).

Anzahl der durch Timeout verworfenen Sendeframes.

Wahrend des Stichprobenzeitraums gesendeter,
empfangener oder beides empfangener Datenverkehr
in Mebibyte pro Sekunde.

Verhaltnis des empfangenen/gesendeten/gesamten
Datenverkehrs zur Empfangs-/Sende-
/Gesamtkapazitat wahrend des Stichprobenzeitraums.



Auslastung (Gesamt, Lesen, Schreiben) % Prozentsatz der verfiigbaren Bandbreite, die fur
Ubertragung (Tx) und Empfang (Rx) verwendet wird.

Ausstehendes Schreiben (Gesamt) Anzahl der ausstehenden Schreib-E/A-
Dienstanforderungen.

Filtern nach Objekten im Kontext

Wenn Sie ein Widget auf der Zielseite eines Assets konfigurieren, kdnnen Sie
Kontextfilter festlegen, um nur Objekte anzuzeigen, die in direktem Zusammenhang mit
dem aktuellen Asset stehen. Wenn Sie ein Widget hinzufigen, werden standardmalig
alle Objekte des ausgewahlten Typs auf Inrem Mandanten angezeigt. Mithilfe von
Kontextfiltern konnen Sie nur die fur lhr aktuelles Asset relevanten Daten anzeigen.

Auf den meisten Asset-Landingpages kénnen Sie mithilfe von Widgets nach Objekten filtern, die mit dem
aktuellen Asset in Zusammenhang stehen. In Filter-Dropdowns kénnen Objekttypen, die ein Linksymbol
anzeigen, im Kontext des aktuellen Assets gefiltert werden.

Sie kdnnen beispielsweise auf einer Speicher-Asset-Seite ein Balkendiagramm-Widget hinzufiigen, um die
héchsten IOPS auf internen Volumes nur auf diesem Speicher anzuzeigen. Wenn Sie ein Widget hinzufiigen,
werden standardmaRig alle internen Volumes Ihres Mandanten angezeigt.

Um nur interne Volumes auf dem aktuellen Speicher-Asset anzuzeigen, gehen Sie wie folgt vor:

Schritte
1. Offnen Sie eine Asset-Seite fiir ein beliebiges Speicher-Asset.

2. Klicken Sie auf Bearbeiten, um die Asset-Seite im Bearbeitungsmodus zu 6ffnen.
3. Klicken Sie auf Widget hinzufiigen und wahlen Sie Balkendiagramm.

4. Wahlen Sie Internes Volumen als Objekttyp aus, der im Balkendiagramm angezeigt werden soll.
Beachten Sie, dass neben dem Objekttyp ,internes Volume*® ein Linksymbol angezeigt wird. Das Symbol
LVverknlpft* ist standardmaRig aktiviert.
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5. Wahlen Sie /IOPS — Gesamt und legen Sie alle gewiinschten zusatzlichen Filter fest.

6. Reduzieren Sie das Feld Roll Up, indem Sie auf das [X] daneben klicken. Das Feld Anzeigen wird
angezeigt.

7. Wahlen Sie die Anzeige der Top 10.
8. Speichern Sie das Widget.

Das Balkendiagramm zeigt nur die internen Volumes, die sich auf dem aktuellen Speicher-Asset befinden.

Das Widget wird auf den Asset-Seiten fir alle Speicherobjekte angezeigt. Wenn der kontextbezogene Link im
Widget aktiviert ist, zeigt das Balkendiagramm Daten fur interne Volumes an, die sich nur auf das aktuell
angezeigte Speicher-Asset beziehen.

Um die Verknlipfung der Objektdaten aufzuheben, bearbeiten Sie das Widget und klicken Sie auf das
Verknipfungssymbol neben dem Objekttyp. Der Link wird deaktiviert und das Diagramm zeigt Daten fur alle
Objekte lhres Mandanten an.

Sie kdnnen auch"spezielle Variablen in Widgets" um anlagenbezogene Informationen auf Zielseiten
anzuzeigen.

Speichervirtualisierung

Data Infrastructure Insights kann zwischen einem Speicherarray mit lokalem Speicher
oder der Virtualisierung anderer Speicherarrays unterscheiden. Dadurch haben Sie die
Moglichkeit, Kosten in Beziehung zu setzen und die Leistung vom Front-End bis zum
Back-End Ihrer Infrastruktur zu unterscheiden.

Virtualisierung in einem Tabellen-Widget

Eine der einfachsten Moglichkeiten, sich mit der Virtualisierung lhres Speichers zu befassen, besteht darin, ein
Dashboard-Tabellen-Widget zu erstellen, das den Typ ,Virtualisiert anzeigt. Fligen Sie beim Erstellen der
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concept_dashboard_features.html#variables
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concept_dashboard_features.html#variables

Abfrage flir das Widget einfach ,virtualizedType“ zu lhrer Gruppierung oder lhrem Filter hinzu.

Storage v

Display Last3 Hours [Dashboard Time)
Filter by Attribute

Filter by Metric

Group by = wvirtualizedType -

Das resultierende Tabellen-Widget zeigt lhnen die Standard-, Backend- und Virtual-Speicher auf Ihrem
Mandanten.

Storage by virtualizedType
50 items found in 4 groups
[E virtualizedType T Storage

[=] Backend (5) -

Backend Sym-Pert

Backend Sym-000030074300343
Backend CX600_26_CK00351029326
Backend VNXB8000_46_CK00351029346
Backend Sym-000030074300324

[# Standard (38} --

[ Virtual (8) -

Landing Pages zeigen virtualisierte Informationen

Auf der Zielseite zu Speicher, Volume, internem Volume oder Datentrager kdnnen Sie relevante
Virtualisierungsinformationen sehen. Wenn Sie sich beispielsweise die Speicher-Landingpage unten ansehen,
kénnen Sie erkennen, dass es sich um einen virtuellen Speicher handelt und welches Backend-
Speichersystem gilt. In allen relevanten Tabellen auf den Zielseiten werden gegebenenfalls auch
Virtualisierungsinformationen angezeigt.
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Storage Summary

Model: Virtualized Type: IOPS - Total:
V-Series Virtual N/A
Vendor: Backend Storage: Throughput - Total:
NetApp Sym-000050074300343 N/A
Family: Microcode Version: Management:
V-Series 8.0.2 7-Mode

FC Fabrics Connected:
Serial Mumber: Raw Capacity: 7
1306884 0.0 GiB

Alert Monitors:
IP: Latency - Total:
192.168.7.41 M/A

Vorhandene Landingpages und Dashboards

Beachten Sie, dass, wenn Sie derzeit benutzerdefinierte Zielseiten oder Dashboards auf lnrem Mandanten
haben, diese standardmafig nicht automatisch alle Virtualisierungsinformationen anzeigen. Sie kénnen jedoch
jedes benutzerdefinierte Dashboard oder jede benutzerdefinierte Zielseite auf die Standardeinstellungen
zurlcksetzen (Sie mussen lhre Anpassungen erneut implementieren) oder die entsprechenden Widgets
andern, um die gewilinschten Virtualisierungsattribute oder -metriken einzuschlie3en.

LAuf Standard zuriicksetzen® ist in der oberen rechten Ecke eines benutzerdefinierten Dashboards oder
Zielseitenbildschirms verfiigbar.

Z Edit v

Revert to Default

Hinweise und Tipps zur Suche nach Assets und Warnungen

Zur Suche nach Daten oder Objekten in lhrer Gberwachten Umgebung konnen mehrere
Suchtechniken verwendet werden.

e Platzhaltersuche

Sie kdnnen eine Platzhaltersuche mit mehreren Zeichen durchfiihren, indem Sie das Zeichen * verwenden.
Beispielsweise wirde applic*n application zurlickgeben.

* Bei der Suche verwendete Ausdriicke
Eine Phrase ist eine Gruppe von Wortern, die von doppelten Anfihrungszeichen umgeben sind,
beispielsweise ,VNX LUN 5% Sie kdnnen doppelte Anfihrungszeichen verwenden, um nach Dokumenten
zu suchen, deren Namen oder Attribute Leerzeichen enthalten.

* Boolesche Operatoren

Mithilfe der Booleschen Operatoren OR, AND und NOT kénnen Sie mehrere Begriffe kombinieren, um eine
komplexere Abfrage zu erstellen.

ODER
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Der ODER-Operator ist der Standard-Konjunktionsoperator.

Wenn zwischen zwei Begriffen kein Boolescher Operator steht, wird der ODER-Operator verwendet.

Der ODER-Operator verknilpft zwei Begriffe und findet ein passendes Dokument, wenn einer der Begriffe

in einem Dokument vorhanden ist.

Beispielsweise sucht storage OR netapp nach Dokumenten, die entweder storage oder netapp enthalten.

Dokumente, die den meisten Begriffen entsprechen, erhalten hohe Punktzahlen.
UND

Mit dem UND-Operator kdnnen Sie nach Dokumenten suchen, in denen beide Suchbegriffe in einem

einzigen Dokument vorkommen. Beispielsweise sucht storage AND netapp nach Dokumenten, die sowohl

storage als auch netapp enthalten.
Sie kénnen das Symbol && anstelle des Wortes AND verwenden.

NICHT

Wenn Sie den Operator NOT verwenden, werden alle Dokumente, die den Begriff nach NOT enthalten,

aus den Suchergebnissen ausgeschlossen. Beispielsweise sucht storage NOT netapp nach Dokumenten,

die nur storage und nicht netapp enthalten.

Sie kénnen das Symbol ! anstelle des Wortes NOT verwenden.

Bei der Suche wird die GroR-/Kleinschreibung nicht bertcksichtigt.

Suche mit indexierten Begriffen

Suchen, die mit mehr indexierten Begriffen Ubereinstimmen, fihren zu héheren Punktzahlen.

Der Suchstring wird durch Leerzeichen in einzelne Suchbegriffe aufgeteilt. Beispielsweise wird die

Suchzeichenfolge ,storage aurora netapp® in drei Schllsselwdrter aufgeteilt: ,storage”, ,aurora® und ,netapp®.

Die Suche wird mit allen drei Begriffen durchgefiihrt. Die Dokumente, die den meisten dieser Begriffe
entsprechen, erhalten die hochste Punktzahl. Je mehr Informationen Sie angeben, desto besser sind die
Suchergebnisse. Sie kdnnen beispielsweise nach einem Speicher anhand seines Namens und Modells
suchen.

Die Benutzeroberflache zeigt die Suchergebnisse kategorientbergreifend an, mit den drei besten Ergebnissen

pro Kategorie. Wenn Sie ein erwartetes Objekt nicht gefunden haben, kénnen Sie weitere Begriffe in den
Suchbegriff aufnehmen, um die Suchergebnisse zu verbessern.

Die folgende Tabelle enthalt eine Liste indexierter Begriffe, die der Suchzeichenfolge hinzugefiigt werden
kdnnen.

Kategorie Indizierte Begriffe

Storage "Speicher" Name Anbieter Modell
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Kategorie

Speicherpool

Internes Volumen

Volumen

Speicherknoten

Gastgeber

Datenspeicher

Virtuelle Maschinen

Switches (regular und NPV)

Anwendung

Band
Hafen

Stoff

Indizierte Begriffe

Name des ,Speicherpools“ Name des Speichers IP-
Adressen des Speichers Seriennummer des
Speichers Speicheranbieter Speichermodell Namen
aller zugehorigen internen Volumes Namen aller
zugehorigen Datentrager

Name des ,internen Datentragers“ Name des
Speichers IP-Adressen des Speichers Seriennummer
des Speichers Speicheranbieter Speichermodell
Name des Speicherpools Namen aller zugehdrigen
Freigaben Namen aller zugehdérigen Anwendungen

,Volume“-Name Bezeichnung Namen aller internen
Volumes Name des Speicherpools Name des
Speichers IP-Adressen des Speichers Seriennummer
des Speichers Speicheranbieter Speichermodell

"storagenode" Name Name des Speichers IP-
Adressen des Speichers Seriennummer des
Speichers Speicheranbieter Speichermodell

,Host“-Name IP-Adressen Namen aller zugehdrigen
Anwendungen

Name des ,Datenspeichers” Virtuelles Zentrum IP-
Namen aller Datentrager Namen aller internen
Datentrager

Name der ,virtuellen Maschine* DNS-Name IP-
Adressen Name des Hosts IP-Adressen der
Hostnamen aller Datenspeicher Namen aller
zugehoérigen Anwendungen

"Switch" IP-Adresse WWN-Name Seriennummer
Modell Domanen-ID Name des Fabric WWN des
Fabric

"Anwendung" Name Mandant Geschaftsbereich
Geschaftseinheit Projekt

"Band" IP-Adresse Name Seriennummer Hersteller
"Port" WWN-Name
"Stoff" WWN-Name

Virtuelle Speichermaschine (SVM) "storagevirtualmachine" Name UUID

Daten analysieren

SAN Analyzer — Ubersicht

SAN spielt eine entscheidende Rolle bei der Bewaltigung wichtiger Arbeitslasten, seine
Komplexitat kann jedoch zu erheblichen Ausfallen und Stérungen fur die Kunden flhren.
Mit dem SAN Analyzer von DIl wird die SAN-Verwaltung einfacher und effizienter. Dieses
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leistungsstarke Tool bietet End-to-End-Sichtbarkeit und bildet Abhangigkeiten von
VM/Host uber Netzwerk bis hin zu LUN und Speicher ab. Durch die Bereitstellung einer
interaktiven Topologiekarte ermoglicht Innen SAN Analyzer, Probleme zu lokalisieren,
Anderungen zu verstehen und das Verstandnis des Datenflusses zu verbessern.
Optimieren Sie die SAN-Verwaltung in komplexen IT-Umgebungen mit SAN Analyzer und
erhohen Sie lhre Transparenz bei Block-Workloads.

: Dec 12,2024 =
SANA"J\‘/ZGF (D 12:00 AM - 11:58 PM °
Filter By | Application | |NetAppSiore X v | Compute | Host ¥ | Al ~ £ vmwareDSfc01:Tier3_VMwareDS01:/vol/Tier3_VMwareDS01/Tier3 VMwareDS01 > Ry | X

Metwork | Fabric ¥ | All v | Storage  Storage ¥ | All v @
Resous Changes
Connection Size:  trafficRatetotal *  View Networkby:  Automatic Map Legend @ ] WBEDSIT UMuareD: .. Bucket: 1 minute
14
. i W ymwareDSfc. .VMwareDSOL
Showing 7 devices Reset | — | 100% v | + &
Top Contributers T oo o o oo mmTm oo mm e
O  store-db
= _o‘ﬁ
ar
Workload Contention Trmed e S o
1 [l vmwareoste. vMwaren... >
oo ] 7 Alertsand 2 Changes
Last updated 12/13/2024 4:08:00 PM
Additional Resources.
- Type Summary Start Time | Duration Trig
Q search Assets..
@ AL6801  Abnormal Prod 12/12/2024
S Ralatal RasoLicces Latency 11:16:55 PM
s s BT . | @ Config  ‘'dateStorename’  12/12/2024
store-db =\ rp-cilab-6510-2 3 = Change  Changed 12:52:15 AM
| &oe = » @ /
) ’ = \ B / = = € AL6798  VirtualMachine  12/12/2024 0 milliseconds
o rip-cilab-cisco-c240m4-. = rip-cilab-tas2750 vmwareDS1c01:Tier3_VMwa. Migrated Svdto A
o 1p.openenglab.netapp.com S areDS01/Tier3_VMwareDS01
store-db-backup2 rip-cilab-6510-1 Hatiite
diskLatencytotal (ms)
100

Untersuchen Sie die Verbindungen zwischen lhren Assets

Wahlen Sie Beobachtbarkeit > Analysieren > SAN-Analysator, um den SAN-Analysator anzuzeigen. Legen
Sie einen Filter fir Anwendung, Host, Fabric und/oder Speicher fest. Die Karte fiir die Objekte wird angezeigt
und zeigt verbundene Objekte. Bewegen Sie den Mauszeiger Uber ein Objekt, um die Verkehrsmetriken flr
diese Verbindungen anzuzeigen.

n cho-fab01-swi2

Portz=  trafficRstetotsl maxbefficlfilizston poribmors bbCredit7ero total
& 0.36MiB/s 0.01% o 304

Die meisten SAN Analyzer-Filter (einschlieRlich derer, die Sie hinzufiigen kdnnen) sind
kontextbezogen. Wenn Sie in einem dieser Filter ein Objekt auswahlen, werden die in den

@ anderen Filter-Dropdowns angezeigten Auswahlmdglichkeiten im Kontext des bzw. der
ausgewahlten Objekte aktualisiert. Die einzigen Ausnahmen hiervon sind Anwendung, Port und
Switch; diese Filter sind nicht kontextbezogen.
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Durch Klicken auf ein Objekt oder eine Gruppe wird ein Slideout-Fenster gedffnet, das zusatzliche Details zum
Objekt und seinen Verbindungen bietet. Das Slideout-Panel zeigt eine Zusammenfassung mit Details zum
ausgewahlten Objekt (z. B. IP, Hypervisor, Connected Fabrics usw., je nach Objekttyp) und Diagramme mit
Metriken fiir das Objekt wie Latenz oder IOPS sowie gegebenenfalls Anderungen und Warnungen. Sie kénnen
bei Bedarf auch die Anzeige von Metriken fur die am starksten korrelierten Objekte in den Diagrammen
auswahlen.

Zusatzlich zur Registerkarte ,Zusammenfassung® werden im Slideout-Bereich Registerkarten fir Dinge wie
Portdetails oder Zoneninformationen angezeigt, je nachdem, was fiir das ausgewahlte Objekt zutrifft.

Tutorisl 40% Complete . I S
M NetApp Data Infrastructure Insights (s ) GettingStarted ¥ o cbe-fab02-swo2 > Last 3 Hoyre r X
ofl  Observability - Observability / Analyze / SAN Analyzer Summary Ports. Zones
trafficRate total (MiB/s) trafficUtilization.total (%)
Explore FilterBy - Application | All ¥ X Host | 2
0.02
Storage | | gremada X v X Bd @
Analyze 0. A A ﬂ_ﬂ | 'ﬁ\ A
Connection Size:  trafficRatetotal ¥ ViewNetworkby:  Automatic — ."\ f-]/\‘ '“.A\'; 5.0 : gl B A‘ = i[\ Al = N
Ak Showing 7 devices 14DAK 11T AM 114G AM DUDAM DS3AM 1DD0AM 040AM 1T13AM 1140AM
Collectors portErrars.total bbCreditZero total
":
=
i = 05 150
Log Queries c-demaosrv02 Z o
05 50
Enrich - = A /
(== e - SO0AM  G33AM  10:05AM 10:40AM T113AM 1048 AM SO0AM  G33AM  1G05AM 104DAM 1R13AM  1145AM
Reparting B nucche hq.netapp mrﬁ:bc—f;bmﬂN
B o 55 & itemis} found
© Kubemetes | =N v/ /gﬁmm
\= 3 A
= e Port T type fabrics.name connectedPorts.device.  speed trafficRat
ook-w1.mucch cbe-fab02-swi2 name (Ghys) (MiB/s)
w Workload Security *  qnetapp com
S che-fab02-sw02:fc0/33 > F_PORT fab02 VF:128 ebe-esxi58.mucche.h... 32 o1
= ONTAP Essentials y (B) chofabi2sw02ic)/34 > FPORT  fab02VFi12s redhoskwlmuecbe... 32 000
c-demosnv che-fab02-sw02:fc0/35 > F_PORT fab02 VF:128 cbc-demosrviz 32 0.06
{3} Admin > )
chofab02-sw02:fc0/38 »  F_PORT fab02 VF:128 che-demosrv0l 32 021
che-fab02-sw02:fc0/39 > F_PORT fab02 VF:128 grenada 32 024
che-fab02-sw02:fc0/40 > F_PORT fab02 VF:128 grenada 3z 0.03

Wenn lhre Umgebung Uber unterschiedliche Protokolle verfligt, konnen Sie nach iSCSI oder FC filtern:

Observability / Analyze / SAN Analyzer

Filter By - Application | All v X Host | All v X

Protocol: All *  Connection Size: trafficRatedotal *  View Network by:  Automatic
All
FC

iSCS!
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Wenn lhre Umgebung iSCSI-Gerate umfasst, werden durch Bewegen des Mauszeigers Uber das iSCS/-Objekt
die Verbindungen hervorgehoben, die mit den entsprechenden iSCSI-Geraten in Zusammenhang stehen.

oob

cbc-esxibh muccbe hg netapp com

==n
=
[=T=1v]

chc—esndEE.nmcx:b;c:_hq_ﬂ&iapp.mm

=
Gao L
cbcﬁﬁE?.muﬁc.hq.neiﬂpp.mm antjgua

&

cbc-esxi58 mucche hg netapp.com

ooB

cbc-esx59 muccbe hg netapp com

Tipps zur Fehlerbehebung

Wenn Probleme auftreten, kdnnen Sie Folgendes versuchen:

Problem: Versuchen Sie Folgendes:

Ich sehe <0, =0 oder >0 in der Legende fur Metriken  Dies kann in sehr seltenen Fallen passieren, wenn die

wie trafficUtilization oder trafficRate. Metrikwerte weniger als zwei Dezimalstellen
aufweisen, beispielsweise 0,000123. Eine
Erweiterung des Zeitfensters kann dabei helfen, die
Metrik effektiver zu analysieren.

VM Analyzer — Ubersicht

Mit dem VM Analyzer von DIl wird die Verwaltung lhrer virtuellen Assets einfacher und
effizienter. Dieses leistungsstarke Tool bietet End-to-End-Sichtbarkeit und ordnet
Abhangigkeiten von VMDK/VM uber Host und Datastore bis hin zu internem
Volume/Volume und Speicher zu.

Durch die Bereitstellung einer interaktiven Topologiekarte ermdglicht lhnen VM Analyzer, Probleme zu

lokalisieren, Anderungen zu verstehen und das Verstandnis des Datenflusses zu verbessern. Optimieren Sie
die VM-Verwaltung und erhéhen Sie lhre Transparenz bei virtuellen Workloads.
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Observability / Analyze / VM Analyzer
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Untersuchen Sie die Verbindungen zwischen lhren Assets

Wahlen Sie Beobachtbarkeit > Analysieren > VM-Analysator, um den VM-Analysator anzuzeigen. Legen
Sie einen Filter fir Anwendung, virtuelle Maschine, Volume, internes Volume fest oder fligen Sie lhre eigenen
Filter hinzu. Die Karte fur die Objekte wird angezeigt und zeigt verbundene Objekte. Bewegen Sie den
Mauszeiger Uber ein Objekt, um die Verkehrsmetriken fir diese Verbindungen anzuzeigen.

[MetApp-Ontap-Datastore-02] Arrow-0T5-
01/ Arrow-0T5-01_3vmdk

Latency - Total: 6.36m=

IOPS - Total: 5.1810/=

Throughput - Total: 0_L3MiB/=

Lt
. -

S —

Die meisten VM Analyzer-Filter (einschlie3lich derer, die Sie hinzufiigen kdnnen) sind

®

ausgewahlten Objekten aktualisiert.

kontextbezogen. Wenn Sie in einem dieser Filter ein Objekt auswahlen, werden die in den
anderen Filter-Dropdowns angezeigten Auswahlmdglichkeiten im Kontext mit dem bzw. den

Durch Klicken auf ein Objekt oder eine Gruppe wird ein Slideout-Fenster getffnet, das zusatzliche Details zum
Objekt und seinen Verbindungen bietet. Das Slideout-Panel zeigt eine Zusammenfassung mit Details zum
ausgewahlten Objekt (z. B. Durchsatz oder Auslastung, je nach Objekttyp) sowie Diagramme mit Metriken fr
das Objekt wie Latenz oder IOPS. Uber zusatzliche Registerkarten kdnnen Sie zugehdrige zusatzliche
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Ressourcen oder Anderungen und Warnungen erkunden. Sie kénnen bei Bedarf auch die Anzeige von
Metriken fur die am starksten korrelierten oder konkurrierenden Objekte in den Diagrammen auswahlen.

Sehen Sie es in Aktion

Vereinfachte Fehlerbehebung mit VM Analyzer (Video), Fenster=Spater lesen

Uberwachen des Infrastrukturzustands

Data Infrastructure Insights bietet eine umfassende Uberwachung der
Infrastrukturintegritat, die Leistung, Kapazitat, Konfiguration und Komponentenstatus
Ihrer Speicherumgebung verfolgt. Die Integritatswerte werden auf Grundlage von
Monitorwarnungen in diesen Kategorien berechnet. So erhalten Sie einen einheitlichen
Uberblick tber die Systemintegritat und kénnen Probleme proaktiv Idsen.

Das Dashboard ,,Infrastructure Health“

@ Die Uberwachung des Infrastrukturzustands ist ein"Vorschau" Funktion und kann sich andern.

Navigieren Sie zu Beobachtbarkeit > Analysieren und wahlen Sie Infrastrukturzustand aus. Das
Dashboard bietet einen Uberblick (iber den Zustand Ihres Systems, basierend auf den unten erlauterten
Alarmkategorien und Bewertungen des Monitors. Legen Sie oben Filter fest, um den Fokus lhrer Untersuchung
einzugrenzen.

Observability / Analyze / Infrastructure Health

Filter By = Data Center All v X Region All ¥ X Storage Name All v B

Fabric Name = All ¥ X Family | All » X  Vendor All v x@

€ Health Score Calculation

5 T o 0 N o
Storages Total N 1 Fabrics Total 71-94 | 0
o 55001 - ot 55:100 | 0
Infrastructure Health Scores GroupBy Data Center v  OrderBy Score (All) v
RTP N/A
Storages (1) Storages (2)
80 100

Lowest: 80 Lowest: 100

StandardmaRig werden Integritdtswerte nach Rechenzentrum gruppiert. Sie kdnnen die Gruppierung
auswahlen, die fur lhre Sitzung am besten geeignet ist.

Konfigurieren Sie Monitore zur Uberwachung der Infrastrukturintegritit

Die Integritatswerte werden durch Warnungen bestimmt, die fur die Einbeziehung in die Berechnung der
Systemintegritat konfiguriert sind.

Beim Erstellen eines Monitors fiir ein Infrastrukturobjekt kdnnen Sie auswahlen, ob Warnungen vom Monitor in
die Berechnungen einbezogen werden sollen. Erweitern Sie unten auf dem Bildschirm die erweiterte
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Konfiguration und wahlen Sie ,In Infrastrukturzustandsberechnung einbeziehen® aus. Wahlen Sie eine
Kategorie aus, auf die die Berechnung fir den Monitor angewendet werden soll:

* Komponentenzustand — Lifterausfall, Serviceprozessor offline usw.
 Leistungszustand — hohe Speicherknotenauslastung, anormale Spitze der Knotenlatenz usw.

» Kapazitatszustand — Speicherpoolkapazitat fast voll, nicht gentigend Speicherplatz fir LUN-Snapshot
usw.

» Konfigurationsintegritiat — Cloud-Ebene nicht erreichbar, SnapMirror -Beziehung nicht synchron usw.

Advanced Configuration
Associate to an Infrastructure Health Category (optional)

Include in Infrastructure Health Calculation

Select a Health Category v

Capacity
Components
Configuration

Performance

Gesundheitswerte erklart

Die Punktzahlen werden auf einer Skala von 0 bis 100 angegeben, wobei 100 fir volle Gesundheit steht.
Uberwachte Infrastrukturobjekte, bei denen derzeit oder in letzter Zeit Probleme aufgetreten sind, senken
diesen Wert entsprechend den folgenden gewichteten Durchschnittswerten:

« Komponenten, Leistung oder Kapazitat: jeweils 30 %

 Konfiguration: 10 %
Die Integritatswerte werden durch Warnungen beeinflusst, die von den Monitoren generiert werden, die Sie fur
die Bertcksichtigung in der Berechnung der Infrastrukturintegritat konfiguriert haben. Dies geschieht auf
folgende Weise:

* Kritische Warnungen senken den Gesundheitswert um das volle Kategoriegewicht

» Warnmeldungen senken die Punktzahl um die Hélfte des Kategoriegewichts.

Wenn flir bestimmte Kategorien keine Meldungen vorliegen, wird der gewichtete Durchschnitt entsprechend
angepasst.

Beispiel: 1 kritischer Alarm bei Komponenten (-30) und 1 Warnalarm bei Leistung (50 % von 30 = -15) ergeben
einen Integritatswert von 55 (100 minus 45).

Wenn die Warnungen behoben werden, verschwinden diese Gesundheitsbewertungsminderungen allmahlich
und die Bewertung erholt sich innerhalb von zwei Stunden vollstandig.
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Berichterstattung

Ubersicht iiber die Data Infrastructure Insights

Data Infrastructure Insights Reporting ist ein Business Intelligence-Tool, mit dem Sie
vordefinierte Berichte anzeigen oder benutzerdefinierte Berichte erstellen konnen.

Die Berichtsfunktion ist in Data Infrastructure Insights verfligbar'Premium Edition" . Die
@ Verfligbarkeit der Berichtsfunktion unterliegt einer Mindestspeicherkapazitatsanforderung.
"Kontaktieren Sie Ihren NetApp Vertriebsmitarbeiter” fur weitere Informationen.

Mit Data Infrastructure Insights -Berichten kénnen Sie die folgenden Aufgaben ausfiihren:

 Ausfuhren eines vordefinierten Berichts

* Erstellen eines benutzerdefinierten Berichts

+ Passen Sie das Format und die Ubermittlungsmethode eines Berichts an

* Planen Sie die automatische Ausflihrung von Berichten

» E-Mail-Berichte

* Verwenden Sie Farben, um Schwellenwerte fir Daten darzustellen
Data Infrastructure Insights Reporting kann benutzerdefinierte Berichte fiur Bereiche wie Chargeback,
Verbrauchsanalyse und Prognose erstellen und bei der Beantwortung von Fragen wie den folgenden helfen:

* Welchen Bestand habe ich?

* Wo ist mein Inventar?

* Wer nutzt unsere Vermogenswerte?

* Wie hoch ist die Rickbuchung fiir zugewiesenen Speicher fir eine Geschaftseinheit?

» Wie lange dauert es, bis ich zusatzliche Speicherkapazitat bendtige?

+ Sind die Geschéftseinheiten auf die richtigen Speicherebenen ausgerichtet?

» Wie andert sich die Speicherzuweisung im Laufe eines Monats, Quartals oder Jahres?

Zugriff auf Data Infrastructure Insights Reporting

Sie kdnnen auf die Data Infrastructure Insights -Berichterstellung zugreifen, indem Sie im Menu auf den Link
Berichte klicken.

Sie werden zur Berichtsoberflache weitergeleitet. Data Infrastructure Insights verwendet IBM Cognos Analytics
fur seine Berichts-Engine.

Was ist ETL?

Wenn Sie mit Reporting arbeiten, werden Sie die Begriffe ,Data Warehouse® und ,ETL" héren. ETL steht fiir
.Extract, Transform, and Load®. Der ETL-Prozess ruft in Data Infrastructure Insights erfasste Daten ab und
wandelt die Daten in ein Format um, das in der Berichterstattung verwendet werden kann. ,Data Warehouse*
bezieht sich auf die gesammelten Daten, die fur die Berichterstattung zur Verfligung stehen.

Der ETL-Prozess umfasst diese einzelnen Prozesse:
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« Extrahieren: Nimmt Daten von Data Infrastructure Insights.

» Transformieren: Wendet Geschéftslogikregeln oder -funktionen auf die Daten an, wahrend sie aus Data
Infrastructure Insights extrahiert werden.

* Laden: Speichert die transformierten Daten zur Verwendung im Reporting im Data Warehouse.

Benutzerrollen fir Data Infrastructure Insights Reporting

Wenn Sie Uber Data Infrastructure Insights Premium Edition mit Reporting verflugen,
verfugt jeder Data Infrastructure Insights Benutzer auf Inrem Mandanten auch Uber eine
Single Sign-On-Anmeldung (SSO) bei der Reporting-Anwendung (d. h. Cognos). Klicken
Sie einfach im Menu auf den Link Berichte und Sie werden automatisch bei Reporting
angemeldet.

Ihre Benutzerrolle in Data Infrastructure Insights bestimmt Ihre Reporting-Benutzerrolle:

Rolle ,Data Infrastructure Insights“ Berichtsrolle Berichtsberechtigungen

Gast Verbraucher Kann Berichte anzeigen, planen
und ausfihren und personliche
Einstellungen wie Sprachen und
Zeitzonen festlegen. Verbraucher
kdnnen keine Berichte erstellen
oder Verwaltungsaufgaben
ausflhren.

Benutzer Autor Kann alle Verbraucherfunktionen
ausflihren sowie Berichte und
Dashboards erstellen und
verwalten.

Administrator Administrator Kann alle Autorenfunktionen sowie
alle Verwaltungsaufgaben
ausfiihren, z. B. die Konfiguration
von Berichten und das
Herunterfahren und Neustarten von
Berichtsaufgaben.

Die folgende Tabelle zeigt die fiir jede Berichterstellungsrolle verfliigbaren Funktionen.

Funktion Verbraucher Autor Administrator
Berichte auf der Ja Ja Ja
Registerkarte

»leaminhalte” anzeigen

Ausfuhren von Berichten Ja Ja Ja

Berichte planen Ja Ja Ja

Externe Dateien Nein Ja Ja
hochladen

Jobs erstellen Nein Ja Ja
Geschichten erstellen Nein Ja Ja
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Erstellen von Berichten Nein

Erstellen von Paketen und Nein
Datenmodulen

Ausflihren administrativer Nein
Aufgaben

HTML-Element Nein
hinzufiigen/bearbeiten

Bericht mit HTML-Element Ja
ausfihren

Benutzerdefiniertes SQL  Nein
hinzufligen/bearbeiten

Ausfuhren von Berichten Ja
mit benutzerdefiniertem
SQL

Festlegen von E-Mail-Einstellungen fiir Reporting (Cognos)

Wenn Sie Ihre E-Mail-Benutzereinstellungen in Data Infrastructure Insights Reporting (d. h. in
@ der Cognos-Anwendung) andern, sind diese Einstellungen nur fiir die aktuelle Sitzung aktiv.
Wenn Sie sich bei Cognos ab- und wieder anmelden, werden lhre E-Mail-Einstellungen

zurlickgesetzt.

Ja
Ja

Nein

Nein

Ja

Nein

Ja

Ja
Ja

Ja

Ja

Ja

Ja

Ja

Welche Schritte muss ich unternehmen, um meine vorhandene Umgebung fiir die Aktivierung von SSO vorzubereiten?

Um sicherzustellen, dass lhre Berichte erhalten bleiben, migrieren Sie alle Berichte mit den folgenden
Schritten von ,Meine Inhalte” zu ,Teaminhalte®. Sie missen dies tun, bevor Sie SSO auf lhrem Mandanten

aktivieren:

1. Navigieren Sie zu Menii > Inhalt

= IBM Cognos Analytics with Watson

ot Home

MNew
T Upload data
I [0 Content
0 Recent

Manage
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1. Erstellen Sie einen neuen Ordner in Team Content

a. Wenn mehrere Benutzer angelegt wurden, erstellen Sie bitte fir jeden Benutzer einen eigenen Ordner,
um das Uberschreiben von Berichten mit doppelten Namen zu vermeiden.

. Navigieren Sie zu Meine Inhalte
. Wahlen Sie alle Berichte aus, die Sie behalten mochten.
Wabhlen Sie in der oberen rechten Ecke des Ments "Kopieren oder Verschieben"

. Navigieren Sie zum neu erstellten Ordner in Team Content

o oA W N

. Flgen Sie die Berichte mit den Schaltflachen ,Kopieren nach® oder ,Verschieben nach®in den neu
erstellten Ordner ein

7. Sobald SSO fir Cognos aktiviert ist, melden Sie sich bei Data Infrastructure Insights mit der E-Mail-
Adresse an, die Sie zum Erstellen lhres Kontos verwendet haben.

8. Navigieren Sie in Cognos zum Ordner ,Team Content” und kopieren oder verschieben Sie die zuvor
gespeicherten Berichte zurtick in ,Meine Inhalte®.

Vordefinierte Berichte leicht gemacht

Data Infrastructure Insights Reporting umfasst vordefinierte Berichte, die eine Reihe
gangiger Berichtsanforderungen erfullen und wichtige Erkenntnisse liefern, die die
Beteiligten bendtigen, um fundierte Entscheidungen uber ihre Speicherinfrastruktur zu
treffen.

@ Die Berichtsfunktion ist in Data Infrastructure Insights verfiigbar'Premium Edition" .

Sie kdnnen vordefinierte Berichte aus dem Data Infrastructure Insights Reporting Portal erstellen, sie per E-
Mail an andere Benutzer senden und sie sogar andern. Mehrere Berichte ermdglichen Ihnen das Filtern nach
Gerat, Geschéftseinheit oder Ebene. Die Berichtstools verwenden IBM Cognos als Grundlage und bieten
Ihnen zahlreiche Mdglichkeiten zur Datenprasentation.

Die vordefinierten Berichte zeigen Ihre Daten zu Inventar, Speicherkapazitat, Rickbuchung, Leistung,
Speichereffizienz und Cloud-Kosten. Sie kdnnen diese vordefinierten Berichte dndern und Ihre Anderungen
speichern.

Sie kdnnen Berichte in verschiedenen Formaten erstellen, darunter HTML, PDF, CSV, XML und Excel.

Navigieren zu vordefinierten Berichten

Wenn Sie das Reporting-Portal 6ffnen, ist der Ordner ,, Team Content* der Ausgangspunkt fir die Auswahl der
Art von Informationen, die Sie in den Data Infrastructure Insights -Berichten bendtigen.

1. Wahlen Sie im linken Navigationsbereich Inhalt > Teaminhalt aus.

2. Wahlen Sie Berichte, um auf die vordefinierten Berichte zuzugreifen.
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Verwenden vordefinierter Berichte zum Beantworten haufiger Fragen

Die folgenden vordefinierten Berichte sind unter Teaminhalte > Berichte verfigbar.

Kapazitat und Leistung der Anwendungsdienstebene

Der Bericht zur Service-Level-Kapazitat und -Leistung von Anwendungen bietet einen umfassenden Uberblick
Uber Ihre Anwendungen. Sie kénnen diese Informationen fir die Kapazitatsplanung oder einen Migrationsplan
verwenden.

Riickbuchung

Der Chargeback-Bericht bietet Informationen zum Chargeback der Speicherkapazitat und zur
Verantwortlichkeit nach Hosts, Anwendungen und Geschéftseinheiten und enthalt sowohl aktuelle als auch
historische Daten.

Um eine Doppelzahlung zu vermeiden, schliel3en Sie keine ESX-Server ein, Uberwachen Sie nur die VMs.

Datenquellen

Der Bericht ,Datenquellen® zeigt alle auf Ihrer Site installierten Datenquellen, den Status der Datenquelle
(Erfolg/Fehler) und Statusmeldungen. Der Bericht enthalt Informationen dazu, wo Sie mit der Fehlerbehebung
bei Datenquellen beginnen kénnen. Fehlerhafte Datenquellen beeintrachtigen die Genauigkeit der
Berichterstattung und die allgemeine Benutzerfreundlichkeit des Produkts.
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ESX vs. VM-Leistung

Der Bericht ,ESX vs. VM-Leistung” bietet einen Vergleich von ESX-Servern und VMs und zeigt
durchschnittliche und Spitzen-IOPs, Durchsatz sowie Latenz und Auslastung flir ESX-Server und VMs. Um
eine Doppelzahlung zu vermeiden, schlieRen Sie die ESX-Server aus und schlielen Sie nur die VMs ein. Eine
aktualisierte Version dieses Berichts ist im NetApp Storage Automation Store verfligbar.

Stoffiibersicht

Der Fabric-Zusammenfassungsbericht identifiziert Switches und Switch-Informationen, einschlief3lich
Portanzahl, Firmware-Versionen und Lizenzstatus. Der Bericht enthalt keine NPV-Switch-Ports.

Host-HBAs

Der Host-HBA-Bericht bietet einen Uberblick tiber die Hosts in der Umgebung und gibt den Anbieter, das
Modell und die Firmware-Version der HBAs sowie die Firmware-Ebene der Switches an, mit denen sie
verbunden sind. Dieser Bericht kann verwendet werden, um die Firmware-Kompatibilitat zu analysieren, wenn
ein Firmware-Upgrade flr einen Switch oder einen HBA geplant wird.

Kapazitat und Leistung des Host-Service-Levels

Der Bericht ,Host Service Level Capacity and Performance* bietet einen Uberblick tiber die
Speicherauslastung nach Host fur Nur-Block-Anwendungen.

Host-Zusammenfassung

Der Host-Zusammenfassungsbericht bietet einen Uberblick tiber die Speicherauslastung jedes ausgewahiten
Hosts mit Informationen zu Fibre Channel- und iSCSI-Hosts. Mit dem Bericht konnen Sie Ports und Pfade, die
Fibre Channel- und ISCSI-Kapazitat sowie die Anzahl der Verstdlie vergleichen.

Lizenzdetails

Der Bericht ,Lizenzdetails” zeigt die Menge der Ressourcen an, fir die Sie Uber eine Lizenz verfigen, und
zwar fur alle Sites mit aktiven Lizenzen. Der Bericht zeigt auch eine Zusammenfassung der tatsachlichen
Menge aller Sites mit aktiven Lizenzen. Die Summierung kann Uberschneidungen von Speicher-Arrays
enthalten, die von mehreren Servern verwaltet werden.

Zugeordnete, aber nicht maskierte Volumes

Der Bericht ,Zugeordnete, aber nicht maskierte Volumes* listet die Volumes auf, deren logische Geratenummer
(LUN) fur die Verwendung durch einen bestimmten Host zugeordnet wurde, fiir diesen Host jedoch nicht
maskiert ist. In einigen Fallen kann es sich dabei um stillgelegte LUNs handeln, die demaskiert wurden. Auf
nicht maskierte Volumes kann von jedem Host aus zugegriffen werden, wodurch sie anfallig fur
Datenbeschadigungen sind.

NetApp Kapazitiat und Performance

Der NetApp Kapazitats- und Leistungsbericht bietet globale Daten zur zugewiesenen, genutzten und
zugesagten Kapazitat mit Trend- und Leistungsdaten zur NetApp -Kapazitat.

Scorecard

Der Scorecard-Bericht bietet eine Zusammenfassung und den allgemeinen Status aller von Data Infrastructure
Insights erworbenen Assets. Der Status wird durch griine, gelbe und rote Flaggen angezeigt:
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* Grun zeigt den Normalzustand an
» Gelb weist auf ein potenzielles Problem in der Umgebung hin

* Rot weist auf ein Problem hin, das Aufmerksamkeit erfordert

Alle Felder im Bericht werden im mit dem Bericht bereitgestellten Datenwdorterbuch beschrieben.

Speicheriibersicht

Der Speicherzusammenfassungsbericht bietet eine globale Zusammenfassung der verwendeten und
ungenutzten Kapazitatsdaten fiir Roh- und zugewiesene Speicherpools und Volumes. Dieser Bericht bietet
einen Uberblick (ber alle erkannten Speicher.

VM-Kapazitat und -Leistung

Beschreibt die Umgebung der virtuellen Maschine (VM) und ihre Kapazitatsnutzung. Um bestimmte Daten
anzuzeigen, beispielsweise wann VMs heruntergefahren wurden, missen VM-Tools aktiviert sein.

VM-Pfade

Der Bericht ,VM-Pfade* liefert Daten zur Speicherkapazitat und Leistungsmetriken fur die virtuelle Maschine,
die auf dem Host ausgefiihrt wird, die Hosts, die auf die freigegebenen Volumes zugreifen, den aktiven
Zugriffspfad und die Kapazitatszuweisung und -nutzung.

HDS-Kapazitat nach Thin Pool

Der Bericht ,HDS-Kapazitat nach Thin Pool“ zeigt die Menge der nutzbaren Kapazitat eines Thin Provisioning-
Speicherpools.

NetApp -Kapazitat nach Aggregat

Der Bericht ,NetApp -Kapazitat nach Aggregat” zeigt den gesamten Rohspeicherplatz, den gesamten, den
genutzten, den verfligbaren und den zugesicherten Speicherplatz der Aggregate an.

Symmetrix-Kapagzitidt durch Thick Array

Der Bericht ,Symmetrix-Kapazitat nach Thick-Array® zeigt Rohkapazitat, nutzbare Kapazitat, freie Kapazitat,
zugeordnete, maskierte und gesamte freie Kapazitat.

Symmetrix-Kapazitat nach Thin Pool

Der Bericht ,Symmetrix-Kapazitat nach Thin Pool* zeigt Rohkapazitat, nutzbare Kapazitat, genutzte Kapazitat,
freie Kapazitat, genutzten Prozentsatz, abonnierte Kapazitat und Abonnementrate.

XIV Kapazitat nach Array

Der XIV-Kapazitatsbericht nach Array zeigt die verwendete und ungenutzte Kapazitat fir das Array.

XIV Kapazitat nach Pool

Der XIV-Kapazitatsbericht nach Pool zeigt die genutzte und ungenutzte Kapazitat fliir Speicherpools.

Storage Manager-Dashboard

Das Storage Manager Dashboard bietet Ihnen eine zentrale Visualisierung, mit der Sie
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die Ressourcennutzung im Zeitverlauf mit den akzeptablen Bereichen und den
Aktivitatstagen der vorherigen Tage vergleichen und gegenuberstellen konnen. Indem nur
die wichtigsten Leistungskennzahlen fur Ihre Speicherdienste angezeigt werden, kdnnen
Sie Entscheidungen zur Wartung Ihrer Rechenzentren treffen.

@ Die Berichtsfunktion ist in Data Infrastructure Insights verfligbar'Premium Edition" .

Zusammenfassung

Wenn Sie unter ,Teaminhalte” das ,Storage Manager Dashboard® auswahlen, erhalten Sie mehrere Berichte
mit Informationen zu lhrem Datenverkehr und Speicher.

= IBM Cognos Analytics with Watson | [ Content ™

(3 Storage Manager Dashboard

My content Team content

Team content [ Storage Manager Dashboard

Data Center Traffic Details Orphaned Storage Details Storage Manager Report : Storage Pools Capacity and

Performance Details

Last Accessed E Last Accessed E Last Accessed E Last Accessed |E|
4(17/2019, 6:47 PM 5/2/2019, 8:30PM 12/17/2019, 9:44 PM 41772019, £:47 FM

Fir eine Ubersicht auf einen Blick besteht der Storage Manager-Bericht aus sieben Komponenten, die
Kontextinformationen zu vielen Aspekten lhrer Speicherumgebung enthalten. Sie kdnnen die Aspekte lhrer
Speicherdienste genauer untersuchen, um eine eingehende Analyse des Abschnitts durchzufiihren, der Sie
am meisten interessiert.

252


concept_subscribing_to_cloud_insights.html

Iﬁr_L_:Y Public Folders My Folders Sty M Dashboard

W netanp Storage Manager Dashboard e
Summary ) ) ~ Data Centers Time to Full ( <3 menths
History ( | Target; = Actusl; = Forecast; [| Low; I Mid; B High )
- . \k‘v
Ci i A
spacty * ospp EEEEE ' 178
{Used / Usable) Last 12 Morths o Lend Een ] odd
FC Switch Ports _— 1
. — 0.2K | 1 14K pa
{Connected / Total) Last 12 Months ~ Leepbeeebeieendoded
FC Bandwidth - - B
(Ublization® 1CapaSt)  Lim 5 Weeke VR —— S —— s
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Diese Komponente zeigt die verwendete Speicherkapazitat im Vergleich zur nutzbaren Speicherkapazitat, die
Gesamtzahl der Switch-Ports im Vergleich zur Anzahl der verbundenen Switch-Ports und die
Gesamtauslastung der verbundenen Switch-Ports im Vergleich zur Gesamtbandbreite sowie die Entwicklung
dieser Werte im Zeitverlauf. Sie kdnnen die tatsachliche Nutzung im Vergleich zu den niedrigen, mittleren und
hohen Bereichen anzeigen. So kénnen Sie die Nutzung zwischen Prognosen und Ihren gewiinschten
tatsachlichen Werten auf der Grundlage eines Ziels vergleichen und gegenuberstellen. Fir Kapazitat und
Switch-Ports kénnen Sie dieses Ziel konfigurieren. Die Prognose basiert auf einer Extrapolation der aktuellen
Wachstumsrate und des von Ihnen festgelegten Datums. Wenn die prognostizierte genutzte Kapazitat, die auf
dem Prognosedatum fir die zuklnftige Nutzung basiert, das Ziel Gberschreitet, wird neben ,Kapazitat* eine
Warnung (durchgezogener roter Kreis) angezeigt.

Speicherebenenkapazitat

Diese Komponente zeigt die genutzte Kapazitat der Stufe im Vergleich zur der Stufe zugewiesenen Kapazitat.
Dies gibt an, wie die genutzte Kapazitat Uber einen Zeitraum von 12 Monaten zunimmt oder abnimmt und wie
viele Monate bis zur vollstandigen Auslastung verbleiben. Die Kapazitatsauslastung wird mit den angegebenen
Werten fir die tatsachliche Auslastung, die Auslastungsprognose und ein von lhnen konfigurierbares
Kapazitatsziel angezeigt. Wenn die prognostizierte genutzte Kapazitat, die auf dem Prognosedatum fir die
zuklnftige Nutzung basiert, die Zielkapazitat Gberschreitet, wird neben einer Stufe eine Warnung
(durchgezogener roter Kreis) angezeigt.

Sie kdnnen auf eine beliebige Ebene klicken, um den Bericht ,Kapazitats- und Leistungsdetails der
Speicherpools® anzuzeigen. Darin werden freie und genutzte Kapazitaten, die Anzahl der Tage bis zur
vollstdndigen Belegung sowie Leistungsdetails (IOPS und Reaktionszeit) flr alle Pools in der ausgewahlten
Ebene angezeigt. Sie kdnnen in diesem Bericht auch auf einen beliebigen Speicher- oder Speicherpoolnamen
klicken, um die Asset-Seite mit einer Zusammenfassung des aktuellen Status dieser Ressource anzuzeigen.
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Taglicher Speicherverkehr

Diese Komponente zeigt die Leistung der Umgebung und ob es im Vergleich zu den letzten sechs Monaten zu
starkem Wachstum, Anderungen oder potenziellen Problemen kommt. AuRerdem wird der durchschnittliche
Verkehr im Vergleich zum Verkehr der letzten sieben Tage und des Vortages angezeigt. Sie kdnnen alle
Anomalien in der Leistung der Infrastruktur visualisieren, da Informationen bereitgestellt werden, die sowohl
zyklische (letzte sieben Tage) als auch saisonale Schwankungen (letzte sechs Monate) hervorheben.

Sie kdnnen auf den Titel (Taglicher Speicherverkehr) klicken, um den Bericht ,Speicherverkehrsdetails®
anzuzeigen, der die Heatmap des stlindlichen Speicherverkehrs des vorherigen Tages fiir jedes
Speichersystem zeigt. Klicken Sie in diesem Bericht auf einen beliebigen Speichernamen, um die Asset-Seite
mit einer Zusammenfassung des aktuellen Status dieser Ressource anzuzeigen.

Zeit bis zur Auslastung von Rechenzentren

Diese Komponente zeigt alle Rechenzentren im Vergleich zu allen Ebenen und wie viel Kapazitat in jedem
Rechenzentrum fiir jede Speicherebene basierend auf den prognostizierten Wachstumsraten verbleibt. Die
Kapazitatsstufe wird in Blau angezeigt. Je dunkler die Farbe, desto weniger Zeit bleibt der Stufe am Standort,
bevor sie voll ist.

Sie kdnnen auf einen Abschnitt einer Ebene klicken, um den Bericht , Tage bis zur vollstdndigen Belegung der
Speicherpools” anzuzeigen. Darin werden die Gesamtkapazitat, die freie Kapazitat und die Anzahl der Tage
bis zur vollstandigen Belegung flr alle Pools in der ausgewahlten Ebene und im Rechenzentrum angezeigt.
Klicken Sie in diesem Bericht auf einen beliebigen Speicher- oder Speicherpoolnamen, um die Asset-Seite mit
einer Zusammenfassung des aktuellen Status dieser Ressource anzuzeigen.

Top 10 Anwendungen

Diese Komponente zeigt die Top 10-Anwendungen basierend auf der verwendeten Kapazitat. Unabhangig
davon, wie die Ebene die Daten organisiert, zeigt dieser Bereich die aktuell genutzte Kapazitat und den Anteil
der Infrastruktur an. Sie kdnnen die Bandbreite der Benutzererfahrung der letzten sieben Tage visualisieren,
um zu sehen, ob die Verbraucher akzeptable (oder, noch wichtiger, inakzeptable) Reaktionszeiten erlebt
haben.

In diesem Bereich werden auch Trends angezeigt, die darauf hinweisen, ob die Anwendungen ihre Leistungs-
Servicelevelziele (SLO) erfiillen. Sie konnen die minimale Antwortzeit der vorherigen Woche, das erste Quartil,
das dritte Quartil und die maximale Antwortzeit anzeigen, wobei ein Median gegentiber einem akzeptablen
SLO angezeigt wird, das Sie konfigurieren kdnnen. Wenn die mittlere Antwortzeit fir eine Anwendung
aulderhalb des akzeptablen SLO-Bereichs liegt, wird neben der Anwendung eine Warnung (durchgezogener
roter Kreis) angezeigt. Sie konnen auf eine Anwendung klicken, um die Asset-Seite mit einer
Zusammenfassung des aktuellen Status dieser Ressource anzuzeigen.

Tagliche Leistung der Speicherebenen

Diese Komponente zeigt eine Zusammenfassung der Leistung der Ebene hinsichtlich Reaktionszeit und IOPS
fur die letzten sieben Tage. Diese Leistung wird mit einem SLO verglichen, das Sie konfigurieren kdnnen. So
kénnen Sie erkennen, ob die Mdglichkeit besteht, Ebenen zu konsolidieren, die von diesen Ebenen
bereitgestellten Arbeitslasten neu auszurichten oder Probleme mit bestimmten Ebenen zu identifizieren. Wenn
die mittlere Antwortzeit oder der mittlere IOPS aullerhalb des akzeptablen SLO-Bereichs liegt, wird neben
einer Stufe eine Warnung (durchgezogener roter Kreis) angezeigt.

Sie kdnnen auf einen Tier-Namen klicken, um den Bericht ,Kapazitats- und Leistungsdetails der
Speicherpools® anzuzeigen. Darin werden freie und genutzte Kapazitaten, die Anzahl der Tage bis zur
vollstandigen Beflillung sowie Leistungsdetails (IOPS und Reaktionszeit) fir alle Pools im ausgewahlten Tier
angezeigt. Klicken Sie in diesem Bericht auf einen beliebigen Speicher oder Speicherpool, um die Asset-Seite
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mit einer Zusammenfassung des aktuellen Status dieser Ressource anzuzeigen.

Verwaiste Kapazitat

Diese Komponente zeigt die gesamte verwaiste Kapazitat und die verwaiste Kapazitat nach Ebene an,
vergleicht sie mit akzeptablen Bereichen flir die gesamte nutzbare Kapazitat und zeigt die tatsachlich
verwaiste Kapazitat an. Verwaiste Kapazitat wird durch Konfiguration und Leistung definiert. Durch
Konfiguration verwaister Speicher beschreibt eine Situation, in der einem Host Speicher zugewiesen ist. Die
Konfiguration wurde jedoch nicht ordnungsgemaf durchgefihrt und der Host kann nicht auf den Speicher
zugreifen. Von ,verwaist durch Leistung® spricht man, wenn der Speicher korrekt fir den Zugriff durch einen
Host konfiguriert ist. Es gab jedoch keinen Speicherverkehr.

Der horizontale gestapelte Balken zeigt die akzeptablen Bereiche. Je dunkler das Grau, desto inakzeptabler ist
die Situation. Die tatsachliche Situation wird durch den schmalen bronzenen Balken dargestellt, der die
tatsachlich verwaiste Kapazitat anzeigt.

Sie kdnnen auf eine Ebene klicken, um den Bericht ,Verwaiste Speicherdetails“ anzuzeigen. Darin sind alle
Volumes aufgefuhrt, die aufgrund ihrer Konfiguration und Leistung fiir die ausgewahlte Ebene als verwaist
identifiziert wurden. Klicken Sie in diesem Bericht auf einen beliebigen Speicher, Speicherpool oder
Datentrager, um die Asset-Seite mit einer Zusammenfassung des aktuellen Status dieser Ressource
anzuzeigen.

Erstellen eines Berichts (Beispiel)

Verwenden Sie die Schritte in diesem Beispiel, um einen einfachen Bericht Uber die
physische Kapazitat von Speicher und Speicherpools in mehreren Rechenzentren zu
erstellen.

Schritte
1. Navigieren Sie zu Menii > Inhalt > Teaminhalt > Berichte

2. Wahlen Sie oben rechts auf dem Bildschirm [Neu +]

3. Wahlen Sie Bericht

) : T

Data module

Exploration

Dashboard

Report
({?} FI

+1

Story

Job

4. Wahlen Sie auf der Registerkarte Vorlagen Leer
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Die Registerkarten Quelle und Daten werden angezeigt

5. Offnen Quelle auswihlen +

6. Offnen Sie unter Teaminhalte Pakete
Es wird eine Liste der verfugbaren Pakete angezeigt.

7. Wahlen Sie *Speicher und
Speicherpoolkapazitat*

Open

My content Team content

Team content / Packages

8. Wahlen Sie Offnen

Die verfugbaren Stile fur Ihren Bericht werden angezeigt.

9. Wahlen Sie Liste
Flgen Sie passende Namen fiir Liste und Abfrage hinzu

10. Wahlen Sie OK
11. Erweitern Sie Physische Kapazitat

12. Erweitern Sie auf die unterste Ebene des Rechenzentrums

13. Ziehen Sie ,Data Center” in die Berichtspalette.
14. Erweitern Sie Kapazitét (MB)
15. Ziehen Sie Kapazitét (MB) in die Berichtspalette.

16. Ziehen Sie ,Verwendete Kapazitat (MB)“ in die Berichtspalette.

v it
Name Type Last Accessed
= Host Volume Hourly Performance Package 6/25/2021, 9:36 PM
& Internal Volume Capacity Package 11/4/2021, 4:23 PM
= Internal Volume Daily Performance Package 1/7/2022, 4:23 PM
= Internal Volume Hourly Performance Package 1/6/2022,11:41 PM
&= Inventory Package 12/17/2019, 9:22 PM
= Port Capacity Package 11/20/2019, 4:13 PM
= Qtree Capacity Package 11/4/2021, 6:07 PM
= Qtree Performance Package 11/4/2021, 11:07 PM
& Storage and Storage Pool Capacity Package 12/17/2019, 5:58 PM
= Storage Efficiency Package 12/17/2019, 9:17 PM
& Storage Node Capacity Package 1/13/2023, 4:09 PM
& Storage Node Performance Package 1/13/2023, 6:11 PM

17. Fuhren Sie den Bericht aus, indem Sie im Menu Ausfiihren einen Ausgabetyp auswahlen.
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> . ¢ »
® RunHTML
Run PDF
Run Excel
Run Excel data
Run C3V

Run XML

Show run options

Ergebnis
Es wird ein Bericht ahnlich dem folgenden erstellt:
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oo

®

DataCenter  Capacity (MB)  Used Capacity (MB)
Asia 122,070,096.00 45,708 105.00
BLR 100,709,506.00 54982 204.00
Boulder 22 883 450.00 12.011.075.00
DCO1 1.707,024,715.00 1.407,609.686.00
DCoz2 ¥32,370,688.00 732,370,688.00
DCO3 314,598 162.00 65.448 975 00
DCO04 573,573,884 .00 282 645,615.00
DCO5 89,245 458 00 62,145 011.00
DCO6 19,455 433,799 00 11,283 487 74400
DCO8 100,709,506.00 44,950 171.00
DC10 112,916,718.00 43,346.818.00
DC14 23 565 735,054.00 17,357,431 924.00
DC56 137 549 084.00 10,657 793.00
Europe 743,942 208 .00 240,369 325 00
HIO 9.823 036,853.00 4,216.750,338.00
London 0.00 0.00
N/A 9.049 939 023.00 5,887 911,992 00
RTP 12,386,326,262.00 5,638,048 477.00
SAC 9. 269 642 330.00 6,197 549 437.00
+ Top  Pageup | Pagedown i Bottom

Berichte verwalten

Sie konnen das Ausgabeformat und die Bereitstellung eines Berichts anpassen,
Berichtseigenschaften oder Zeitplane festlegen und Berichte per E-Mail versenden.

®
®
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Bevor Sie Anderungen an den Berichtsberechtigungen oder der Sicherheit vornehmen, miissen
Sie die Berichte ,Meine Inhalte“ in den Ordner ,Teaminhalte” kopieren, um sicherzustellen, dass
die Berichte gespeichert werden.
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Anpassen des Ausgabeformats und der Bereitstellung eines Berichts

Sie kdnnen das Format und die Ubermittiungsmethode von Berichten anpassen.

1. Gehen Sie im Data Infrastructure Insights Reporting Portal zu Menii > Inhalt > Mein Inhalt/Teaminhalt.
Bewegen Sie die Maus Uber den Bericht, den Sie anpassen moéchten, und 6ffnen Sie das MenU mit den
drei Punkten.

[ Reports @

T

Team content

My content

Team content [ Reports

1 item selected

More +

Create

Details (T}

Delete [ | Cancel

Capacity Management Capacity Trending and CI Scorecard c 3 - rt- NEW FC Port Remediation
un as
Environment Usage Forecasting - Executive Level
Edit report
Create report view
Last Accessed ﬁ Lest Accessed Last Accessed r Create a new job ﬁ Last Accessad ’-\a-
4)29/2019, 8:28 PM o 4/29/2019, 8:39 PM 10/28/2021, 3:18 PM 4 o /2973015, 8:29 FM
View versions
Share
KBS Chargeback K8s Overview NEW - Flex Groups Take ownershio ecutive Reclamation Efficiency And
Copy or move to Allocation Lifecycle
Add shortcut
Edit name and description
Last Accessad [ Last Accessed Last Accassed i ] Last Accessed ]
1/5/2022, 11:16 PH - 12/5/2024, 1:34 AM 4/5/2023,1:36 PM Properties i 10/28/2021, 9:31 PM
Details
Storage Capacity and Cost Storage Infrastructure Virtual Machine Remediation Deltz Weekly Storage Consumption
Analysis Executive Summary Consumption
= Last Accessed Last Azoegsed Last Avoessed
, 8:30 PM ] 4/29/2019, 8:30 PM 4/4/2023,8:21 PM ] ] 4/5{2023, 12:14 AM [

1. Klicken Sie auf Eigenschaften > Zeitplan

2. Sie kénnen die folgenden Optionen festlegen:

> Planen Sie, wann Berichte ausgefihrt werden sollen.

o Wahlen Sie Optionen flr Berichtsformat und -bermittlung (Speichern, Drucken, E-Mail) und Sprachen

fur den Bericht.

3. Klicken Sie auf Speichern, um den Bericht mit den von lhnen getroffenen Auswahlen zu erstellen.

Kopieren eines Berichts in die Zwischenablage

Verwenden Sie diesen Vorgang, um einen Bericht in die Zwischenablage zu kopieren.

1. Wahlen Sie einen Bericht zum Kopieren aus (Menii > Inhalt > Mein Inhalt oder Teaminhalt)

2. Wahlen Sie Bericht bearbeiten aus dem Dropdown-MenU des Berichts
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Capacity Trending and ¢ T
Run s

Foracasting - Executive Lavel
Edit report
Create report view

Last Accessad r. Create & new job
4/29/2019, 8:29 PM

View versions

3. Offnen Sie oben rechts auf dem Bildschirm das Men( mit den drei Punkten neben ,Eigenschaften®.

4. Wahlen Sie Bericht in die Zwischenablage kopieren.

Page design ~ El = Properties

Open report from clipboard

Copy report to clipboard

Visual aids ¥
. Find
@ alidate report

Validate opticns

Auto correct...

Layout component cache...

Manage conditional styles...

Show generated SOL/MDX

Add shared set report...

Manage shared set reports...

Manage shared set references ..
[#] Show specification

Options...

Offnen von Berichten aus der Zwischenablage

Sie kdnnen eine Berichtsspezifikation 6ffnen, die zuvor in die Zwischenablage kopiert wurde.

Informationen zu diesem Vorgang: Erstellen Sie zunachst einen neuen Bericht oder 6ffnen Sie einen
vorhandenen Bericht, den Sie durch den kopierten Bericht ersetzen mochten. Die folgenden Schritte gelten flr
einen neuen Bericht.

1. Wahlen Sie Menii > +Neu > Bericht und erstellen Sie einen leeren Bericht.

2. Offnen Sie oben rechts auf dem Bildschirm das Men(i mit den drei Punkten neben ,Eigenschaften.
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3. Wahlen Sie Bericht aus Zwischenablage 6ffnen.

& Pags design w = Properties

Open report from clipboard

Copy report to clipboard

1. Flgen Sie den kopierten Code in das Fenster ein und wahlen Sie OK.

2. Wahlen Sie das Diskettensymbol, um den Bericht zu speichern.

3. Wahlen Sie, wo der Bericht gespeichert werden soll (Meine Inhalte, Teaminhalte oder erstellen Sie einen

neuen Ordner).

4. Geben Sie dem neuen Bericht einen aussagekraftigen Namen und wahlen Sie Speichern.

Bearbeiten eines vorhandenen Berichts

Beachten Sie, dass beim Bearbeiten von Dateien an ihrem Standardspeicherort das Risiko besteht, dass diese
Berichte bei der nachsten Aktualisierung des Berichtskatalogs Uberschrieben werden. Es wird empfohlen, den
bearbeiteten Bericht unter einem neuen Namen oder an einem anderen als dem Standardspeicherort zu

speichern.

Fehlerbehebung

Hier finden Sie Vorschlage zur Behebung von Problemen mit dem Reporting.

Problem:

Wenn Sie einen Bericht zum Senden per E-Mail
planen, wird der Name des angemeldeten Benutzers
bereits in das Feld ,An“ der E-Mail eingetragen. Der
Name hat jedoch die Form ,Vorname Nachname*
(Vorname, Leerzeichen, Nachname). Da es sich
hierbei nicht um eine giiltige E-Mail-Adresse handelt,
kann die E-Mail beim Ausfiihren des geplanten
Berichts nicht gesendet werden.

Mein geplanter Bericht wird per E-Mail versendet,
aber auf den Bericht kann nicht zugegriffen werden,
wenn er aus dem Ordner ,Meine Inhalte* stammt.

Beim Speichern eines Jobs wird im Ordner
moglicherweise ,, Teaminhalte* mit der Inhaltsliste aus
.Benutzerdefinierte Berichte — xxxxxx“ angezeigt. Sie
kénnen den Job hier jedoch nicht speichern, da
Cognos davon ausgeht, dass dies der Ordner
»leaminhalte® ist, fiir den Sie keinen Schreibzugriff
haben.

Versuchen Sie Folgendes:

Wenn Sie den Bericht per E-Mail versenden mochten,
I6schen Sie den voreingestellten Namen und geben
Sie im Feld ,An® eine gliltige, richtig formatierte E-
Mail-Adresse ein.

Um dies zu vermeiden, muss der Bericht oder die
Berichtsansicht im Ordner ,Teaminhalte >
Benutzerdefinierte Berichte — xxxxxx“ gespeichert und
der Zeitplan aus dieser gespeicherten Version erstellt
werden. Der Ordner ,Benutzerdefinierte Berichte —
xxxxxx“ ist fur alle Benutzer des Mandanten sichtbar.

Die Problemumgehung besteht darin, einen neuen
Ordner mit einem eindeutigen Namen (z. B.
.NewFolder®) zu erstellen und dort zu speichern oder
in ,Meine Inhalte* zu speichern und dann nach
,Benutzerdefinierte Berichte — xxxxxx“ zu
kopieren/verschieben.
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Erstellen benutzerdefinierter Berichte

Mit den Berichterstellungstools kdnnen Sie benutzerdefinierte Berichte erstellen.
Nachdem Sie Berichte erstellt haben, kdnnen Sie diese speichern und regelmafig
ausfuhren. Die Ergebnisse der Berichte kdnnen automatisch per E-Mail an Sie selbst und
andere gesendet werden.

@ Die Berichtsfunktion ist in Data Infrastructure Insights verfligbar'Premium Edition" .

Die Beispiele in diesem Abschnitt zeigen den folgenden Prozess, der fir alle Data Infrastructure Insights
Reporting-Datenmodelle verwendet werden kann:

« Identifizieren einer Frage, die mit einem Bericht beantwortet werden soll

« Ermittlung der zur Unterstitzung der Ergebnisse erforderlichen Daten

» Auswahlen von Datenelementen flir den Bericht

Bevor Sie lhren benutzerdefinierten Bericht entwerfen, miissen Sie einige vorbereitende Aufgaben erledigen.
Wenn Sie diese nicht ausfillen, kbnnen die Berichte ungenau oder unvollstandig sein.

Wenn Sie beispielsweise den Gerateidentifizierungsprozess nicht abschliel3en, sind lhre Kapazitatsberichte
nicht genau. Oder wenn Sie die Festlegung von Anmerkungen (wie Ebenen, Geschaftseinheiten und
Rechenzentren) nicht abschlielen, werden in lhren benutzerdefinierten Berichten die Daten Ihrer Domane
moglicherweise nicht genau wiedergegeben oder fiir einige Datenpunkte wird ,N/A* angezeigt.

Bevor Sie lhre Berichte entwerfen, fihren Sie die folgenden Aufgaben aus:

» Konfigurieren Sie alle"Datensammler" richtig.

* Geben Sie Anmerkungen (wie Ebenen, Rechenzentren und Geschéaftseinheiten) zu Geraten und
Ressourcen lhres Mandanten ein. Es ist von Vorteil, vor der Berichterstellung stabile Anmerkungen zu
haben, da Data Infrastructure Insights Reporting historische Informationen sammelt.

Berichterstellungsprozess

Der Prozess der Erstellung benutzerdefinierter (auch ,,Ad-hoc®-)Berichte umfasst mehrere Aufgaben:

* Planen Sie die Ergebnisse lhres Berichts.
* Identifizieren Sie Daten, die lhre Ergebnisse unterstitzen.

« Wahlen Sie das Datenmodell (z. B. Chargeback-Datenmodell, Inventar-Datenmodell usw.) aus, das die
Daten enthalt.

* Wahlen Sie Datenelemente flur den Bericht aus.

» Formatieren, sortieren und filtern Sie Berichtsergebnisse optional.

Planen der Ergebnisse lhres benutzerdefinierten Berichts

Bevor Sie die Tools zur Berichterstellung 6ffnen, mochten Sie méglicherweise die Ergebnisse planen, die Sie
mit dem Bericht erzielen méchten. Mit Berichterstellungstools kénnen Sie Berichte einfach erstellen und
bendtigen dafir moglicherweise nicht viel Planung. Es ist jedoch ratsam, sich beim Berichtsanforderer tUber die
Berichtsanforderungen zu informieren.

« Identifizieren Sie die genaue Frage, die Sie beantworten mochten. Beispiel:
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o Wie viel Kapazitat habe ich noch?
> Wie hoch sind die Rickbuchungskosten pro Geschaftseinheit?

o Wie hoch ist die Kapazitat pro Ebene, um sicherzustellen, dass die Geschéaftseinheiten auf der
richtigen Speicherebene ausgerichtet sind?

o Wie kann ich den Strom- und Kuhlbedarf prognostizieren? (Fliigen Sie benutzerdefinierte Metadaten
hinzu, indem Sie den Ressourcen Anmerkungen hinzufiigen.)

* Identifizieren Sie die Datenelemente, die Sie zur Unterstiitzung der Antwort bendtigen.

« Identifizieren Sie die Beziehungen zwischen Daten, die Sie in der Antwort sehen méchten. Bauen Sie in
Ihrer Frage keine unlogischen Zusammenhange ein, wie zum Beispiel: ,lch méchte die Ports sehen, die mit
der Kapazitat in Zusammenhang stehen.”

* Identifizieren Sie alle fur die Daten erforderlichen Berechnungen.
» Bestimmen Sie, welche Filtertypen erforderlich sind, um die Ergebnisse einzugrenzen.
» Bestimmen Sie, ob Sie aktuelle oder historische Daten verwenden mussen.

« Stellen Sie fest, ob Sie Zugriffsrechte fiir Berichte festlegen missen, um die Daten auf bestimmte
Zielgruppen zu beschranken.

* Legen Sie fest, wie der Bericht verteilt wird. Soll es beispielsweise nach einem festgelegten Zeitplan per E-
Mail versendet oder in den Ordnerbereich , Teaminhalte“ aufgenommen werden?

» Bestimmen Sie, wer den Bericht pflegen soll. Dies kann sich auf die Komplexitat des Designs auswirken.

» Erstellen Sie ein Modell des Berichts.

Tipps zum Gestalten von Berichten

Beim Entwerfen von Berichten kdnnen lhnen einige Tipps hilfreich sein.
» Bestimmen Sie, ob Sie aktuelle oder historische Daten verwenden muissen.

Die meisten Berichte missen nur Uber die neuesten in Data Infrastructure Insights verfiigbaren Daten
berichten.

 Data Infrastructure Insights Reporting bietet historische Informationen zu Kapazitat und Leistung, jedoch
nicht zum Inventar.

 Jeder sieht alle Daten. Mdglicherweise mussen Sie die Daten jedoch auf bestimmte Zielgruppen
beschranken.

Um die Informationen fiir verschiedene Benutzer zu segmentieren, kdnnen Sie Berichte erstellen und
Zugriffsberechtigungen dafiir festlegen.

Berichtsdatenmodelle

Data Infrastructure Insights umfasst mehrere Datenmodelle, aus denen Sie entweder vordefinierte Berichte
auswahlen oder Ihren eigenen benutzerdefinierten Bericht erstellen kénnen.

Jedes Datenmodell enthalt einen einfachen Data Mart und einen erweiterten Data Mart:

* Der einfache Data Mart bietet schnellen Zugriff auf die am haufigsten verwendeten Datenelemente und
enthalt nur den letzten Snapshot der Data Warehouse-Daten; historische Daten sind nicht enthalten.

 Der erweiterte Data Mart bietet alle im einfachen Data Mart verfligbaren Werte und Details und umfasst
den Zugriff auf historische Datenwerte.
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Kapazitatsdatenmodelle

Ermdoglicht Thnen, Fragen zur Speicherkapazitat, Dateisystemauslastung, internen Volumekapazitat,
Portkapazitat, Qtree-Kapazitat und Kapazitat virtueller Maschinen (VM) zu beantworten. Das
Kapazitatsdatenmodell ist ein Container flir mehrere Kapazitatsdatenmodelle. Mit diesem Datenmodell kbnnen
Sie Berichte erstellen, die verschiedene Arten von Fragen beantworten:

Datenmodell fiir Speicher und Speicherpoolkapazitit

Ermdglicht Ihnen, Fragen zur Ressourcenplanung der Speicherkapazitat zu beantworten, einschlieflich
Speicher und Speicherpools, und umfasst sowohl physische als auch virtuelle Speicherpooldaten. Dieses
einfache Datenmodell kann lhnen dabei helfen, Fragen zur Kapazitat auf der Etage und zur Kapazitatsnutzung
von Speicherpools nach Ebene und Rechenzentrum im Zeitverlauf zu beantworten. Wenn Sie mit der
Kapazitatsberichterstattung noch nicht vertraut sind, sollten Sie mit diesem Datenmodell beginnen, da es sich
um ein einfacheres, zielgerichteteres Datenmodell handelt. Mithilfe dieses Datenmodells konnen Sie Fragen
wie die folgenden beantworten:

« Wann wird voraussichtlich die Kapazitatsschwelle von 80 % meines physischen Speichers erreicht?

» Wie grol ist die physische Speicherkapazitat eines Arrays fir eine bestimmte Ebene?

» Wie hoch ist meine Speicherkapazitat nach Hersteller und Familie sowie nach Rechenzentrum?

» Wie ist der Trend zur Speicherauslastung eines Arrays fir alle Ebenen?

* Welches sind meine Top 10 Speichersysteme mit der hochsten Auslastung?

* Wie ist der Trend zur Speicherauslastung der Speicherpools?

* Wie viel Kapazitat ist bereits vergeben?

* Welche Kapazitat steht zur Zuteilung zur Verfigung?

Datenmodell zur Dateisystemnutzung

Dieses Datenmodell bietet Einblick in die Kapazitatsauslastung durch Hosts auf Dateisystemebene.
Administratoren kénnen die zugewiesene und verwendete Kapazitat pro Dateisystem ermitteln, den Typ des
Dateisystems bestimmen und Trendstatistiken nach Dateisystemtyp identifizieren. Mit diesem Datenmodell
kdénnen Sie folgende Fragen beantworten:

* Wie grol} ist das Dateisystem?

* Wo werden die Daten gespeichert und wie wird darauf zugegriffen, beispielsweise lokal oder SAN?

» Was sind die historischen Trends bei der Dateisystemkapazitat? Welchen zukinftigen Bedarf kénnen wir
auf dieser Grundlage voraussehen?

Datenmodell fiir die interne Volumekapazitat

Ermaoglicht Ihnen, Fragen zur genutzten Kapazitat des internen Volumes, zur zugewiesenen Kapazitat und zur
Kapazitatsnutzung im Zeitverlauf zu beantworten:
» Welche internen Volumes haben eine Auslastung, die Gber einem vordefinierten Schwellenwert liegt?

» Welche internen Volumina laufen aufgrund eines Trends Gefahr, ihre Kapazitaten zu erreichen? 8 Wie
hoch ist die genutzte Kapazitat im Vergleich zur zugewiesenen Kapazitat auf unseren internen
Datentragern?
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Datenmodell fiir die Portkapazitat

Ermdglicht Ihnen, Fragen zur Switch-Port-Konnektivitat, zum Port-Status und zur Port-Geschwindigkeit im
Zeitverlauf zu beantworten. Sie kdnnen Fragen wie die folgenden beantworten, um die Anschaffung neuer
Switches zu planen: Wie kann ich eine Port-Verbrauchsprognose erstellen, die die Ressourcenverfiigbarkeit
(Portverfugbarkeit) vorhersagt (je nach Rechenzentrum, Switch-Anbieter und Portgeschwindigkeit)?

* Welche Ports werden voraussichtlich nicht mehr Gber ausreichende Kapazitaten verfigen, was die
Datengeschwindigkeit, das Rechenzentrum, den Anbieter und die Anzahl der Host- und Speicherports
betrifft?

» Wie entwickeln sich die Kapazitaten der Switch-Ports im Laufe der Zeit?
* Wie hoch sind die Portgeschwindigkeiten?

» Welche Art von Portkapazitat wird bendétigt und welcher Organisation steht ein bestimmter Porttyp oder
Anbieter bald nicht mehr zur Verfligung?

* Wann ist der optimale Zeitpunkt, diese Kapazitat zu erwerben und bereitzustellen?

Qtree-Kapazitatsdatenmodell

Ermoglicht IThnen, die Qtree-Auslastung (mit Daten wie genutzte Kapazitat im Vergleich zur zugewiesenen
Kapazitat) im Zeitverlauf zu verfolgen. Sie kdnnen die Informationen nach verschiedenen Dimensionen
anzeigen, beispielsweise nach Geschaftseinheit, Anwendung, Ebene und Servicelevel. Mit diesem
Datenmodell kdnnen Sie folgende Fragen beantworten:

* Wie hoch ist die genutzte Kapazitat fir Qtrees im Vergleich zu den pro Anwendung oder Geschéftseinheit
festgelegten Grenzwerten?

» Wie entwickeln sich unsere genutzten und freien Kapazitaten, damit wir eine Kapazitatsplanung
durchfihren kénnen?

* Welche Geschaftseinheiten nutzen die grofite Kapazitat?

* Welche Anwendungen verbrauchen die meiste Kapazitat?

VM-Kapazititsdatenmodell

Ermoglicht Ihnen, Berichte Uber lhre virtuelle Umgebung und deren Kapazitatsauslastung zu erstellen. Mit
diesem Datenmodell kénnen Sie ber Anderungen der Kapazitatsnutzung im Zeitverlauf fiir VMs und
Datenspeicher berichten. Das Datenmodell bietet auch Thin Provisioning- und Chargeback-Daten fur virtuelle
Maschinen.

» Wie kann ich die Kapazitatsriickbelastung basierend auf der fir VMs und Datenspeicher bereitgestellten
Kapazitat ermitteln?

* Welche Kapazitat wird von VMs nicht genutzt und welcher ungenutzte Anteil ist frei, verwaist oder
anderweitig?

* Was mussen wir aufgrund der Konsumtrends kaufen?

» Welche Einsparungen bei der Speichereffizienz erziele ich durch den Einsatz von Storage Thin
Provisioning- und Deduplizierungstechnologien?

Kapazitaten im VM-Kapazitatsdatenmodell werden von virtuellen Datentragern (VMDKSs) tibernommen. Dies
bedeutet, dass die bereitgestellte Grolze einer VM unter Verwendung des VM-Kapazitatsdatenmodells der
GroRe ihrer virtuellen Datentrager entspricht. Dies unterscheidet sich von der bereitgestellten Kapazitat in der
Ansicht ,Virtuelle Maschinen® in Data Infrastructure Insights, die die bereitgestellte Grofie fir die VM selbst
anzeigt.
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Datenmodell ,,Volume Capacity*

Ermdglicht Ihnen, alle Aspekte der Volumes auf Ihrem Mandanten zu analysieren und Daten nach Anbieter,
Modell, Ebene, Servicelevel und Rechenzentrum zu organisieren.

Sie kdnnen die Kapazitat im Zusammenhang mit verwaisten Volumes, ungenutzten Volumes und
Schutzvolumes (fur die Replikation verwendet) anzeigen. Sie kdnnen auch verschiedene Volume-Technologien
(iSCSI oder FC) sehen und virtuelle Volumes mit nicht-virtuellen Volumes hinsichtlich Array-
Virtualisierungsproblemen vergleichen.

Mit diesem Datenmodell kbnnen Sie Fragen wie die folgenden beantworten:

* Welche Volumes haben eine Auslastung, die Gber einem vordefinierten Schwellenwert liegt?
* Wie ist der Trend in meinem Rechenzentrum hinsichtlich der Kapazitat verwaister Datentrager?
» Wie viel meiner Rechenzentrumskapazitat ist virtualisiert oder Thin Provisioning-basiert?

» Wie viel meiner Rechenzentrumskapazitat muss fur die Replikation reserviert werden?

Chargeback-Datenmodell

Ermaoglicht Ihnen, Fragen zur verwendeten Kapazitat und zur zugewiesenen Kapazitat von
Speicherressourcen (Volumes, interne Volumes und Qtrees) zu beantworten. Dieses Datenmodell bietet
Informationen zur Speicherkapazitatsriickbelastung und Verantwortlichkeit nach Hosts, Anwendungen und
Geschéftseinheiten und umfasst sowohl aktuelle als auch historische Daten. Berichtsdaten kénnen nach
Servicelevel und Speicherebene kategorisiert werden.

Sie kdnnen dieses Datenmodell verwenden, um Rickbuchungsberichte zu erstellen, indem Sie die von einer
Geschaftseinheit genutzte Kapazitat ermitteln. Mit diesem Datenmodell kdnnen Sie einheitliche Berichte fir
mehrere Protokolle erstellen (einschlieRlich NAS, SAN, FC und iSCSI).

» Bei Speichern ohne interne Volumes zeigen Chargeback-Berichte die Rickbuchung nach Volumes an.

» FUr Speicher mit internen Volumes:

> Wenn Geschéftseinheiten Volumen zugewiesen sind, zeigen Rickbuchungsberichte die Rickbuchung
nach Volumen an.

o Wenn Geschaftseinheiten nicht Volumes, sondern Qtrees zugewiesen sind, zeigen Chargeback-
Berichte Chargebacks nach Qtrees an.

o Wenn Geschéftseinheiten keinen Volumes und keinen Qtrees zugewiesen sind, zeigen Chargeback-
Berichte das interne Volume an.

> Die Entscheidung, ob Chargeback nach Volume, Qtree oder internem Volume angezeigt wird, wird fur
jedes interne Volume einzeln getroffen. Daher ist es mdglich, dass verschiedene interne Volumes im
selben Speicherpool Chargebacks auf unterschiedlichen Ebenen anzeigen.

Kapazitatsfakten werden nach einem Standardzeitintervall geldscht. Einzelheiten finden Sie unter Data
Warehouse-Prozesse.

Berichte, die das Chargeback-Datenmodell verwenden, zeigen moglicherweise andere Werte an als Berichte,
die das Speicherkapazitats-Datenmodell verwenden.

» Bei Speicher-Arrays, die keine NetApp Speichersysteme sind, sind die Daten aus beiden Datenmodellen
identisch.

* Bei NetApp und Celerra-Speichersystemen basiert das Chargeback-Datenmodell auf einer einzelnen
Ebene (aus Volumes, internen Volumes oder Qtrees) zur Berechnung der Gebuhren, wahrend das Storage
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Capacity-Datenmodell auf mehreren Ebenen (aus Volumes und internen Volumes) zur Berechnung der
Gebuhren basiert.

Inventardatenmodell

Ermdglicht Ihnen, Fragen zu Inventarressourcen zu beantworten, darunter Hosts, Speichersysteme, Switches,
Festplatten, Bander, Qtrees, Kontingente, virtuelle Maschinen und Server sowie generische Gerate. Das
Inventory-Datenmodell umfasst mehrere Submarts, mit denen Sie Informationen zu Replikationen, FC-Pfaden,
iISCSI-Pfaden, NFS-Pfaden und Verstolien anzeigen kdnnen. Das Inventardatenmodell enthalt keine
historischen Daten. Fragen, die Sie mit diesen Daten beantworten kénnen

* Welche Vermdgenswerte habe ich und wo sind sie?

» Wer nutzt die Vermbgenswerte?

* Welche Arten von Geraten habe ich und was sind die Komponenten dieser Gerate?

* Wie viele Hosts pro Betriebssystem habe ich und wie viele Ports sind auf diesen Hosts vorhanden?

* Welche Speicher-Arrays pro Anbieter sind in jedem Rechenzentrum vorhanden?

» Wie viele Switches pro Anbieter habe ich in jedem Rechenzentrum?

» Wie viele Ports sind nicht lizenziert?

* Welche Bander von welchem Anbieter verwenden wir und wie viele Ports sind auf jedem Band vorhanden?
Werden alle generischen Gerate identifiziert, bevor wir mit der Arbeit an den Berichten beginnen?

* Wie lauten die Pfade zwischen Hosts und Speichervolumes oder Bandern?

» Welche Pfade gibt es zwischen generischen Geraten und Speichervolumes oder Bandern?
» Wie viele VerstoRRe jedes Typs habe ich pro Rechenzentrum?

* Was sind fir jedes replizierte Volume die Quell- und Zielvolumes?

* Gibt es Firmware-Inkompatibilitaten oder nicht Gbereinstimmende Portgeschwindigkeiten zwischen Fibre
Channel-Host-HBAs und Switches?

Leistungsdatenmodell

Ermdglicht Ihnen, Fragen zur Leistung von Volumes, Anwendungsvolumes, internen Volumes, Switches,
Anwendungen, VMs, VMDKs, ESX im Vergleich zu VM, Hosts und Anwendungsknoten zu beantworten. Viele
davon melden stindliche Daten, tagliche Daten oder beides. Mithilfe dieses Datenmodells kénnen Sie Berichte
erstellen, die verschiedene Arten von Fragen zum Leistungsmanagement beantworten:

* Welche Volumes oder internen Volumes wurden wahrend eines bestimmten Zeitraums nicht verwendet
oder nicht aufgerufen?

» Kénnen wir eine mogliche Fehlkonfiguration des Speichers fur eine Anwendung (unbenutzt) genau
bestimmen?

* Wie war das allgemeine Zugriffsverhaltensmuster fir eine Anwendung?
» Werden die abgestuften Volumes einer bestimmten Anwendung entsprechend zugewiesen?

« Kénnten wir fir eine derzeit laufende Anwendung giinstigeren Speicher verwenden, ohne dass dies
Auswirkungen auf die Anwendungsleistung hat?

* Welche Anwendungen flihren zu mehr Zugriffen auf den aktuell konfigurierten Speicher?
Wenn Sie die Switch-Leistungstabellen verwenden, kénnen Sie die folgenden Informationen erhalten:

* Ist mein Host-Verkehr Uber verbundene Ports ausgeglichen?
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* Welche Switches oder Ports weisen eine hohe Fehleranzahl auf?

» Welche Switches werden basierend auf der Portleistung am haufigsten verwendet?
» Welche Switches werden auf Grundlage der Portleistung nicht ausreichend genutzt?
* Wie hoch ist der Trenddurchsatz des Hosts basierend auf der Portleistung?

* Wie hoch war die Leistungsauslastung fur die letzten X Tage fur einen bestimmten Host, ein bestimmtes
Speichersystem, ein bestimmtes Band oder einen bestimmten Switch?

* Welche Gerate erzeugen Verkehr auf einem bestimmten Switch (z. B. welche Gerate sind fur die Nutzung
eines stark ausgelasteten Switches verantwortlich)?

» Wie hoch ist der Durchsatz fiir eine bestimmte Geschéftseinheit in unserer Umgebung?
Wenn Sie die Festplattenleistungstabellen verwenden, kénnen Sie die folgenden Informationen erhalten:
* Wie hoch ist der Durchsatz fir einen bestimmten Speicherpool basierend auf den Daten zur
Festplattenleistung?
» Welcher Speicherpool wird am haufigsten genutzt?
» Wie hoch ist die durchschnittliche Festplattenauslastung fir einen bestimmten Speicher?

» Wie ist der Nutzungstrend fiir ein Speichersystem oder einen Speicherpool basierend auf den Daten zur
Festplattenleistung?

* Wie ist die Entwicklung der Datentragernutzung fir einen bestimmten Speicherpool?
Wenn Sie VM- und VMDK-Leistungstabellen verwenden, kénnen Sie die folgenden Informationen erhalten:

 Erbringt meine virtuelle Umgebung die optimale Leistung?
* Welche VMDKs melden die héchsten Arbeitslasten?

* Wie kann ich die von VMDs, die verschiedenen Datenspeichern zugeordnet sind, gemeldete Leistung
nutzen, um Entscheidungen tUber die Neuklassifizierung zu treffen?

Das Leistungsdatenmodell enthalt Informationen, die Ihnen dabei helfen, die Eignung von Ebenen,
Speicherfehlkonfigurationen flir Anwendungen und die letzten Zugriffszeiten von Volumes und internen
Volumes zu bestimmen. Dieses Datenmodell stellt Daten wie Antwortzeiten, |IOPs, Durchsatz, Anzahl
ausstehender Schreibvorgange und Zugriffsstatus bereit.

Datenmodell zur Speichereffizienz

Ermdglicht Ihnen, den Speichereffizienzwert und das Speicherpotenzial im Laufe der Zeit zu verfolgen. In
diesem Datenmodell werden nicht nur Messungen der bereitgestellten Kapazitat gespeichert, sondern auch
die Menge, die verwendet oder verbraucht wird (die physikalische Messung). Wenn beispielsweise Thin
Provisioning aktiviert ist, zeigt Data Infrastructure Insights an, wie viel Kapazitat vom Gerat genutzt wird. Sie
kénnen dieses Modell auch verwenden, um die Effizienz bei aktivierter Deduplizierung zu bestimmen. Mithilfe
des Datamarts zur Speichereffizienz kdnnen Sie verschiedene Fragen beantworten:

» Wie hoch sind unsere Einsparungen bei der Speichereffizienz durch die Implementierung von Thin
Provisioning- und Deduplizierungstechnologien?

* Wie hoch sind die Speichereinsparungen in den Rechenzentren?

* Wann missen wir auf der Grundlage historischer Kapazitatstrends zusatzlichen Speicher kaufen?

» Welche Kapazitatssteigerung wirde es geben, wenn wir Technologien wie Thin Provisioning und
Deduplizierung aktivieren wirden?
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* Bin ich jetzt hinsichtlich der Speicherkapazitat gefahrdet?

Fakten- und Dimensionstabellen des Datenmodells

Jedes Datenmodell enthalt sowohl Fakten- als auch Dimensionstabellen.

» Faktentabellen: Enthalten gemessene Daten, beispielsweise Menge, Roh- und Nutzkapazitat. Enthalten
Fremdschlussel zu Dimensionstabellen.

» Dimensionstabellen: Enthalten beschreibende Informationen zu Fakten, beispielsweise Rechenzentren
und Geschéaftseinheiten. Eine Dimension ist eine Struktur, die haufig aus Hierarchien besteht und Daten
kategorisiert. Dimensionsattribute helfen bei der Beschreibung der Dimensionswerte.

Mithilfe unterschiedlicher oder mehrerer Dimensionsattribute (die in den Berichten als Spalten angezeigt
werden) erstellen Sie Berichte, die auf Daten fir jede im Datenmodell beschriebene Dimension zugreifen.

In Datenmodellelementen verwendete Farben

Die Farben der Datenmodellelemente haben unterschiedliche Bedeutungen.

* Gelbe Assets: Stellen Messungen dar.

* Nicht gelbe Vermogenswerte: Stellen Attribute dar. Diese Werte werden nicht aggregiert.

Verwenden mehrerer Datenmodelle in einem Bericht

Normalerweise verwenden Sie ein Datenmodell pro Bericht. Sie kdnnen jedoch einen Bericht schreiben, der
Daten aus mehreren Datenmodellen kombiniert.

Um einen Bericht zu schreiben, der Daten aus mehreren Datenmodellen kombiniert, wahlen Sie eines der
Datenmodelle als Basis aus und schreiben Sie dann SQL-Abfragen, um auf die Daten aus den zusatzlichen
Data Marts zuzugreifen. Mit der SQL-Join-Funktion kénnen Sie die Daten aus den verschiedenen Abfragen in
einer einzigen Abfrage kombinieren, die Sie zum Schreiben des Berichts verwenden kdnnen.

Angenommen, Sie mochten die aktuelle Kapazitat fur jedes Speicherarray und benutzerdefinierte
Anmerkungen zu den Arrays erfassen. Sie kdnnten den Bericht mithilfe des Datenmodells ,Speicherkapazitat"
erstellen. Sie konnten die Elemente aus den Tabellen ,Aktuelle Kapazitat“ und ,Dimension“ verwenden und
eine separate SQL-Abfrage hinzufiigen, um auf die Anmerkungsinformationen im Inventardatenmodell
zuzugreifen. Schliel3lich kdnnen Sie die Daten kombinieren, indem Sie die Inventarspeicherdaten mithilfe des
Speichernamens und der Verknlpfungskriterien mit der Speicherdimensionstabelle verkntpfen.

Zugriff auf die Berichtsdatenbank tliber die API

Die leistungsstarke API von Data Infrastructure Insights ermdglicht es Benutzern, die
Data Infrastructure Insights Reporting-Datenbank direkt abzufragen, ohne die Cognos
Reporting-Umgebung zu durchlaufen.

@ Diese Dokumentation bezieht sich auf die Data Infrastructure Insights -Berichtsfunktion, die in
der Data Infrastructure Insights Premium Edition verfugbar ist.

Odata
Die Data Infrastructure Insights Reporting API folgt dem"OData v4" (Open Data Protocol)-Standard fur die

Abfrage der Reporting-Datenbank. Weitere Informationen und weitere Informationen finden Sie unter"dieses
Tutorial" auf OData.
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https://www.odata.org/
https://www.odata.org/getting-started/basic-tutorial/
https://www.odata.org/getting-started/basic-tutorial/

Alle Anfragen beginnen mit der URL https.//< Data Infrastructure Insights URL>/rest/v1/dwh-
management/odata

Generieren eines API-Schliissels

Lesen Sie mehr Uber"APIs fur Data Infrastructure Insights" .
Gehen Sie wie folgt vor, um einen API-Schlissel zu generieren:

» Melden Sie sich bei Ihrer Data Infrastructure Insights Umgebung an und wahlen Sie Admin > API-Zugriff.
« Klicken Sie auf ,+ API-Zugriffstoken®.

* Geben Sie einen Namen und eine Beschreibung ein.

* Wahlen Sie als Typ ,Data Warehouse® aus.

* Legen Sie die Berechtigungen auf Lesen/Schreiben fest.

* Legen Sie ein gewiinschtes Ablaufdatum fest.

« Klicken Sie auf ,Speichern®, kopieren Sie dann den Schlissel und speichern Sie ihn an einem sicheren
Ort. Auf den vollstandigen Schlissel kdnnen Sie spater nicht mehr zugreifen.

APlkeys sind gut firSync oder Async .

Direkte Abfrage von Tabellen

Mit dem vorhandenen API-Schliissel sind nun direkte Abfragen der Reporting-Datenbank mdglich. Lange
URLs kénnen zu Anzeigezwecken auf https://.../odata/ vereinfacht werden, anstatt auf die vollstdndige Version
https://< Data Infrastructure Insights URL>/rest/v1/dwh-management/odata/

Versuchen Sie es mit einfachen Abfragen wie

* https://< URL der Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_custom
* https://< URL der Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory
* https://< URL der Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory/storage
* https://< URL der Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory/disk
* https://.../odata/dwh_custom/custom_queries

REST-API-Beispiele

Die URL fir alle Aufrufe lautet https://< Data Infrastructure Insights URL>/rest/v1/dwh-management/odata.
* GET /Aschema}/** — Ruft Daten aus der Berichtsdatenbank ab.

Format: https://< Data Infrastructure Insights -URL>/rest/v1/dwh-management/odata/<schema_name>/<query>

Beispiel:

https://<domain>/rest/vl/dwh-
management/odata/dwh inventory/fabric?$count=true&$orderby=name
Ergebnis:
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API_Overview.html

"Qodata.context": "Smetadata#fabric",

"@Qodata.count": 2,
"value": [
{

"id": 851,
"identifier": "10:00:50:EB:1A:40:3B:44",
"wwn": "10:00:50:EB:1A:40:3B:44",
"name": "10:00:50:EB:1A:40:3B:44",
"vsanEnabled": "0O",

"vsanId": null,

"zoningEnabled": "O",

"url": "https://<domain>/web/#/assets/fabrics/941716"
bo
{

"id": 852,

"identifier": "10:00:50:EB:1A:40:44:0C",

"wwn": "10:00:50:EB:1A:40:44:0C",

"name": "10:00:50:EB:1A:40:44:0C",

"vsanEnabled": "0",

"vsanId": null,
"zoningEnabled": "O",

"url": "https://<domain>/web/#/assets/fabrics/941836"

Hilfreiche Hinweise

Beachten Sie beim Arbeiten mit Reporting-API-Abfragen Folgendes.

* Die Abfragenutzlast muss eine gultige JSON-Zeichenfolge sein
» Die Abfragenutzlast muss in einer einzigen Zeile enthalten sein
* Doppelte Anflhrungszeichen missen maskiert werden, d. h. \"
» Tabs werden als \t unterstutzt

* Vermeiden Sie Kommentare

» Tabellennamen in Kleinbuchstaben werden unterstuitzt
Zusatzlich:

« 2 Header sind erforderlich:
o Name ,X-CloudInsights-ApiKey*
o Attributwert ,<apikey>*

Ihr API-Schlissel ist spezifisch fir lhre Data Infrastructure Insights Umgebung.
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Synchron oder asynchron?

StandardmaRig wird ein API-Befehl im synchronen Modus ausgefiihrt, d. h. Sie senden die Anfrage und die
Antwort wird sofort zurlickgegeben. Manchmal kann die Ausfiihrung einer Abfrage jedoch sehr lange dauern,
was zu einer Zeitliberschreitung der Anforderung fihren kann. Um dies zu umgehen, kdnnen Sie eine Anfrage
asynchron ausfiuhren. Im asynchronen Modus gibt die Anfrage eine URL zuriick, Uber die die Ausfihrung
Uberwacht werden kann. Die URL gibt das Ergebnis zuriick, wenn es fertig ist.

Um eine Abfrage im asynchronen Modus auszufiihren, fligen Sie den Header hinzu Prefer: respond-
async auf die Anfrage. Bei erfolgreicher Ausfiihrung enthalt die Antwort die folgenden Header:

Status Code: 202 (which means ACCEPTED)

preference-applied: respond-async

location: https://<Data Infrastructure Insights URL>/rest/vl/dwh-
management/odata/dwh custom/asyncStatus/<token>

Bei der Abfrage der Standort-URL werden dieselben Header zurlickgegeben, wenn die Antwort noch nicht
bereit ist, oder der Status 200, wenn die Antwort bereit ist. Der Antwortinhalt ist vom Typ Text und enthalt den
HTTP-Status der urspriinglichen Abfrage und einige Metadaten, gefolgt von den Ergebnissen der
ursprunglichen Abfrage.

HTTP/1.1 200 OK

OData-Version: 4.0

Content-Type: application/json;odata.metadata=minimal
oDataResponseSizeCounted: true

{ <JSON_RESPONSE> }

Um eine Liste aller asynchronen Abfragen und deren Bereitschaft anzuzeigen, verwenden Sie den folgenden
Befehl:

GET https://<Data Infrastructure Insights URL>/rest/v1/dwh-
management/odata/dwh custom/asyncList
Die Antwort hat das folgende Format:
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"queries" : [
{

"Query": "https://<Data Infrastructure Insights
URL>/rest/v1/dwh-
management/odata/dwh custom/heavy left join3?$count=true",

"Location": "https://<Data Infrastructure Insights
URL>/rest/vl/dwh-management/odata/dwh custom/asyncStatus/<token>",

"Finished": false

Veroffentlichung und Aufhebung der Veroéffentlichung von Anmerkungen fur
Berichte

Veroffentlichung und Aufhebung der Veroéffentlichung von Anmerkungen fiir Berichte

Erfahren Sie, wie Sie Anmerkungen zur Verwendung in Berichten und im Data
Warehouse veroffentlichen und wie Sie Anmerkungen ordnungsgemal} wieder entfernen,
wenn sie nicht mehr bendtigt werden.

Veroffentlichung von Anmerkungen fiir Berichte

Nachdem Sie in Data Infrastructure Insights Annotationen erstellt haben, kdnnen Sie diese zur Verwendung in
der Berichterstellung verdffentlichen.

Schritte zum Veroéffentlichen von Anmerkungen

1. Navigieren Sie zur Seite Observability > Enrich > Annotations und wahlen Sie die Registerkarte
Annotations for Reporting aus.

2. Suchen Sie die Anmerkung, die Sie veroffentlichen mochten.

3. Wahlen Sie die Anmerkung aus und wahlen Sie In Berichten veréffentlichen. Sie kdnnen die Annotation
auch auf historische Daten anwenden, sodass sie beim Ausfiihren von Verlaufsberichten verwendet
werden kann.

4. Nach der Veroffentlichung steht die Annotation fir die Verwendung in Berichten zur Verfligung.

5. Die Annotationen werden nach dem nachsten ETL-Lauf zur Verwendung in der Berichterstellung
veroffentlicht.

Alle Berichte, die auf die Annotation Bezug nehmen, verwenden die verdffentlichten Werte.
Wenn Sie eine Anmerkung nach der Verdffentlichung andern, missen Sie sie moglicherweise
erneut verdffentlichen, damit diese Anderungen in den Berichten wirksam werden.

Veroffentlichung von Anmerkungen fiir die Berichterstellung aufheben

Es kann vorkommen, dass Sie Anmerkungen entfernen oder deren Veroffentlichung aufheben missen, damit
sie in der Berichterstellung nicht mehr verwendet werden. Beispielsweise kann eine Anmerkung nicht mehr
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bendtigt werden oder veraltete Informationen enthalten, die nicht in Berichten erscheinen sollten.

Schritte zum Aufheben der Veréffentlichung von Anmerkungen

Bevor Sie eine Anmerkung entfernen, beachten Sie bitte, dass diese Aktion Auswirkungen auf alle
bestehenden Berichte hat, die diese Anmerkung verwenden. Berichte missen gegebenenfalls redaktionell
bearbeitet oder durch professionelle Dienstleistungen unterstiitzt werden, um die Anmerkungsverweise zu
entfernen.

1. Navigieren Sie in der Benutzeroberflache von Data Infrastructure Insights zur Registerkarte Anmerkungen
fur die Berichterstellung.
2. Suchen Sie die Anmerkung, die Sie entfernen méchten.

3. Fur jedes Objekt, bei dem die Annotation veroéffentlicht ist, deaktivieren Sie die Annotation und wahlen Sie
Speichern.

4. Entfernen Sie alle Abfragen oder Regeln, die noch auf die Annotation verweisen, um sicherzustellen, dass
sie nicht als ,in Verwendung“ markiert ist.

5. Die Annotationen werden nach dem nachsten ETL-Lauf wieder entfernt.

6. Nach Abschluss des ETL-Prozesses kann die Annotation aus der Liste der Annotationen geléscht werden,
wenn sie auf Mandantenseite nicht mehr benétigt wird.

Annotationen werden so lange im Data Warehouse angezeigt, bis sie ordnungsgemaR entfernt
werden. Wenn man eine Anmerkung einfach von der Seite ,Anmerkungen® I6scht, ohne sie

@ vorher zu deaktivieren, bleiben veraltete Daten zuriick, die moglicherweise in bestehenden
Berichten erscheinen. Um eine vollstandige Entfernung zu gewahrleisten, befolgen Sie die oben
beschriebenen Schritte zum Aufheben der Veroffentlichung.

Auswirkungen auf bestehende Berichte

Das Entfernen oder Aufheben der Verdffentlichung von Anmerkungen kann Anderungen an bestehenden
Berichten erfordern, die auf diese Anmerkungen Bezug nehmen. Beachten Sie Folgendes:
 Berichte, die die Annotation als Filter oder Dimension verwenden, mussen aktualisiert werden.

» Wird eine Annotation entfernt, ohne die abhangigen Berichte zu aktualisieren, kdnnen diese Berichte
Fehler oder unerwartete Ergebnisse liefern.

* Bei komplexen Szenarien kénnen professionelle Dienstleistungen zur Unterstitzung bei der Behebung von
Mangeln im Bericht erforderlich sein.

Es wird empfohlen, alle Berichte, die auf einer Anmerkung basieren, vor der Deaktivierung zu tberprifen.

So werden historische Daten fur die Berichterstellung aufbewahrt

Data Infrastructure Insights speichert historische Daten zur Verwendung in Berichten
basierend auf den Data Marts und der Granularitat der Daten, wie in der folgenden
Tabelle gezeigt.

Datamart Messobjekt Granularitat Aufbewahrungsfrist
Performance-Markte Volumes und interne Stindlich 14 Tage
Volumes
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Performance-Markte

Performance-Markte
Performance-Markte
Performance-Markte

Performance-Markte

Performance-Markte
Performance-Markte
Performance-Markte
Performance-Markte
Performance-Markte
Performance-Markte
Performance-Markte
Performance-Markte
Performance-Markte
Performance-Markte
Kapazitatsmarkte

Kapazitatsmarkte

Inventarmarkte

Volumes und interne
Volumes

Anwendung

Gastgeber

Switch-Leistung fiir Port

Switch-Leistung fiir Host,

Speicher und Band
Speicherknoten
Speicherknoten
VM-Leistung
VM-Leistung
Hypervisor-Leistung
Hypervisor-Leistung
VMDK-Leistung
VMDK-Leistung
Festplattenleistung

Festplattenleistung

Alle (aul3er Einzelbande)

Alle (aul3er Einzelbande)

Einzelbande

Taglich

Stiindlich
Stiindlich
Stiindlich
Stiindlich

Stundlich
Taglich
Stiindlich
Taglich
Stiindlich
Taglich
Stundlich
Taglich
Stiindlich
Taglich
Taglich

Monatsvertreter

Aktueller Stand

13 Monate

13 Monate
13 Monate
35 Tage

13 Monate

14 Tage
13 Monate
14 Tage
13 Monate
35 Tage
13 Monate
35 Tage
13 Monate
14 Tage
13 Monate
13 Monate

14 Monate und dartber

hinaus

1 Tag (oder bis zum
nachsten ETL)

Schemadiagramme fiir die Data Infrastructure Insights -Berichterstattung

Dieses Dokument enthalt Schemadiagramme fur die Berichtsdatenbank.

@ Die Berichtsfunktion ist in Data Infrastructure Insights verfligbar'Premium Edition" .

Inventar-Datamart

Die folgenden Bilder beschreiben den Inventar-Datamart.

Anmerkungen
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| | pricrity VARCHAR(255) NULL
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Tk T norwul ] =] switch_port TN, occcURL  VARGHARRSS) MULL
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= Column - zpeed VARCHAR(12) NULL
Fio INT NOT HULL — fotProtocel  VARCHAR(285)NULL
ame VARCHAR{Z56) NGT NULL j u"““ classOfService  VARCHAR(255) NULL
desription  VARCHAR(255) NULL I lshare_to_appiication IR \Bcolumn. gbicType VARCHAR(265] NULL
ignaraSharing TINVINT NULL. | Bcatum fio INT NOT HULLE active: TINYINT(1)  NOT NuLL}
pricrity VARCHAR(255) NULL ‘ | ‘ INT NOT NULI leShareld INT NOT NULL] 181 VARCHAR(288) NULL
o VARCHAR(258) NULL | ®*— — Qacmgen T el isGenerated  TINVINT(1)  NOT NuLLl
L] ooty HOT, Sk identifier  VARCHAR{TEE)NOT NUL
T T I | ?5":'2';; !I:;'\’IN'T1 bty name ARCHAR{255) NOT NULL]
£ | % protocol  ENUM noT UL
‘_ =i ‘ | ‘ | ipinterfaces TEXT NOT NULL Sin —
I | Il - 1 Scoum
l * N | | Fia INT NOT NULL]
Sl to st e | orapereai ot L
S Seem |V Do sa—" “ s b i
fid INT NOT NULL ‘ | ‘ | T ‘ identifier VARCHAR(768) NOT NULL]
#is Lkt NOTMULLY § hostia NT NOT NULL | N name VARCHAR({255)NOT NULL]
[ INT NOTNULL#— — — — — — — o — — — — — — —
IE vmld. ] INT NOT NULL} § applicationldINT el ‘ | ‘ — : 1— type VARCHAR(255) NOT NULL
F applicstionldINT TR L e 9 spolicationla  INT NOT NULLE thinProvisioningSupported  TINVINT(1)  NoOT NuLL)
inherited  TINYINT{1JNOT NULL 11 1§ intemalVolumeldNT HOT nuLL =l storage _ thinProvisioned TINVINT(1)  NOT NuL]
T S [ inherited TINYINT(1)NOT NuLL} Seolemn spaceGuarantes ENUM NULL
| * T s NGTR] dedupeEnabled TINVINT(1)  NOT NuLL}
[ @ cloneScurceld INT NULL
| neme VARCHAR(255) NOT NULLJ
| =L 11 SRt VARGHARGIE) MO RN IsstSnapsnctTime DATETIME  NULL
Scolumn L ol bl VARCHARG AN T lastinownAccessTime DATETIME  NULL
| T NT NOT NULI — — 4% INT NOT NULL #— — —<>  model VARCHAR(285) NULL s VARCHAR(ZEE) NCT NULL
Prtorsgeld  INT NOT NULL manufacturer (M ORC . L. — & uinusiStersge VARCHAR(255) NULL
| Dare AARGA O INumber VARCHAR(255) NULL
dentif VARCHAR[TES) NOT NULL applicationld INT NOT NULL sefialiom protectionType VARCHAR(255) NULL
-_— rOE) ‘ | migocodeVersion  VARGHAR(255) NULL
| o VARCHAR{1024) NOT NULI nasnPosiEligiility ENUM NULL
rawCapacityMB  BIGINT NULL
o VARCHAR{ZE5) NULL dedupeRatio FLOAT NULL
spareRawCapacityMB BIGINT NULL o ] »
e VARCHAR(2E5) NULL t totalAllccatedCapacityMB  BIGINT NOT NULY
| manviecturer  vaRcHaRgzss) nuL | | | ettt S e | totallsedCapacitMB BIGINT NOT UL
installedMemoryMBJARCHAR{ZES) NULL "‘E:W| i e totalUsedCapacityFromDeviceMBBIGINT NULL
| hostFsFreeGB  WARCHAR[ZS5) NULL ‘ | G | gatsAllocatedCapacityMB BIGINT NULL
manageURL VARCHAR(285) NULL
hostFsTotalGE WVARCHAR{(ZES) NULL ‘ | o VARCHARESS) NULL | datalsedCapacityMB BIGINT MULL
| hostFslsedGB  VARCHAR(ZES) NULL nily snapshotdllccstedCapacitylB  BIGINT NULL
S SRR | adne O e snapshotUsedCapacityMB BIGINT NULL
| S i dataCenter VARCHAR(255) NOT NULLJ
SR VARCHAR(ZEE) NULL rawTaUsableRatia FLOAT NOT HuL]
isVirtual TINVINT(T)  NULL
I otherlisedCapscityME: BIGINT NULL
nicCount WARCHAR(255) NULL
cluster TINVINT(1)  NULL
nicSpesd VARCHAR{ZES) NULL ‘ | quee_b_m_" = e | otherAlloratedCapacityMB BIGINT MULL
| active TINYINT(1)  NULL Sicolumn e e
‘ 5 VARCHAR(ZES) NULL ‘ |_ AT o T | compressi n;::;blaa :Lhcl:::m: :3ILNLILL
dataCenter WARCHAR[ZE5) NOT NULL | F spplicaiondINT ST T | zl":wﬁlbn io Bl
| Bowews wr  vorwale —— — g ——————— | 3 s e
| | inherited  TINYINT(1)NOT NULI T |
\

|
| =Hcolumn |
} i S ot rm— Do o e—
_viral_machine PRy Scelumn ¥ stormgeld ) SEE L |
Scolumn e INT ot nuLLl ‘-—c; e :"T :ﬂi . T = INT T NuLL
fid INT NOT NUL § applicationldINT NOT NULYJ :am VARcmR(zsamuLL | f intemalvolumeld INT NOT NULL]
 nostia INT NULL @ volumeld  INT NOT UL label WARCHAR! | 9 somoedi Ay Hor
maid VARCHAR(265) NULL Lrheried thinFrovisioned TINVINT(1)  NOT NULL} | [ ]
name VARGHAR(255) NULL cspaciMB BIGINT NnOT NULL] — = neme e
dnsiame VARCHAR(255] NULL consumedCapscityMB BIGINT oEpaegs < ouotot edCapereil MR I
ips VARCHAR{4058) NULL rawCapacityMB BIGINT NOT NULL g en L i
powsrStste. ENUM NOT NULL type VARCHAR[258) NULL. quotallaiCagechin, S oICHoE N
powerStateChangeTimeDATETIME NULL replicaSource TINYINT{1) NULL e L L
guestState ENUM HOT NUL replicaTarget TINVINT{1)  NULL secitlySiyle Zadie N
oz VARCHAR(255] NULL snapshot TINYINT(1)  NULL Aehe AR
amoer i RE oy i e oplods TINYINT(1)  NOT NuLL}
memary BIGINT NULL diskGroup VARCHAR255) NULL
dataStoreld INT HULL meta TINVINT(1)  NULL
naturalKey VARCHAR(255) NULL virtua|Storage VARCHAR(2E5) NULL
virtualCenterlp vmcmre{zss; NULL hesd VARGHAR{2EE) NUILL
provisionedCapecityMB BIGINT uLL protectionType: VAREHAR(ZB&)NULL
usedCapacityMs BIGINT sutoTieringPaligyld  INT
url VARCHAR(255) NULL autoTiering TINYINT{1) NOT NULL
lsstnownAcosssTime DATETIME  NULL.
wittenCapaciyMB  BIGINT NULL
isvirtus! TINYINT(1)  NULL
technologyType EnUM NULL
uuid VARCHAR255) NULL
isMainframe TINVINT(1)  NOT NULLY
url VARCHAR{2E5) NULL
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&% Datatype NN
INT /

r VARCHAR(255)
=JCalumn o Datatype |
?=id INT | |
lidentiier | VARCHAR(255) | |
name VARCHAR (255)
|
=lobjectid INT |
ZlobjectType | VARCHAR(50) | |
F Sclusterld NT | |
Sphase VARCHAR(64) s
S | Do e
=lstorageClass | VARCHAR(255)| [[] | #Datatype
| ?Ria INT
| Slidentifier | VARCHAR(255)
‘ f Sdustend|INT
_ =lname | VARCHAR(255)
[ —
S S, ||
&% Datatype NN \
¢ =id INT 7 |
Slidentifier | VARCHAR(255) |
=name VARCHAR(255) ‘
F=ova INT £l Scolumn
§ Scusterd INT |
= INT L—— e
Slpnase VARCHAR(64) « F Sworkioadid
SlsizeBytes | BIGINT F Seved
— ' Sclusterid
=
<=
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=Column ¥ Datatype.
2 Ria INT
=lhostid INT l =lvmware_host
k8s_node = moid VARGCHAR(255) Slcolumn Datatype | NN|
—& =Coumn | S Datatype I Hname VARCHAR(255) | [[] =T INT
TED NT =l dnsName VARCHAR(255) | [£]
= VARGHAR(4096) =lidentifier VARCHAR(255)
=Jidentifier | VARCHAR(258) B powersiae L = = Senverld INT
S clusterld | INT = =name VARCHAR(255)
owerStateChangeTime | DATETIME =
Sname | VARCHAR(255) gp g i = = numCpuCares BIGINT
§ Svmia INT =numCp BIGINT
L 0s VARCHAR(255)
Slintemallp| VARCHAR(E4) gpmmms R SnumCpuThieads | BIGINT
=osimage | VARCHAR(64) = =JnumNodes BIGINT
I memary BIGINT & =
= S = SlnyperThreadacive | CHAR @]
SlnaturalKey VARCHAR(255) Smonitored CHR
= "VARCHAR(255) | ‘=] hyperThreadAvailable| CHAR ]
3 i o SJhyperThreadConfig | CHAR &
lusedCapacityMs. BIGINT &
Surl VARCHAR(255) | [F]
—
Datatype.
INT
Slidentifier | VARCHAR(255)
Sname VARCHAR(255) Bl fdpost
75 Sctser cuch N Sohm Sosaee
‘§ S clusterld INT = o Datatype =i INT /
— ——<_Stwe VARCHAR(20) IED INT lidentifier VARCHAR(255)
Slidentiier VARCHAR(265) =2 e
lstorageld INT Slstorageld INT &
Sname | VARCHAR(255) Slstoragehodeld INT

ks label Sladdress VARGHAR(285) Slname VARCHAR(258) | []

= =lserialNumber VARCHAR(255) =l duplexType VARGHAR(255)

Scoumn s} b Shnetwork VARCHAR(255) _ SlstoragehlodePoriame | VARCHAR(235).

P Sovjectia | INT Slversion VARCHAR(258) =lstorageNodePorttu | VARGHAR(255) | [71]
= objectType | VARCHAR(255) Smodel VARCHAR(255) Sportindex VARGEAR I
= VARCHAR(64) Simonitored CHAR Sisl CHip.
‘=liabelValue | VARCHAR(258) & =l machddress VARCHAR(258) | []

p— SImonitoringReason | VARCHAR(255) [] Smu VARCHAR(255)

— =l number VARCHAR(255)| []
=type VARCHAR(255)
=speed VARCHAR(255) [[]

—




=1k8s_cluster_hourly
=]Column

b AL INT

7 timestamp BIGINT
timeTk DOUBLE
dateTk INT
clusterTk INT
allocatableCpuSaturation DOUBLE
capacityCpuSaturation DOUBLE

allocatableMemorySaturation DOUBLE
capacityMemorySaturation DOUBLE

allocatableCpuCores DOUBLE
capacityCpuCores DOUBLE
usageCpuCores DOUBLE
requestsCpuCores DOUBLE
limitsCpuCores DOUBLE
allocatableMemaoryBytes DOUBLE
capacityMemoryBytes DOUBLE
limitsMemoryBytes DOUBLE
requestsMemaoryBytes DOUBLE
usageMemoryBytes DOUBLE

OoEEEEEONEEEEEEEE

Rk INT 1
‘@ hourDateTime DATETIME
—— —<  hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

e

=ltime_dimens
= Column

=JColumn
Tk INT

fullDate DATETIME

daylnMonth TINYINT ’

daylnYear SMALLINT Slkes_cluste OIS

dateYear SMALLINT S Column

yearLabel CHAR(4) et INT I

monthNum TINYINT 7 timestamp BIGINT

monthLabel CHAR(T) dateTk INT

dayinWeekNum — TINYINT _ .~ — g clusterTk INT

quarter TINYINT allocatableCpuSaturation DOUBLE []

quarterLabel CHARI(T) capacityCpuSaturation DOUBLE [

daylnCuarter SMALLINT allocatableMemorySaturation DOUBLE []

repQuarter TIMYINT capacityMemorySaturation DOUBLE [

repMonth TIMNYINT allocatableCpuCores DOUBLE []

repWeek TINYINT capacityCpuCores DOUBLE [

repDay TINYINT usageCpuCores DOUBLE []

repMonthOrLatest TINYINT r— - requestsCpuCores DOUBLE []

sspFlag TINYINT limitsCpuCores DOUBLE []

latest TIMNYINT(1Y [ allocatableMemoryBytes DOUBLE []

future TINYINTC) capacityMemoryBytes DOUBLE |:|
limitsMemoryBytes DOUBLE []
requestsMemoryBytes DOUBLE []
usageMemoryBytes DOUBLE [

=lColumn
9t INT |
. identifier VARCHAR(768)
name VARCHAR(255)
id INT Il
latest TINYINT(1) ]
§ dateTk  INT ]
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=lColumn

7tk INT
fullDate DATETIME
SColumn daylnMonth TINYINT
bR INT dayinvear SMALLINT
¢ timestamp BIGINT dateYear SMALLINT
timeTk DOUBLE yearLabel CHAR(4)
dateTk INT monthNum TINYINT
namespaceTk INT manthLabel CHAR(T)
clusterTk INT fo— — — daylnWeekNum  TINYINT
cpuHardLimit DOUBLE [] quarter TINYINT
cpul)sedLimit DOUBLE [ quarterLabel CHAR(T)
cpuHardRequest DOUBLE [ daylnQuarter SMALLINT
cpullsedRequest DOUBLE [] repQuarter TINYINT
memoryHardLimit DOUBLE [ rephMonth TINYINT
memoryUsedLimit DOUBLE [ repWeek TINYINT
memoryHardRequest DOUBLE [7] repDay TINYINT
memoryUsedRequest DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT
| latest TINYINT(1) [
| future TINYINT(T)

microsecond  MEDIUMINT

=lColumn

7tk IMNT

?hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT

dateTk

INT

= Column

=|Column
Ttk INT
¢ timestamp BIGINT
dateTk INT
namespaceTk DOUBLE
clusterTk INT
_. @  cpuHardLimit DOUBLE []
cpullsedLimit DOUBLE []
cpuHardRequest DOUBLE [
cpulsedRequest DOUBLE [7]
memoryHardLimit DOUBLE []
memoryUsedLimit DOUBLE [
[
[E]

memoryHardRequest DOUBLE
memoryUsedRequest DOUBLE

T T T R T T T T T T T T A

7tk INT
identifier  VARCHAR(768)
name VARCHAR(255)
id INT [
latest TINYINT(1) &
@ dateTk  INT [F

Kubernetes-Knotenmetriken — Fakten

Ptk INT
identifier VARCHAR(768)
VARCHAR(255)
clusterName VARCHAR(255)
id INT ]
latest TINYINT(1) [l
dateTk INT [




=k8s_node_hourly.

=lColumn =l Column
Wt INT Ptk INT
¢ timestamp BIGINT fullDate DATETIME
timeTk DOUBLE dayinMonth TINYINT
dateTk INT daylnYear SMALLINT
nodeTk INT dateYear SMALLINT
clusterTk INT yearLabel CHAR(4)
vmTk INT monthMum TINYINT
allocatableCpuSaturation DOUBLE [|§®— — — monthLabel CHAR(T)
capacityCpuSaturation DOUBLE [7] dayinWeekMum  TINYINT
allocatableMemorySaturation DOUBLE [7] quarter TINYINT
capacityMemorySaturation ~ DOUBLE [[] quarterLabel CHAR(T)
allocatableMemoryBytes DOUBLE [ dayinQuarter SMALLINT
capacityMemoryBytes DOUBLE [7] repQuarter TINYINT
memoryUsageBytes DOUBLE [] repMaonth TINYINT
cpullsageNanocores DOUBLE [7] repWeek TINYINT
allocatableCpu DOUBLE [ repDay TINYINT
capacityCpu DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) O]
future TINYINT(1)

=|Column

7k INT
hour TINYINT
minute TINYINT
second TINYINT

dateTk

INT

microsecond  MEDIUMINT

|

|

|

|

; |
® hourDateTime DATETIME |
f

\

\

\

\

\

\

=lcolumn
f tk INT
identifier VARCHAR(768)
J> name VARCHAR(255)
ki —— — —<* clusterName VARCHAR(255)
= id INT [
Scotumn latest TINYINT(1) [
7 tk INT dateTk INT El
identifier  VARCHAR(768) internallp  VARCHAR(G4) []
name VARCHAR(255) oslmage VARCHAR(B4) [
id INT [
latest TINYINT(1) [
P dateTk  INT [
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7 INT

? timestamp BIGINT
dateTk INT
nodeTk DOUBLE
clusterTk INT
vmTk INT
allocatableCpuSaturation DOUBLE [
capacityCpuSaturation DOUBLE [7]

 — & allocatableMemorySaturation DOUBLE [

capacityMemorySaturation DOUBLE [T
allocatableMemoryBytes DOUBLE [
capacityMemaoryBytes DOUBLE [7]
memoryUsageBytes DOUBLE [
cpulJsageManocores DOUBLE [
allocatableCpu DOUBLE [
capacityCpu DOUBLE [7]

f

=JColumn
7tk INT
% name VARCHAR(255)
naturalkey VARCHAR(768)
0s VARCHAR(255) []
vintualCenterlp VARCHAR(255) []
ips VARCHAR(4096) []
url VARCHAR(255) [
id INT 1
latest TINYINT(1) E]
dateTk INT [P
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=lk8s_pv_di

=lColumn
7tk INT
identifier  WARCHAR(7E8)
- name VARCHAR(255)
SColumn clusterName VARCHAR(255)
77t INT lo— — — — o phase VARCHAR(E4) [
¢ _timestamp HICHSE pucName  VARCHAR(255) [ — — — — —e Slcolumn
timeTk DOUBLE id INT B LA INT
dateTk INT latest TNYINT() [ ? timestamp  BIGINT
pvcTk INT dateTk INT [ dateTk INT
clusterTk INT pvcTk INT
namespaceTk INT clusterTk INT
Tk INT namespaceTk DOUBLE
readiops DOUBLE [] ldate_dimension  NES Tk INT
writelops DOUBLE [ =l Column readlops DOUBLE []
totallops DOUBLE [ 7k INT : writelops DOUBLE [
readThroughput DOUBLE [l P e totallops DOUBLE [
writeThroughput DOUBLE [] " —— — — — dayinMonth TINYINT renghroughput DOUBLE []
totalThroughput DOUBLE [T dayinYear e s writeThroughput DOUBLE [
regdLatency DOUBLE [ dateyear SMALLINT totalThroughput DOUBLE []
writeLatency DOUBLE [ vearL abel CHAR(4) regdLatency DOUBLE [
totallatency ~ DOUBLE [[] L S writeLatency ~ DOUBLE [[]
3 e e o CHAR(T) totalLatency DOUBLE []
| | daylnWeekNum  TINYINT ] ] ’
| | | quarter TINYINT | | |
| | | quarterLabel CHAR(7) | | |
daylnQuarter SMALLINT | |
| (. repQuarter TINYINT |
T e | | rephlonth TINYINT f | |
_ — | | repWeek TINYINT | |
? hourDateTime DATETIME | renbay TINYINT | |
hlous TNVNT ()Y | | repMonthOrLatest TINYINT | |
minute TINYINT L | Sihrag TINYINT )) | |
seoand R | latest TINYINT(1) [] |
microsecond  MEDIUMINT | S TINYINTC) |
dateTk INT | | =lColumn | |
| | P INT | |
| | ————————————————— — identifier VARCHAR(768) | |
name VARCHAR(255) |
| | =]k8s_name ; clusterMame VARCHAR(255) |
| | EColu_mn - namespaceName VARCHAR(255) | |
| o, —oTK - pvName VARCHAR(255) [C] | |
phase VARCHAR(B4) [T |
)> identifier  VARCHAR(768) id INT E |
1k8s_cluster name VARCHAR(255) latest TINYINT(1) 1 | |
clusterName VARCHAR(255) dateTk INT 1 |
=l Column id INT B |
ik INT . latest TINYINT(1) Fl | |
identifier  VARCHAR(768) dateTk INT B et N e S S S = |
name VARCHAR(255)
id INT Fl |
latest TINYINT(1) Fl |
P dateTk  INT [P e T T T T e e e

Fakten zu Kubernetes-Workload-Metriken
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Ptk INT : —
m fullDate DATETIME ; k8s_workload ¢
EiCoi dayintonth TINYINT SColumn
e INT dayinYear SMALLINT % tk INT
¢ timestamp BIGINT dateYear SMALLINT ¥ timestamp BIGINT
timeTk DOUBLE yearLabel CHAR(4) dateTk INT
dateTk INT monthNum TINYINT workloadTk INT
workloadTk INT monthLabel CHAR(T) clusterTk INT
clusterTk INT daylinWeekMNum  TINYINT — namespaceTk DOUBLE
namespaceTk INT | — quarter TINYINT usageCpuCaores DOUBLE [
usageCpuCores DOUBLE quarterLabel CHAR(T) requestCpuCores DOUBLE [
requestCpuCores DOUBLE daylnQuarter SMALLINT limitCpuCores DOUBLE [
limitCpuCores DOUBLE repQuarter TINYINT usageMemoryBytes DOUBLE [
usageMemoryBytes DOUBLE rephlonth TINYINT requestMemoryBytes DOUBLE [
requestMemoryBytes DOUBLE repWeek TINYINT limitMemuoryBytes DOUBLE [
limitMemoryBytes DOUBLE repDay TINYINT runningPodCount INT [
runningPodCount INT repiMonthOrLatest TINYINT desiredPodCount INT Tl
desiredPodCount  INT sspFlag TINYINT B l—r
'T latest TINYINT{) [[] | |
| future TINYIMT(1) | | :
| | I
i | | l| I |
|
Htime_di : : | | | I
=lColumn | | | J) | |
7tk INT | | . | |
‘? hourDateTime DATETIME | | = |
hour TINYINT | | L— —=< EColumn |
minute TINYINT | | Pk INT | |
second TINYINT identifier VARCHAR(768) | |
microsecond  MEDIUMINT | | name VARCHAR(255) |
dateTk INT | | o clusterName VARCHAR(255) |
| | _ id INT Il | |
P INT latest TINYINT(1) Il |
| | identifier VARCHAR(768) dateTk INT £ |
| R e ] N VARCHAR(255) | |
| clusterName VARCHAR(255) | |
id INT 0y —
J> latest TIMNYINT(1) [ |
dateTk INT F |
=lColumn |
P INT |
identifier VARCHAR(YG8) M. |
name VARCHAR(255)
id INT ]
latest TINYINT(1} [
P dateTk  INT [
NAS
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volume

= Column
T NT NOT NULL lhost i INT NOT NULL
§ hostia T NULL =l Column i storageld INT NOT NULL
moid VARGHAR(ZES) NULL T INT NOT NULL] i internatviolumeld INT NULL
name VARCHAR{ZEE) NULL name VARCHAR(2EE) NOT NULL T quresia INT NULL
[F] INT NOT NULL dnsName VARCHAR(2E5) NULL identifier VARCHAR(7ES) NOT NULL d MRSl ol L
§hostld  INT NULL ips VARCHAR(4058) NULL L :igz:iggg} W . ;’m‘f;ﬁ;‘fﬁ’ Sl
# ymid INT NULL powsrState ENUM NOT NULL o
dentifier  VARCHAR(TES) NOT NULL powerStaleChangsTime DATETIME MULL modal VARCHAR(2ES) NULL :::WMB it g:g:$ %; xﬁ&
name  VARCHAR[2SS) NOT NULL#- — —  guestState ENUM fipt e, . menifatEer . VARCIARIRRIOIE S =uCapacityllE BIGINT NOT NULL
type  ENUM NOT NULL o5 VARCHAR(258) NULL nelaledMemon il VAT UG s VARCHAR(255) NULL
domasin  VARCHAR(255) NULL processors INT NULL hostFsFreeBE VARCHAR(ZES) NULL Wplem st
ip TEXT MULL memory BIGINT NULL hostFsTotalGE VARCHAR{255) NULL :Pmﬂa“fﬂe TINYINTEI; S
> e dataStoreld INT NULL hostFslisedBE  VARCHAR(ZES) NULL _ g m"’e‘ Mt e ||
cpuCount  INT NULL naturslKey VARCHAR(ZES) NULL cpuCount VARCHAR({2EE) NULL [ Sﬂii i (L) b
memory  INT NULL virtuaiGenterlp VARCHAR(255) NULL cpuSpesd VARCHAR(255) NULL L b
provisionedCapacityME  BIGINT MULL nicCount VARCHAR(255) NULL | diskGroup VARCHAR(2ES) NULL
t | usedCapacityMB BIGINT NULL ricSpesd VARGHAR(255) NULL F NI R
| wrl VARCHAR(255) NULL active TINYINT(1) NULL | vinualStorage VARCHAR[225) NULL
| url VARCHAR(2E5) NULL | head') VARCHAR(255) NULL
| S — datsCenter VARCHAR(2E5) NOT NULL Pm°"ec1_"°_"T{-'P°PI'? i :‘;FCHAR{ZW m&
autoTieringPolicyl
Y - ¥ | autoTiering TINYINT(1)  NOTNULL
-_—— _|_ — @ lsstinownAcoessTime  DATETIME NULL
Snas_share_initiator | writenCapacityMs  BIGINT NULL
S Column k;_ | | isVirtual TINYINT(f)  NULL
T INT NOT NULL | | technology Type ENUM NULL
i sharela  INT MOT NULLF®— —_] ki INT NOT NULL f""’_ VARGIRSLE) ML
§ storzgeld INT NOT NULL * T oompuisRaseurcald T NGTHOL | | ::‘""'"a"‘e Lr:éﬂrl{){zss} mL_NL"‘L
mitistor  VARCHAR{255) NOT NULL | | # storageld e storage
permizsion VARCHAR{2E5) NOT NULL | | §im=malolumeld  INT NOT NUI — _?&Imn |
¥ shareld INT NULL | id INT MOT NULL |
ke nams VARCHAR[2ES) NOT NULL
| | o ncnen ol | Slsorsos seot
J) | | | | io VARCHAR(1024) NOT NULL S column
o T | | | . C——
Ecolumn | seriaNumber VARCHAR(255) NULL | § storageld i NOT AL
T INT NOT NULL | | | | microcodsiersion  VARCHAR(ZES) NULL | :e'“"'e' ::22::2% E; :ﬂﬁ:
¢ fieShareld INT NOT NULL 1L L rawCapacityMB BIGINT NULL nar;e VARCHAR(225) NOT NULL
i storageld  INT NOTNLLLFF— - —— — — — — — —' — — spareRawCapacityMB BIGINT NULL et thinProvisioningSupported TINYINT) O ThAL
identifier  VARCHAR(TES) NOT NULL-_ J_ failedRawCapacityME BIGINT MULL inciudelnDwhCapacity TINYVINT[T)  NOT NULL
name VARCHAR[285) NOT HUL- — — — — — — — — —| — —*  memon/B BIGINT L e — — el v
P’\mulﬂ 5;;\4 E; ﬁbﬂi | | cpmmm“ﬁm \‘.:TRCHARM ﬁi it bbb sl
ipinterfaces =
" o w el e, pmpe
active TINYINT(1) NULL s i ea
=Jnas_file_share | dataCenter VARCHAR(ZEE) NOT NULL i ;
| W_ | | e uraa il zﬁpslwwbcahedCaPacmyuB BIGINT NULL
pshotllsedCapaciyMB  BIGINT HULL
| [ INT NOTNULLR® -— —] — —= custer T datsflocatedCapaciyMB  BIGINT NULL
¥ intemalVolimeld INT NOT NULL | | i R ;:i;m:m’ zb’t:: | datalisedCapacityMB BIGINT NULL
| o storageld INT NOT NULL | | totaltllocatedCapacityME  BIGINT NOT NULL
7 qtreeld INT NULL | T T totall lsedCapacityMB BIGINT NULL
name VARCHAR(255) NOT NULL | | rawToUsableRatio FLOAT NOT NULL
path VARGHAR{ZE5) NOT NULL | | | reservedCapacityMB BIGINT HULL
status VARCHAR{ZES) NOT NULL] | o | otherllsedCapacityMB BIGINT NULL
securityType  VARCHAR{2EE) NOT NULL - — —|' — ‘|— — _| TT T othecflocstedCapaciyME  BIGINT NLLL
| | physicalDiskCapacityM8  BIGINT NULL
| | | | isVirtual TINYINTIT)  NOT NULL
| | | status VARCHAR(258) NULL
WO S _l_ - _| ______ _|_ - softLimitCapacityMB BIGINT NULL
l l | dedupeEnabied TINYINT()  NOT NULL
| Hquota | | compressionEnabled TINYINT(T)  NOT NULL
%qﬁee | = Column | dedupeRatio FLOAT NULL
S Column L INT NOT NuLL] | | | dedupeSavingsGB BIGINT NULL
Tu INT NOT NULL Fintemaloiomela INT NOT NULL| || Compae s wonti At ELOAL MR
T intemalVolumeld INT NOT NULL If storageld INT NOT NULL | comprezsionsavingsca RIS A
 storageld INT NOT NULL ¥ qtresta INT MULL | l | il VARCIEGIX N
identifier VARCHAR(TES) NOT NULL entifier VARCHAR(TES) NOT NULL : 3
name VARGHAR(255) NOT NULL targetliser VARGHAR(255) NULL | Sintematvowme N
quotsHardCapacityLimithe BIGINT oL % e ENUM NOT HULL | SlCalumn
qustsSoftCapanityLimiths BIGINT NLRLL hardFileLimit BIGINT HLLL Fu INT NOT NULL
quotallsedCapaciyMB  BIGINT NULL softFikeLimit BIGINT NULL | [ p—— — i
typs ENUM NOT NULL hardCapacityLimiths BIGINT NULL 5 ctorsgeld INT NOT NULL
securityStyle ENUM NULL softCapacityLimitM8 BIGINT NULL o VARCHAR(TAE) NOT NULL
status VARCHAR(ZEE) NULL thresholdME BIGINT NULL e VARCHAR(255) NOT NULL
oplocks TINYINT(1)  NOT NULL usedFiles BIGINT NULL Sre VARCHAR(255) NOT NULL
s NARGHARZ O THEL USedGapacat yME S B i LR thinFrovisioningSupported TINYINT(1)  NOT NULL
T L thinProvisioned TINYINT(T)  NOT NULL
| spaceGuarantse ENUM NULL
| dedupeEnabled TINVINT(T)  NOT NULL
| ¥ cloneSourceld INT NULL
| napshaotCount INT NULL
| Is=tSnapshotTime DATETIME NULL
| lastknownAccessTime DATETIME  NULL
| | status VARCHAR({2E5) NOT NULL
L virtualStorage VARCHAR({ZE5) NULL
| ————— —=* protectionType VARCHAR(255) NULL —
flashPoolEligibiity ENUM NULL
| dedupeRatio FLOAT NULL
G __ ., dedupsSavingsGB BIGINT NULL
iotaltliooatedCapaciyME BIGINT NOT NULL
totalliz=dCapacityME BIGINT NOT NULL
totaills=dCapasityF romDeviceMBBIGINT NULL
datatllocatedCapacityMB BIGINT NULL
datallsedCapacityMB BIGINT NULL
snapshotdlocatedCapacityMB  BIGINT NULL
snapshotlJsedCapacitME BIGINT NULL
rawTollsableRatio FLOAT NOT NULL
otherlisedCapacityMB BIGINT NULL
otherAllocatedCapacityMB BIGINT NULL
iotaiCloneSavadCapaciyMB  BIGINT HULL
sompressionEnabled TINVINTT)  NOT NULL
ompressionRatio FLOAT NULL
BIGINT NULL
wrl VARCHAR(2E) NULL
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Pfade und VerstoRe

Scoumn Denysicapatn Y Heorsge T

¥ id INT NOT NULL Sl Column
name VARCHAR(255) NOT NULL Ll HORIAES Fu INT NOT NULL
identifier VARGHAR(TES) MOT NULL fPrestis INT N — name VARCHAR(Z55) NOT NULL
v VARCHAR(1024) NOT NULL i genericDeviceld INT i dentifier VARCHAR(TEE) NOT NULL|
oz VARCHAR(Z55) MULL P, L o PAR-L o in VARCHAR{1024) NOT MULL]
model VARGHAR[255) MULL — — — e T o | model VARCHAR{Z55) NULL
manufactursr VARCHAR(255) NUILL ’J g ifoumels INT s ls manufactursr VARCHAR(255) NULL
nstalledMemoryl8 VARCHAR[25) UL - hostFlortilen || VAR ILIEDIOSL | serislNumber VARCHAR(255) NULL
hostFsFreeGB  VARGHAR(SS) NULL [ = | i:"@ep"“""“" ::nggmgxbﬂi microcodeVersion  VARCHAR{Z55) NULL
hostFsTotalGE  VARCHAR[255) MULL | o | rawCapacityMB BIGINT NULL
hostFrlz=dGE VARCHAR(2E5) NULL | | | & path between hast port thraugh a storage part — — — —  zpareRawCapscityMB BIGINT NULL
cpuCount VARCHAR[Z55) MULL | | | t0 avolume. | — — — — faikdRawCapacityMB BIGINT NULL
cruSpesd VARGHAR{255) NULL | | | | memonyME BIGINT NULL
nicCount VARCHAR(2E5) NULL | | cpuCount INT NULL
ricSpesd VARCHAR(ZSE) NULL | — — _ | | | managelIRL VARCHAR(Z55) NULL
= a LD Sedcon— | o st
s " ——i— active
dataCenter VARCHAR(255) NOT NULLE>— —|' J_" —| —|— S '?:"’1""'" TN | | | dataCenter VARCHAR(ZEE) NOT NULL
isVirtual TINYINT{1) NULL
| | | | | § hostld INT NOT NULL | | — — —  custer TINYINT(1) MULL
E = | | | | 9 storageld INT NOTNULLE, J_ A | url VARCHAR(255) NULL
=5 generic_device _ | & volumeld INT NOT NULL | | | lastAcquiredTime  DATETIME NULL
= Column | | | | numbsrOfSessions  INT NOT NULL | |
T INT NOT NULL | | numberOfConnections INT NOT NULL | | || |
wn VARCHAR({2Z55) NOT NULL] | | | | Fiepresents a scscilogical path between a | | T
ientifier  VARCHAR(TES) NOT NULL| | | | | | hoest and a volume. | | | | .
manufacturer VARCHAR(ZES) NULL  fo— — | |
T - v —
firnware  VARCHAR{2E5) NULL | n | | = logical | | |Ir _| A
driver VARCHAR{Z55) NULL I | | =Column 0 T T TTETTT
SerialNumber VARCHAR{ZES) NULL | | - —4T= T NOT NULL | 9 [ p—— = il
i’;:ec";:'::""e?de LTI | o | F hostla INT NLILL | | | intemallumeld INT NULL
: || | § genericDeviceld INT NULL qtresld INT NULL
| B storageld INT MULL | | | name VARCHAR(255) NULL
|| | 4 tapeld INT NULL | 1zbet VARCHAR{2EE) NULL
| ” | § volumeld INT NULL _I, _| .. thinProvisionsd TINYINT(1)  NOT NULL
minHopMumber INT NULL | capacityMB BIGINT MNOT NULL
| ” | hopsToDizplay VARCHAR({ZEE) NULL | | consumedCapacityMB  BIGINT NOT NULL
| numbsrOfFabrics INT NULL | | | rauCapacityMB BIGINT NOT NULL
|| | numbsrGiHostForts  INT NULL type VARGHAR(Z55) NULL
Hltape ] number0fStoragsPorts INT NULL | | | replicsSource TINYINT(1)  NULL
=JColumn — _”_ J_ e TINYINT NULL | replicaTargat TINYINT(1)  NULL
Tu INT NOT MULL| ” | Riepresents alogical path between a host and a wolume. |. _| SR SFPSMT TINYINT{1) WULL
name VARCHAR(Z55) NOT NULL ” | | | :?rl:ze.s :.:«TRCHAR{ZSE :brt:‘:
identifier VARCHAR(TEE) NOT MULL iy,
i VARCHAR({1024) NOT NULL | | et IO L
manufzcturer VARCHAR(ZES) NULL || | | Viriuat oeoe? N
| hesd VARCHAR(255) NULL
active TINYINT{1) ML ” | | protectionType VARCHAR(235) NULL
! | autcTisringPolicyld  INT NULL
| || | i INT NGT NULL | sutoTizring TINYINT{f)  NOT NULL
T I L __g'fhostid  INT NOTNULL L g g | lssténowndcosssTime DATETIME  NULL
P storsgeld  INT NOT NULL o  _ __ writenCapscityMB  BIGINT NULL
| [ ¥ volisned B IHIGRAR S T is\irtus! TINYINT(S)  NULL
Fepres ents alogicd pathbetweena | technology Type ENLM MULL
| || host and 3 uchime throug wid VARCHAR({ZES) NULL
| ishizinframe TINYINT(1)  NOT NULL
| || url VARCHAR(255) NULL
| || S |
| ” =Column A — T
i INT NOT NULL]
e .
| | & hostld INT NULL |
¥ genericDeviceld INT NULL
| | % storageld INT NULL |
L — —— — %% tapald INT R — =T T T T T T T T
—————————— * 9 volumeld INT NULL
wolumeName  VARCHAR{2ZEE) NULL
type ENUM NOT NULL
technalogyType ENUM NOT NULL
since DATETIME  NOT NULL

Port-Konnektivitat

285



=lColumn =lColumn
fid INT Pid INT
name VARCHAR(255) 2 hostid INT
identifier VARCHAR(76S) —— % uun VARCHAR(255)
in VARCHAR(1024) model VARCHAR(255) [
0s VARCHAR(255) [] manufacturer VARCHAR(255) [7]
model VARCHAR(255) [ driver VARCHAR(255) [
manufacturer VARCHAR(255) [0 firmware VARCHAR(255) [
installedMemanyMB VARCHAR(2SS) [
hostFsFreeGB VARCHAR(265) [ — 2
nostFsTotalGB  VARCHAR(285) [ Enost_port  IIIIIGEGES
hostFslsedGB  VARCHAR(255) [ =lColumn
cpuCount VARCHAR(255) [T Fid INT
cPuSpeed VARCHAR(255) [ ? adapterid INT
nicCount VARCHAR(255) [ _—— 3
! ? hostid INT
nicSpeed VARCHAR(255) [[] L VARGHAR(255) .
ufl VARCHAR(255)  [[] nodeWwn VARCHAR(255)
active TINYINT{) [ porl VARCHAR(255)
dataCenter VARCHAR(255) i e
speed VARCHAR(1Z) [
url VARCHAR(255) [
active TINYINT(1)
=|Column Scolumn
L :I»:RCHAR(ZSS) L] Bl
name
‘? storageld INT
identifier VARCHAR(768
; o lo— ——e T VRouE
model VARCHAR(255) [
. e manufacturer  VARCHAR(255)
driver VARCHAR(255)
serialNumber VARCHAR(255) []
microcodeVersion  VARCHAR(255) [ s yapchan
g R B numberOfPorts VARCHAR(255)
spareRawCapacityMB BIGINT 1
failedRawCapacityMB BIGINT Fl
memoryMB BIGINT Fl
cpuCount INT 1 =lcalumn
manageURL VARCHAR(255) [T] fid INT
family VARCHAR(255) [F] § controllerld INT
cluster TINYINT(1) E1 __ __ _g '} storageld INT
url VARCHAR(255) [ wwn VARCHAR(255)
lastAcquiredTime DATETIME El nodeWwn  VARCHAR(255) :
active TINYINT(1) £ portld VARCHAR(255)
dataCenter VARCHAR(255) name VARCHAR(255) [7]
isvirtual TINYINT(1) il speed VARCHAR(1Z) []
controller VARCHAR(255) [
url VARCHAR(255) []
active TINYINT{1)
Sepe
=lColumn
T cul tape_controtier |
name VARCHAR({255) Scolumn
identifier VARCHAR(768) -
i VARCHAR(1024) . fid R
manufacturer VARCHAR(255) [ ¢ tapeld INT
serialNumber VARCHAR(255) [ wwn VARCHAR(255)
e TINYINT(1) Bl — madel VARCHAR(255)

| manufacturer  VARCHAR(255)

| driver VARCHAR(255)

firmware VARCHAR(255)

: numberOfPorts VARCHAR(255)

| I

| ‘

|

| =Column

| ?id INT

| ‘P controllerd INT

‘P tapeld INT

| wwn VARCHAR(255)

— — % nodeWwn WVARCHAR(255)
portid VARCHAR(255)
name VARCHAR(255) [
speed VARCHAR(12) [T]
controller  VARCHAR(255) []
url VARCHAR(255) [ -

=column active TINYINT(1) |
Pid INT |
wwn VARCHAR(255)
identifier VARCHAR(768) |
manufacturer  VARCHAR(255) e seud
model VARCHAR(255) Scolumn
firmware VARCHAR(255) ————efid =il
driver VARCHAR(255) ? genericDeviceld INT
serialNumber VARCHAR(255) wwn VARCHAR(255)
number BIGINT 1
portid VARCHAR(255)
name VARCHAR(255) [F]
speed VARCHAR(12) [F]
url VARCHAR(255) [
active TINYINT(1)
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=lColumn
Pid INT
fabricld INT [l
identifier VARCHAR(768)
wwn VARCHAR(255)
ip VARCHAR(255)
name VARCHAR(255)
manufacturer VARCHAR(255) [
madel VARCHAR(255) [
firmware VARCHAR(255) [
domainld VARCHAR(255) [
domainldType VARCHAR(255) [
priority VARCHAR(255) [
vsanEnabled TINYINT(1)
serialNumber VARCHAR(255) [
manageURL WARCHAR(255) [
—‘ sanRouteEnabled TINYINT(1)
npv TINYINT(1)
| type ENUM
| url VARCHAR(255)
‘ lastAcquiredTime DATETIME
active TINYINT(1)
‘ dataCenter VARCHAR(255)
‘ switchLevel VARCHAR(255)
| isGenerated TINYINT(1)
| I
| |
\ »
| =lColumn
?id INT
| P switchid INT
| fabricld INT B
\ ‘P vitualSwitchid  INT ]
| wwn VARCHAR(255)
status VARCHAR(100) [T
\ rawPortStatus  VARCHAR(255) [
‘ type VARCHAR(255) [
‘ — —<> porPhysicalState VARCHAR(255) [
% number BIGINT [
\ blade BIGINT ]
= portid VARCHAR(255)
ﬁ — name VARCHAR(255) [
speed VARCHAR(12) [£]
fedPratocol VARCHAR(255) [
classOfSenice  VARCHAR(255) []
gbicType WARCHAR(258) [
url VARCHAR(255) []
active TINYINT(1)
isGenerated TIMNYINT(1)
[

=lColumn

7id INT
wwn VARCHAR(255)
ip VARCHAR(1024)
name VARCHAR(255)
domainld WARCHAR(255)
domainidType VARCHAR(255)
priarity WARCHAR(255)
switchRole VARCHAR(255)
chassis\Wwn VARCHAR(255)
npy TINYINT(1}
generated TINYINT(1)
type ENUM
isGenerated  TINYINT(1)

|
|
|
|
|
|
|
|
|
|
|
|
|
| fabricld INT
|
|
|
|
|
|
|
|
|
|
|
|

i | i INT
T ’_1____':? portid INT
L___'___.? type ENUM
1l & wwn VARCHAR(255)
‘ | ? connectedid  INT
‘ | ¢ connectedType ENUN
| | connectedWwn VARCHAR(255)
*

=lfc_name_server_¢

=lColumn

id INT

? portid INT
type ENUM
wwn VARCHAR(265)

‘P¢ connectedSwitchPortld  INT
connectedSwitchPortWwn VARCHAR(255)
physicalPortwn VARCHAR(255) [
feld VARCHAR(255)




SAN-Gewebe

=lzone_member —zone

=] Calumn =] Column

Pid INT NOT MULL ?id INT NOT NULL

'? zoneld INT MNOT NULL ? fabricld INT MNOT MULL

@ fabricld INT MNOTMNULLE®#— — — — — — —* name VARCHAR(255) NOT NULL
type ENUM MOT MULL fabricWwn VARCHAR(255) NOT MULL
W VARCHAR(255) MOT MULL configurationname VARCHAR(255) NOT MULL

zoneMame VARCHAR(255)
Zaone Members info.

= fabric

=] Column

P id INT NOT NULL
W VARCHAR(255) NOT MULL
Name VARCHAR(255) NOT NULL
VSANEnabled TINYINT(1) MOT MULL
VSANId VARCHAR(255) MNULL
zoningEnabled TINYINT(1) MOT MULL
identifier VARCHAR(768) NOT NULL
url VARCHAR(255) NULL

*

Elvirtual_switch

= Column

¢ id INT MOT MULL

@ fabricld INT MULL
wwn VARCHAR(255) NOT NULL
ip VARCHAR(1024) NOT NULL
Name VARCHAR(255) NOT NULL

Domainld
DomainldType

VARCHAR(255)
VARCHAR(255)

Priority VARCHAR(255) NULL
SwitchRole  VARCHAR(255) NULL
ChassisWWN VARCHAR(255) NULL
npv TINYINT(1) NOT NULL
isGenerated  TINYINT(1) NOT MULL
type ENUM MULL

Zone and Zone Capabilities info.

=l switch

=lColumn

P id IMT NOT MULL

? fabricld INT MULL
identifier YARCHAR(768) NOT NULL
WWin VARCHAR(255) NOT MULL
ip VARCHAR(1024) NOT MULL
Mame VARCHAR(Z55) MNOT NULL
Manufacturer VARCHAR(255) MNULL
Model YVARCHAR(255) NULL
Firmware VARCHAR{255) MNULL
Domainld VARCHARIZ55) MNULL
DomainldType VARCHAR(255) MNULL
Priarity VARCHAR(255) NULL
WSAMEnabled TINYINT( 1) NULL
SerialMumber VARCHARIZ55) MNULL
ManagelJRL VARCHAR(255) MNULL
SANRouteEnabled TINYINT NOT MULL
active TINYINT( 1) NOT MULL
npy TINYINT( 1) NOT MULL
isGenerated TIMNYINT(1) NOT MULL
type ENUM NULL
url VARCHAR(255) NULL
lastAcquiredTime DATETIME MULL
dataCenter VARCHAR(255) NOT NULL
switchLevel YARCHAR(255) NOT NULL
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Storage

INT NOT NULL]
INT NOT NULL
VARCHAR(788) NOT NULL|
VARGHAR(200) NULL
INT NULL

BIGINT NULL | INT NOT NULLY
‘VARCHAR(285) NULL ¥ storageld INT NOT N
e ENUM nor L dentiver VARCHAR(TES) NOT NULLY
vandor VARCHAR({255) NULL type VARCHAR(Z55) NOT NuLL}
modsl VARCHAR(255) NULL name. VARGHAR(255) NOT NuLL}
UM NOT N thnFrovsonngSupported  TINYINTES)  NOT NULLS
fiskGrour VARCHARIZSS) NULL nciudeinDunCapsoity TNviNTE) NoT Ul
INT NOT NUL stats N NOT NuLL ridGroup TINYINT(  NoOT N
INT NOT NULL sersiNumber VARGHARI2SS) NULL vendorTier VARCHAR(255) NULL
INT NOT N un VARCHAR[258) NULL sutcTiering TINVINT()  NOT NULLJ
INT NoT NuL usesFlastPoois nnvinTe  nor ol
INT NULL redundancy VARCHAR(Z35) NULL
TINVINT NULL snapshothliocsteiCapscityME BIGINT NULL
INT NuLL BIGINT NULL
INT N e — — BIGINT NuLL
nr we == sonT  nu
ENUM NOT NULL ‘ ‘ BIGINT nNoT NuL
VARGHAR(255) NULL BIGINT NULL
VARCHAR(2S) NULL I FLOAT noT huLL)
NOT NULL BIGINT NULL
VARGHAR(Z5S) NULL [ BT nuLL
ETME  NULL | | | etherhlocatedCapacityME  BIGINT NULL
stateSampiTime DATETNE  NULL ot - —— — o — phyceaDekCapsn e BIGINT HuLL
stateSiartTimeCaloulated TINVINT(1)  NULL I gl isvirtual TINYINTC) T NuL
SunCaicuisted oty wornod M T — ) omgfeld et —— — — o VARCHAR(256) NULL
I | softLmitCapaciyMs SIGINT NULL
77777777777777 b boo cee oo P = ‘dedupeEnabled TINYINT(T) NCT NULLY
= =T S mernal_volirie Fepica oot TNYNTD o N
volume_map | | Hcdern dedupeRatio FLOA NULL
| Sooew I | B tergetincemalioiamald_INT NOT NULLL e siemT NULL
(T INT NOT NULL [ T sourcesiomgela T NOT NULLL compressinRato FLoAT NULL
| T voumeid INT NOT NULL| | F sourceintemsiVolumeld INT o HuL compressionSavingsGE BIGINT NULL
§ storageld INT NOT NULL| [ — # gestages INT o wuL) ul VARCHAR(255) NULL
| protocoiCantroler  VARCHAR(25S) NULL | il mode NULL
| in varcHarassNoTNuLle — | L |1 S it | T* momongy VARGHAR(25) NULL ?
°] INT NULL. ‘ ‘ il vmcm\a% slbith | dnhCalculated TINVINT)  NOTNULe 1 ‘
| storagePortWan  VARCHAR(255) NULL LIT—— 1 VARCHAR(1024) NOT NULL | ‘ &
| snSecurtyValiity TINYINT  NOT NULL | N B e | I
e VARCHAR(ZSS) NULL
| e EE—— | [ e vincany N | } EP L
| === —= micmcodeVersion  VARCHAR(z85) NULL | ‘
| M T =g ecawmae o VTR R N
N wornu T VI T T2 cpareRanCapacityMB BIGINT U b . T = I
| T NOT NULL jjf | T2 fatedRanCapaciyB BIGINT UL | | i ety |
| INT NoT NULL ,_|_| BIGINT NuLL | |
protosoiController VARCHAR(ZSS) NULL INT RULL | WARGHAR(TES) NOT NULL | ‘
| StorageFortiVum  VARCHARI2ES) NULL VARCHARGED UL [or— — — —|— — — — — — — + RCHARNUL
itstein  VARGHARIZEE) NOT NUL VARCHAR(2%5} NULL I]iE= ENUM worwuefs ] I
| hostld INT NULL TINYINT(1) NULL | | hardFieLimit BIGINT NULL
| type ENUM NOT NULL] NARCHAREEN - NORRILE | softFieLimit EIGINT NULL | | \
TINYINT(1) NULL
| | | M |73 e MO et i e Lt | nardCapacityLimiths BIGINT NULL | | ‘
| | storeoeia INT NoTNULY  wn WVARCHAR(288) NULL | |
| Jbackend_tun_to_voimely| | | ! remaoumeia INT NULL lsstAcquiredTime  DATETIME NULL £ * l
| Scoumn UJ | aussia nr NuL | |
a INT NOTNULLRy | name. VARCHAR{255) NULL f T T Tf T | |
G Izt VARCHAR(ZES) NULL
[ vl S RSP i gtV N O | ) b T W oG
| bl [ e oo T r oL
e ‘ CensumeiCaETNE SIGINT worwed | NI 1  sorsgaie N nor L)
I . | | | SIGINT NoT NULLL Ssentier VARGHAR(788) NOT NULLL
| [1] | = VARCHAR{285) NULL rame VARCHAR(2S5) NOT NUL
l J’ | | repicsSource TINYINT NULL e WARGHAR(285) NOT NULLY
replicaTarget TINYINT(T) NuLL thinProvisioningSupportad TINYINT(1) NOT NULL
b e 28 vy e it e )
|| eymees INT NULL spaceGuarantze. ENUM NULL
NGTNULLj® — — — — — | siskGroup VARCHAR(288) NULL ‘ pp—— TNviNT) o oLl
storageld INT NOT NULL| meta TINYINT)  NULL ‘cloneSourceld INT NULL
oo, b B | e e [ ‘ : . e
hest VARCHAR(258) NULL | | | lastSnapsholTime DATETE  NULL
|, poteryee VARCHAR(25) NULL sstinounAcoes=Time DATETHE  NULL
 saorenngeoieyls  INT NuLL [ ¥ | | = VARGHAR(255) NOT UL
| awaleng TNviT) o wul ¥ siomgeld e deiliy | [ VARCHAR[ZSE) NULL
lstknounAcoessTime DATETIME  NULL [ [P AncHrAEs e i) | protestionType WARCHAR(Z85) NULL
| bt Loob L ) nor wut | | Jedeaigtany Ei5 e
isvirus —_ ] upe
S | techoogytype  EnUM nuLL | ] | | dadupaSavingsCB BONT MU
o wd VARCHAR(Z5) NULL locstedCapsoiy V8 BIGINT NOT NUL
Fe  wr  worwuul [, o norsf | | | " oMt norhuLL
e s p \ e 0
Qoomgeld T NOT NULL T ¥ | J; | dstsAlocatedCapsciyB  BIGINT NULL
i VARCHAR(22%) NOT HULL | P " J, detaUsedCapaciyls BIGINT NULL
initistorPortin VARCHAR(ZES) NOT NULL ‘ ‘ 9 auto ¢ = g snapshoral paci BIGINT NULL
targetPortWan  VARCHAR(255) NOT NULLY ‘ ‘ ‘ = Colarmn e UsedCapacityMB BIGINT NULL
e anTolssbieRat FLOAT nor nul
‘ e INT NOT NULL N NOT NULL oy sl e
(L £ | Frommn T NOTNULLY ¥ intemalVolameld INT NOT NUL ctherAlocatedCapacinMB BIGINT NULL
Mentifer  VARCHAR(TES) NOTNULLY 1 storageld INT NOT NULI lotalCioneSsvedCapaciyMB  BIGINT
| = = e
i FLOAT NULL
T ¥ quotaHanCapacityLimitE BIGINT huLL ¥ sourceStorageld INT NOT NULLJ ‘compressionSa BIGINT NULL
‘quotaSoftCapacitylimitéB BIGINT NuL ¥ sourceGtreeld  INT NOT NULLJ wi VARCHAR({255) NULL L
uataUsedCapacityMs BIBINT NULL L o targetSwrageld INT NOT NULL wuid VARCHAR(258) NULL
type ENUM NOT NULL mode VARCHAR{255) NULL
securtyStyle ENUM NULL T
o VARCHAR(2SE) NULL » technelogy 'VARCHAR(25E) NULL
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epiosks.
ul

TINYINT(f)  NOT NULL
VARCHAR(255) NULL

dwhCaloulated  TINYINT{)  NOT NULL
e ]




Sstorage poot |

= Column
T INT ]
storageld INT =
stor:
== identifier VARCHAR(TES) [
SColumn T storageNodeld INT 2] I type VARCHAR(2E5) [
T INT e ctomgerools INT 7] name VARCHAR(2ES) [
storageld INT [ storageld INT [ Fhianvision'mgSLeromed TINYINT{1} 153
name VARCHAR(2EE) [F] e & INT [ include|nDwhCapacity TINVINT(1) [
identifier VARCHAR(TES) [ B — raidGroup TINYINT() [
version VARCHAR(255) [ vendorTier VARCHAR(285) []
—— model VARCHAR{ZEE) [ autoTiering TINYINT(T}) [
seriziNumber VARCHAR(255) [T usesFlashFools TINYINT() [
4 state VARCHAR(258) [T redundancy VARCHAR(2E5) [[]
partnerModeld INT s snapshotAllocatedCapacityMB BIGINT Ik
memory SzeMB BIGINT | snapshotUsedCapacityMB BIGINT A
cacheSzeMB BIGINT 0 datatliocstedCapacityME  BIGINT 0
numberOfProcessors INT Ik — — —— —<* datallsedCapacityMB BIGINT [
url VARCHAR(255) |:|r | | totalAllocatedCapacityMB  BIGINT =
totalUzedCapacityMB BIGINT ]
T | | rawTollsableRatio FLOAT [+
e reservedCapacityMB BIGINT A
| otherUzedCapacityMB BIGINT 0
| otherallocatedCapacityMB  BIGINT |
T p—— - physicalDiskCapacityMB BIGINT |
] portid F | softLimitCapacityMB BIGINT ]
= =] storage_node. dedupsEnabled TINYINT(1) [
storageld INT [ B storageNodeld compressionEnabled TINVINT() [
: = Column L«
chassisConnectorld INT - i volumeld INT_ (/] d=dupsRatio FLOAT |
Y storageNiodeld il storagela INT [ | dedup=SavingsGE BIGINT
FF intemalolumeld INT B g o
chassisConnectorld INT [ compressionRatic FLOAT Ik
5:;‘::"; 4 :E % | compressionSavingsGE BIGINT O
i nnector|
url VARCHAR(2E5) [
| i Virtus] TINYINT{T} [
| status VARCHAR(255) [
_=3 nternal_wvolume | Svolume
g.Cohlmn SColumn
¥u il = | i INT 17]
i storagePocild INT = | pre— T 5]

. ;n::ta?gld LN:RCMR % § intemalolumeld INT I
Sstorage_port NS i Vs e | sty Nt O
SlColumn S = name VARCHAR(255) [
fu INT tﬁ isioni TINYINT( | e ARl

e D vy e m o thinProvisioned TINYINT(Y [
controlierld INT & thinProvisioned TINYINT{1} = | capscityMB BIGINT &
storageld  INT @A spaceGuarantze ENUM [ “ : BIGINT &

consumedCapacityMB

wamn VARCHAR(2EE) [#] dedup=Enabled TINYINT() [ | SR e S &
nodeWwn  VARCHAR(255) [#] ¥ cloneSourceld INT ] i paciww’ T =
portld VARCHAR(2E5) [7] snapshotCount INT 0 | e VARCHAR(ZES) [
name VARCHAR(ZEE) [T lastSnapshotTime DATETIME 0 | e T 0
speed VARCHAR(12) [T lastKnowncoessTime DATETIME ] esbiatand TINVINTE)
controller  VARCHAR(25%) [ status VARCHAR(288) [ | N INYINTOY
url VARCHAR(2EE) [ virtuslStorsge VARCHAR(2EE) [7] wlilm e A
sctive  TINYINT(Y) [ protectionType VARCHAR(ES) [y | diskGroup VARCHAR(E2ES) [

flashPoolEligibility ENUM 0o TNvINTEY

tedpeit Bt 0 virtuslStorage VARCHAR(ZS5) [

M';TS‘“"‘QSGB S g:g::; O hesd VARCHAR{255) [

locatedCapstity] -

b : = 4 pwtectonType VARCHAR(255) [

mluwuﬂ ) BIGINT JE| technologyType ENUM O

totalUsedCapacityFromDeviceMBBIGINT | sutaTieringPolicyld INT 0

datatllocatedCapacityMB BIGINT ] R

" ing TINYINT() [

datalsedCapacityMB ) BIGINT 1| wuid VARCHAR(ES) [

snapslnwbcaheﬂc\a.pamtyﬂﬁ BIGINT s s=Mainframe TINYINT{ &l

snapshotUsedCapaciy B BIGINT A Bl Time DATETIME o

rawTollsableRatio FLOAT JEil|

' url VARCHAR(255) [

otherlisedCapacity W3 BIGINT O ieVirtual TINYINT(T) O

otherAllocatedCapacityMB BIGINT =]

totsiCloneSavedCapacityME  BIGINT 0

compressionEnabled TINYINT{1) =

compressionRatio FLOAT 1|

compressionSavingsGB BIGINT [

url VARCHAR(2E5) [T

id VARCHAR(2E5) [ |
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T NoT NUL

=0 T L
rstuakey  VARCHAR(TSE) NOT NULL
o VARCHARES) NULL

winaiCenterly  VARCHARESS) NULL
Gustefiame  VARGHAR(ES) NULL
staCentehiame. VARCHAR(ZES) NULL

TINVINT

Scoum

& ] T NoT NULL

ety VARGHAR(TE) NoT NULL| e T o oL}
)

ot VARCHARSS) NULL SCour w NoT N
name [ | cetmcioesial NG NP wantiter 'VARCHAR(TES) NOT NULL
ocapacityhs BIGINT P | indecaslakre i NN 41 name. VARGHAR(28) NOT NULL]
rovioredCapacity 8 BGINT  NULL F obeels VT NOTNULL cuotsbadCapacty st BIGIT  NULL
visCentey | VARGHAR(ZSS)NULL = aeie T o CuetsSoACa S BIGINT  NULL
fescapsotl BGINT UL auelaUssiCapactyitB  BIGINT
wseiCapeeiylE BGINT  NULL e Evum nor hu
w VARCHARSS) NULL uw

e

VARCHAR(S12) NULL

V8 INT NuLL
VARCHAR(10) NULL

T
S 1y

L
ssaner NARCHAR{2S5) NOT NULL

§ rassrareis
resconly

T N
TINYINT NULL

|
NoTNOL |
UL |
o
2288) NULL ‘
ARcraRED ML
o VARCHAR 58 NULL |
s o o |
bnTne OETE Moo
oty orvu]
o e Sow i
processors. INT T Key 'VARCHAR(788) NOT NULL |
= ey arapoie SO ML
Yesaaeres i Shacranas o
s e
R vt
oicapie BT
gl "
& nownas ot | “

TNT NOT NULL
§ uratiacnneia INT NULL
Furnaiska  INT NULL
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T sngea T
aeeis N7 AL
LomelsINT NOT U

§resSeia T NOTNULL
ool INT NOTNULL
INT NOT NULL

NOTNULL
N

Satree.

n

NOT NULL
Nor nuL|

b B
repVolume TINYINT(f)

NOT NULL|

NuLL
NOT N
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TNVINTG) ML
N NuLL
VARCHAR(225) NULL
TNVINTE) ML
.

255) NULL
VARCHAR(2SS) NULL

VARCHARIZSS) NULL
T NULL
TINVINT(T)  NOT NuLY
DATETME  NULL
BiGINT NuLL
TNVINTG) WL
N L

e

23 We  EGNT el rssrveaCpaonyUE BiGINT NULL
orllsedCapaciets sIGINT NoTNULL oherlsedCapastME  BIGINT NuLL
BIGINT NULL
e EIGINT NuLL ShyscaDsKCapaciyME  BIGINT NuLL
pacit/lS v e Vil TINVINT(Y)  NOT NULL
srapsholAloosiedCapaotylE  BIGINT e VARCHAR(ZS) NULL
srapshotUsedCapasity IGINT NuLL seftLmiCapasiys SiGINT
TeUssbierato NoT NuL dedupeEniod TINVINT(S)  NoT NuL
poses TNYINT(s)  NoT huL

ttsConeSavedCapacity i3 BIGINT NULL
compressionErabisd TNYINTG)  NOT N
FLoAT NULL

ressionRt
comprassorSauingsGE BGINT
VARCHARES) NULL

potooo
intertaces TET



INT NOT NULL

VARCHAR(255) NOT NULL|
VARCHAR(TE8) NOT NULLJ

Srcocston GORRGE|  Jtertmen

SJcoumn HCowma VARCHAR(TES) NOT NULL
T T NOT NULL T INT NOT NULL vaRGHARZSE) NoT UL e Erers
B T pame  VARCHAR(ZEZ) NOT NULL VARCHAR(1024) NOT NULL}
repfpe  VARCHAR(ZES) NOT NULL vAnGHARETII R vmcmafzss)) o s VARGHAR(Z55) NOT NULL|
§ repapeTe INT NOT NULL AL identifier VARCHAR(TEE) NOT NULL
Happlication_ cardinality SWALLINT ~ NOT NULU o oo M2 VARCHAR(ES) NULL i VARCHAR(1024) NOT NULL
datarh Sl SR ] Lelp AL model VARCHA NOT NULL
Scoumn mest  TINYINTE)  NULL thinFrovisioningSupparted TINYINT(1)  NULL RY255)
¥ seoCrougTk INT NOT NULL " T gsteTk INT NULL thinProvisioned TINYINT()  NULL manufacturer  VARCHAR(ZEE) NOT NULL
GameTe  INT NOT NULLY ‘ wuid VARGHAR(255) NULL 5‘?’“'““’“‘7 . i:ig::mi :E
T #Rep  TINVINTNULL | flexGroupldentifier VARGHAR(TES) NULL neloaooiic etole R
i TNNTOERL | i = e it family VARCHAR(Z55) NOT NULL|
l | | latest TINYINT()  NULL M I it
= i i i latest TINYINT(f)  NULL
A | | i VARCHAR(ZSE) NULL dalelig e BT
Scoumn il VARCHAR(255) NULL
T INT NGT NULL | | T [ eCee VARCHAR(ZS5) NULL
name  VARCHAR(255) NOT NULL |
description VARCHAR{255) NULL 4 l
prioity  VARCHAR(2S5) NULL
i INT NULL
West  TINVINT{)  NULL
dsteTk INT NULL INT NOT NULL
url VARCHAR(255) NULL INT NOT NULL
::I mxhﬂi e storageName VARCHAR[Z55) NOT NULL]
lbusiness_enity_dimensien )| By Lt ok vancuaRsy wL |
Ebusime e e o type VARCHAR(255) NULL
Scoiumn [ e el o HoL] redundancy VARCHAR(258) NULL
T INT NOT NULL SRR =L e thinProvisioningSupported. TINVINT(T)  NULL
fuliname VARCHAR(1024) NOT NULL| appli m""’m INT NOT NULL i NULL
e s latest TINYINT(1) NULL
tenant VARCHAR(265) NOT NULLY [ spplcatonGromsTk INT At
ot VARCHAR(255) NOT NULL] § et INT NOT MULL gateTh INT NULL
businessUnit VARCHAR(255) NOT NULL R servicelevelTk i o isWirtual TINYINT{1} NULL
project VARCHARN 0] M Dt 1 businezsLinit VARCHAR(255) NOT NULL SoesEhshoot Thatent) RO
o I L I businessEntiyTk INT NOT NULL = biindet ] i
banct TINYIN} Lt kasNsmespaceTk INT NOT NULL
it Ll acdon kBsNamespaceGrougTk INT worhuLll, Hservice |
protectionType VARCHAR(2E) NOT NULL SlColimn
storageAooessType  ENUM NOT HULL ¥ wr worwu]
. f o e g T T A e A
Slhost_group_s .V el = b 255 W R name  VARCHARIZES) NOT NULL]
DG, gt marpesmy TINVINT(T)  NOT NULL 2:'“” ‘DNJUELE ﬁﬂﬁ
= INT HOT NULL] | provisionedCapacityMB  BIGINT NOT NULL| | " o
Host  VARCHARI[Z55) NOT NULL] ussdCapacinyME. BIGINT NOT NULL
?;:Hosm i [ﬂ”w il | o | latest  TINYINT()  NULL
= cardinality SMALLINT  NOT NULL| T T | dale Tkl LELE
Laralp dateTk INT NULL | ‘ INT HOT NULL
B oty L] ! - VARCHAR(228) NOT NULL
f? hostGroupTk INT NCT NULLS | | L identifizr VARGHAR(788) NOT NULL |
¥ hostTk INT HOT KULLS & ‘storageldentifier VARCHARITES) NOT NULL|
T | | tu0s s | we S or
i [ [ ks namespace_group_ dmension IS ﬂ T ML
‘Hhost_di ie I l— SJColumn $ latest TINYINT(f)  NULL
Blockmn _ —— f :e 5 L‘:TRCHARGBE} &1 :ﬁ i I e Sdate == L S
ntifier
Fu INT NOT MULLS — VARCHAR{Z25) NOT NULL [>— % epKBsNamespace  WARCHAR{ZES) NOT NULL| ERE
nmme VARG [ARi2aals ST peE clusterName VARCHAR(258} NULL replcBsMamasgacaTke, 1011 S ¥  INT NoTNUL
dentifir  VARCHAR(7E3) NOT NULL] i il i cardinaiity SMALLINT  NOT NULL
i VARCHAR(1024) NOT NULL] dateTk INT NULL
3 (1024) ; PP fulDate DATETIME NOT NULLL
o5 VARCHAR(ZSS) NULL e s Sl TNORT T RN
model VARGHAR{255) NOT NULL daylnYear SMALLINT NOT NULLJ
manufscturer VARGHAR(ZEE) NOT NULLY dsterear SMALLINT NCT NULL]
u INT NULL T 1 monthNum TINVINT  NOT NULLJ
S TINVINTI)  NULL R i daylnWeekNum  TINYINT  NGT NuLLl
dateTk INT NULL quarter TINYINT  NOT NULL]
= VARCHARIZES) NULL ll dayinQustter  SMALLINT NoT NuLLL
datsCenter  VARCHAR{255) NULL repQuarter TINYINT  NOT NULLJ
= rephtonth TINYINT  NOT NULL]
?k;":"'" T T repWesk TINYINT  NOT NULL|
iamespaceGroup repDay TINYINT  NOT NULL
f kB=NamespaceTh INT NOT NULL| e TINYINT(1) NULL
i=Rep TINYINT() NULL yearLabel CHAR(H)  NOT NULL
b INT ULL ‘monthLabel CHAR(7T} NOT NuLL
quaterlsbel  CHAR(T) NOT NuLL)
rephlonthCrlatest TINYINT  NOT NULLJ
sspFlsg TINYINT  NOT NULL]
future TINYINT{1) NOT NULL]
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=lcolumn
7t INT NOT MULL
name VARCHAR(255) NOT NULL
identifier VARCHAR(768) NOT NULL
vendorDiskGroupType VARCHAR(255) MULL
diskType VARCHAR(255) NULL :
status VARCHAR(255) NULL istorage_dimension NES]
redundancy VARCHAR(255) NULL =\Column
vendorTier VARCHAR(255) MULL ? th INT NOT MULL
i VA name VARCHAR(255) NOT NULL
L ey DL P & Ny NOs identifier VARCHAR(768) NOT NULL
) latest TINYINT{1) MNULL — —— — —% ﬁ dateTk INT MOT NULL in VARCHAR(1024) NOT NULL
¢ oateTk el fred o P storageTk INT  NOTNULL model VARCHAR(255) NOT NULL
ENirE AL ST NU'—'—r_ ] P storagePoolTk INT  NOTNULLRy 5  manufacturer VARCHAR(255) NOT NULL
] | P diskGroupTk INT  NOTNULL serialNumber  VARCHAR(255) NULL
| CraChE HCH microcodeVersion VARCHAR(255) NULL
usedCapacityMB BIGINT MOT MULL family VARCHAR(255) NOT NULL
ﬂstoragejool di | physicalDiskCapacityMB BIGINT MOT NULL url VARCHAR(255) NULL
— L _‘ — @ Factdescribes disk group capacity and its id INT NULL
S Column | usage Iatest TINVINT(1) NULL
7t ihih BT s ? dateTk INT NULL
identifier VARCHAR(768) NOT NULL | dataCenter VARCHAR(265) NULL
name VARCHAR(255) NOT NULL | |
storageName VARCHAR(255) NOT NULL | -
storagelP VARCHAR(1024) NOT NULL |
type VARCHAR(255) NULL |
redundancy VARCHAR(255) NULL | =lColumn |
thinProvisioningSupported TINYINT(1) | \? 1k INT MOT MULL |
usesFlashPoals TINYINT(1) NOT NULL i T ET R |
us VARCEAR I _ _| . dayinMonth TINVINT  NOT NULL |
i I e [ dayinYear SMALLINT NOT NULL.
ftest Ut ua) Sl | dateYear SMALLINT NOT NULL |
'} dateTk S Salis yearLabel CHAR(4)  NOT NULL |
isVirtual TINYINT(1) NULL | e e |
| monthLabel CHAR(T)  NOTNULL
| dayinWeekNum  TINYINT  NOT NULL |
— — — —< quarter TINYINT ~ NOTNULLfo— — — — — — — — — =
quarterLabel CHAR(7)  NOT MULL
dayinQuarter SMALLINT NOT NULL.
repQuarter TINYINT ~ NOT NULL
rephonth TINYINT ~ NOT NULL
repWeek TINYINT ~ NOT NULL
repDay TINYINT ~ NOT NULL
repMonthOrLatest TINYINT  NOT NULL
sspFlag TINYINT ~ NOT NULL
latest TINYINT() MULL
future TINYINT({1) NOT NULL
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=l Column
Ptk INT NOT NULL
7 tk INT NOT NULL name VARCHAR(255) NOT NULL
name VARCHAR(255) NOT NULL natiiral(ey) xig:i;g‘;ﬁ: :SIL”ULL
sequence  INT NULL I - T T i
cost DOUBLE NULL | virtualCenterlp WARCHAR({255) NULL
" T NULL | url VARCHAR(255) NULL
id INT NULL
Iatest TINYINT(1) NULL
 dateTk T NULL | latest TINYINT(1) NULL
| ips VARCHAR(4096) NULL
| ¥ dateTk INT NULL
Sldate_amension TS| | |
=l Column |
Dtk INT NOT NULL | ‘
fullDate DATETME  NOT NULL s uti tect S
dayinMonth TINYINT ~ NOT NULL | -
daylnYear SMALLINT  NOT NULL
dateYear SMALLINT  NOT NULL sizeNB BIGINT NOT NULL
yearLabel CHAR(4})  NOT NULL usedMB BIGINT NOT NULL INT NOT MULL
monthNum TINYINT  NOT NULL dateTk INT NOT NULL identifier  WARCHAR(TES) NOT NULL
monthLabel CHAR(T)  NOT NULL hostTk INT NOT NULL name WARCHAR(255) NOT MULL
dayinWeekNum  TINYINT ~ NOT NULL vmiTk INT NOT NULL B _ _ _ _ type ENUM NOT NULL
quarter TINYINT - NOT NULL computeResourceTk INT  NOT NULL domain  WARCHAR(255) NULL
quarterLabel CHAR(T) MNOTNULLg— — — — — — — % 7 INT NOT NULL i TEXT NULL
dayinQuarter SMALLINT  NOT NULL storageTk INT  NOT NULL os WARCHAR(255) NULL
repQuarter TINYINT NOT MULL tierTk INT NOT NULL id INT NULL
rephlonth TINYINT NOT NULL (it -’.g t INT NOT NULL Jatest TINYINT(1) NULL
repWeek TINYINT NOT NULL .r? dateTk INT NULL
repDay TINYINT NOT NULL
repMonthOrlatest TINYINT NOT NULL
sspFlag TINYINT ~ NOT NULL
Iatest TINYINT({1) NULL
future TINYINT(1) NOT NULL

= Column
Pt INT NOT NULL =IColumn
name VARCHAR{255) NOT NULL 7tk INT NOT NULL
identifier VARCHAR(TE8) NOTNULL — N ARCIATEE G kL =] Column
: VARCHAR{ IO DR identifier  VARCHAR(768) NOT NULL  t T SN
VERCHARZ0) ST ip WVARCHAR({1024) NOT NULL computeResourceldentifier VARCHAR(788) NOT NULL
VARCH, SHOLAEE =T 0s VARCHAR(2S5) NULL name VARCHAR(255) NOT NULL
: D pbeie G e model WVARCHAR(255) NOT NULL Iocation VARCHAR(255) NULL
micrcadeNersinn VARG T manufacturer VARCHAR(Z55) NOT NULL hardwareld VARCHAR(255) NULL
family VARCHAR(255) NOT NULL il VARCHAR(2EE) NULL Hine VARCHAR(255) NULL
url VARCHAR(255) NULL o e NULL d INT NULL
id INT e latest TINVINT(1) NULL latest TINYINT(1) NOT NULL
latest TINYINT(1) LR dataCenter  VARCHAR(255) NULL ¥ dateTk INT NULL
dataCenter VARCHAR(255) NULL 7 dateTe £ NULL
§ dateTk INT NULL
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NOT NULL
MOT NULLS

TINYINT(E) NULL

NULL

Svsives e, i T s
S business_e
oass lspotoaton_roup_dinGRSeRIZY| Ao borsesl
Tic INT NOT NULL
Fix INT NOT NULL! 5 | W
Column i=R=p TINYINT{1) NULL
fulname  VARCHAR{1024) NOT NULL T s T
tenant VARCHAR{ZES) NOT NULL A o — — —
lob VARCHAR{ZE5) NOT NULL p :““"w i S st 1
businessUnit VARCHAR{255) NOT NULL o
sl VARGHARDSS) NOT NUILL] cardinality SMALLINT ~ NOT NULL L
: dateTk  INT NULL
ol INT NULL e
latest TINYINT(1) NULL
e INT NOT NULL| dateTk INT NULL S Coltait
name  VARCHAR[Z55) NOT NULL I T L) jeeat
sequence  INT NULL name VARCHAR([255) NOT NULL]
cost DOUBLE NULL ‘ description VARCHAR(255) NULL
" INT NULL ; priority  VARCHAR[ZEE) NULL
Iatest TINYINT(1) NULL id INT NULL
dateTk  INT NULL tatest TINYINT(f)  NULL
datsTk  INT
F o INT NOTNULLlp — — — — — — VARCHAR(255) NULL
T oat=Tk INT NOT NULL
storageTk INT NOT NULL
storageFoolTk INT NOT NULLY
Coh .
?m - e e intemalVolumeTk INT NOT NULL = storage_pool_t
— — — — &} vinualStorageTk INT NOT NULL Scoumn
name  VARCHAR{255) NOT NULL] terTk INT NOT NULL Tu = ey
sequence  INT NULL
phaiontc iy SEDR dentifier VARCHAR[TES) NOT NULL|
ocost COUBLE NULL applicationGroupTk INT NOT NULL] VARCHAR(255) NOT NULL
i INT NULL Jf cervicelevelTk INT NOT NULL ‘:’ e i S e ta
stest TINYINT(1)  NULL businessUnit VARCHAR{ZEE} NOT NULL| it
dateTk  INT NULL  businessEntiyTk e i storagelP VARCHAR({1024) NOT NULL
i VARCHAR(2E5) NULL
i i P e :t:\dam:y VARCHAR(2EE) NULL
amespaceG —_——
:‘:{N Ty;"'ﬂ gﬂw E:i thinProvisioningSupported TINYINT(1} NULL
Slinternal_volume_dim; L P virtual TINYINT(T)  NULL
ElCoiumn a1brata:’2::uityﬂﬁ :i":ﬁTHA g: :ﬁ e
2 tatest TINYINT(T)  NULL
¥tk INT NOT NULL] consumedCapacityMB BIGINT NOT NULL T e i
name VARCHAR(ZES) NOT NULLR — — — ﬁf’am@ MB g:gﬁ £¥ :ﬁ: igVirtual TINYINT(1) NULL
entifier VARCHAR(TEE) NOT NULL | seapcy! usesFlashPools TINYINT()  NOT NULL
storageFoolldentifier VARCHAR(TEE) NOT NULL] — — & ostsUnus=dCapaciylE BIGINT NOT HULLJ ol VARCHAR(255) NUILL
storageNarme VARGHAR(ZES) NOT NULL] =napshotAllocatedCapacityME BIGINT NOT NULL
storagelP VARCHAR{1024) NOT NULL] snapshotUsedCapacityMB  BIGINT NOT NULL
fype VARCHAR(ZSS) NULL totaiCioneSavedCapacityM8  BIGINT NOT NULLY
virtualStorags VARCHAR{ZES) NULL dedupeRatio FLGAT NULL e
spaceGuaranise VARCHAR(2E5) MULL d=dupeSavingsGE BISINT MULL PSP | ...
thinProvizioningSupportsd TINYINT{T) NULL rauTollsablzRato FLOAT T NuLL F i INT NOT NULL]
thinProvisioned TINYINT{T} NULL snapshotCount INT MULL ", identifier VARCHAR(TEE) NOT NULL]
wuid VARCHAR{255) NULL lz=tSnapshotTime DATETIME MULL name VARCHAR(255) NOT MULL}
flexGroupldentifier VARCHAR(TEE) NULL compressionRatio FLOAT HULL clusterName  VARCHAR(255) NULL
i NULL compressionSavingsGE BIGINT NULL " INT NULL
latest TINYINT{1} NULL objectStorelisedSpaceGE  BIGINT HULL Istest TINYINT(T) NULL
datsTk INT NULL [ L] dateTk INT NULL
wri VARCHAR(2EE) NULL J> J> |
Tdate_dimensio ! T?———————
= S storage. —tr—t—tr—
[ Colum:
oo SComn | | ks namespace aroiip Bridse NE|
! trkuna,m I[::r'I'EFIlI'E ﬁ: :t T il beslBt | | St
ul
kBeNamespaceGroupTk INT
daylinMonth TINYINT  NOT NULL :”;{E :;:Eﬁ;m E xﬁ | | ; k8sNamespaoeTk INT
daylnYear SMALLINT NOT NULL 47051 -
dateYear SMALLINT NOT NULL] L VARCHAR(102¢4) NOT NULL | | isRep
monthNum TINYINT  NOT NULL model VARCHAR(255) NOT NULL § e INT
daylnWeskNum  TINYINT  NOT NULL ek ac s AR T NULL L S S ———
e ditm e seriallumber VARCHAR(255) NULL
dmyinQuster  SMALLINT NOT NULL microcodeVersion VARCHAR{ZES) NULL
repQuarter TINYINT  NOT NULL ':""“Y r’;:TR‘:”"‘F‘m) m]_"““— = Cotumn
Month TINYINT  NOT NULL
E;\Neek TINYINT  NOT NULL katest FRTEIEHT) N 0 v 2 sealii o
oty Sl Smin datsTk INT NULL repKBsNamespsce  VARCHAR{255) NOT NULL
i TINVINT(E) NULL ul VARCHAR{255) NULL repKBsNamespacsTh INT NOT NULL|
bel CHAR[®)  NOT NULL dataCenter VARCHAR{255) NULL :::My |50NTMLLINT KEILNLILL
monthLabel CHAR[T) NOT NULL
quarterlzbel CHAR(T) 'NOT NULL
repMonthOrLatest TINYINT — NOT NULL]
sspFiag TINYINT  NOT NULL
future TINYINT{1) NOT NULL

Kubernetes PV-Kapazitat
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=lk8s_pv_di
=jColumn
ik INT
identifier VARCHAR(768)
name VARCHAR(255)
clusterdame VYARCHAR(255)
phase VARCHAR(B4) [
pvchlame VARCHAR(255) [
id INT [
latest TIMNYINT(1) [l
dateTk INT [
=lk8s_cluster
=l Column
Ptk INT
identifier  VARCHAR(762)
name VARCHAR(255)
id INT [
latest TINYINT(1) [
P dateTk  INT [

Hafenkapazitat

—_————

—

o TlkBs_pvc_s
= Column
Pt INT
dateTk INT
pvcTK INT
clusterTk INT
namespaceTk DOUBLE
pvTk INT
pwSizeBytes DOUBLE [
pucSizeBytes DOUBLE [] _i
| | |
S | |
l |
|
|
=lk8s_nam L
=|Column
Ptk INT
identifier WARCHAR(TES)
name VARCHAR(255)
clusterame VARCHAR(255)
id INT [l
latest TINYINT(1) [F]
dateTk INT [

=ldate_di
=]Column

7tk INT
fullDate DATETIME
dayinMonth TINYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR({4)
monthMum TINYINT
monthLabel CHAR(T)
dayinWeekMum  TINYINT
quarter TINYINT
quarterLahel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINTIT)

=lk8s_pvc_ ¢ -

=] Column

Ttk INT
identifier WARCHAR(7G8)
name VARCHAR(255)
clusterMame VARCHAR(255)
namespaceMame VARCHAR(255)
pviame VARCHAR(255) [
phase VARCHAR(B4) [
id INT [l
latest TINYINT{1) [
dateTk INT [
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—ports_fact - =l connected _device meirﬁ GENERIC DEVICE |
Pt INT itk
7 dateTk [T M & ek
P sattchTk IMT M anuEctuer STORLGE
. connecedDeviceTk |MNT i ol AT
? portTk IMT type
fabiic VARCHARZSS) finmaare TAPE
peed VARCHARAD) idl
connedtivityT yoe EMUR | sted
type YVARCHARESS)
datus . ? VARCHARGOD — — — — — — — — — — *|
[ S _ |
| | |
ZIport_dimension Sdate_dimension Iswitch_dimension_
dth [T th INT Ptk INT
P WARCHAR(2SS)e | fullDate DAT ETIME T WARCHAR(25 5]
Pid FMT davi nonth TIRMINT M e WARCHARZ5 5]
lated  TIMYINT1] dayinear ShALLINT ip WARCHARZ5 5]
P dateTk INT date Year S ALLINT tn oclel WARCHARZ55)
tm anthitum TINT [ — “®  manufacturer VAR CHAR(ZS5)
dayd mrveekMum TIMYIMT firmweare VAR CHAR[ZSE)
uarer TINYIMT '} id INT
dayinQuarter  SMALLINT late TIMYINT (1]
repcuater TIMYINT ’:{ dateTk IMT
reptdonth TIMYINT dataCenter VARCHAR[ZSS)
repiEek TIRMINT anitchlewvel  WARCHAR[ZSS)
repbay TIMYINT
| ates TIRMINT




Slcoumn

T =ppBroupTk INT NOT NULL

B apeTk INT NOT NULL
isRep TINYINT(1) NULL

Sistorage_pool_ dimension IS

e
T INT NOT HULL
Mentifier VARGHARITER) NGT NULL]
3 opteasi S| - nnchamce hor
Slcoumn [ INT NOT NULL storageName VARCHAR(255) NOT NULL|
T INT NOT NULL name  VARCHAR(2E5) NOT NULL ::””E‘P x:;zxgg::) ﬂ‘_"“‘-‘-
uence  INT NULL pe
o ] e m Cow | mL,  dEmE
e aun 4 i il Syt A T ST
Pt pesi est  TINVINTG) NULL
ik S latest TINVINTIY  HULL
dateTk INT NULL
T isWirual TINYVINT(T)  NULL
usesFlashPocks TINYINT()  NOT NULL|
| VARGHAR(ZES) NULL

|
|
g

s namespace drmerEEAINEY]

SiColum
S aspiication_cimension || NIPS] T INT NOT NULL
Bcoumn 0 o INT MOT MULLfw— identifier VARCHAR(TE8) NOT NULL|
Tk INT NOT NULLE>— — — — g T NOT NULL name VARCHAR@EGNOTNULLE — —
nams VARCHARIZ55) NOT NULL| storsgeTk INT NOT NULL clusterName VARCHAR(Z55) NULL l
description VARCHAR{285) NULL <toragePoolTk INT NOT NULLp— — — —x ® INT NULL
pridly VARCHARR Y imtemalVolumsTk  INT NOT NULL] e TGS ‘lkts namespace sroup riaae M|
W INT NULL atresTh INT NOT NULL dateTk INT NULL SColumn
latest  TINYINT(1)  NULL virtusiStorageTk INT NOT NULL INT NOT NULL
dateTk INT HULL tieiTk INT NOT NULL}  kBsNamespaceTk INT NOT MULL}
url VARCHAR(256) NULL sarvicsLevelTk INT NOT NULL =Rep TNV MU
applicationTk INT NOT NULL G et S
spplicationGroupTh INT NOT NULL]
businessUnit VARCHAR(Z55) NOT NULL b
Srvic T Jemr SR e |
L —— — —#7 kEsNamespaceTk INT NOT NULL
T NOT NULL k8sNamespaceGroupTk INT NOT NULL kiR INT NOT NULL |
storagebccessType  ENUM NOTNULLE™ — — — —=  repi8sNamespace  VARGHAR(256) NOT NULLFS— — — — —
\‘-’:THCHAH{M& :ﬁl”’m protectionType VARCHAR(255) NOT NULL] repiBshamespaceTk INT NOT NULL
Dl G hardLimitCapacityMB  BIGINT NOT NULL] candinality SMALLINT NOT NULL|
A | e =
S a
P A [ e Saese_amenson - ES)|
| missingQuotalimit= ENUM NOT NULLE®™— — colmn
| T "y T | Gt INT NOT NULL
| | name VARGHAR(25E) NOT NULL
e _| | | | s identifier VARCHAR(TEE) NOT NULL
= Column | | | | storagaldentifier VARCHAR[TEE) NOT NULL
Foe INT NOT NULL] | | type ENUM NOT NULL
name VARCHAR(255) NOT NULL| l | - Ll it
entifier VARCHAR(TES) NOT NULL | | lstest TINVINT{T)  NULL
torageFoolidentifier VARGHAR(TES) NOT NULL) | dat=Tk INT NULL
storageName VARCHAR(ZEE) NOT NULL [
storagelF VARCHAR(1024) NOT NULLE & T i | | _
:‘;:am'* x:;g::gg:‘;: :3‘1‘ fulname  VARCHAR{1024) NOT NULL] ==
tenant VARCHAR{255) NOT NULL| l l = bk
BRI B D lob VARCHAR{Z55) NOT NULL| T INT HOT NULY
t::?:::&'f’swm I::z:m:; :i businessUnit VARCHAR{ZS5) NOT NULL| = storage P DATETIVE NOT NULL
el i I el
; nYear
:ugmwdmmrﬂ r;:TRCWm’ zﬁ ks ALEhEL I, kLl name VARCHAR(ZES) NOT NULL datefear SMALLINT HOT NULL
ey e daisTk INT NULL identifier VARCHAR(TEE) NOT NULL manthium TINYINT  NOT NULL
dareTk INT NULL P VARGHAR(1024) NOT NULL day:n';\:\‘eekwm ;:m:jr NNSI zil-
model VARCHAR(25E) NOT NULL quar
L SRR manufacturer VARCHAR(255) NOT NULL] daylnCuarter SMALLINT NOT NULL
seralNumber  VARCHAR(Z5E) NULL repQuarter TINYINT  NOT NULL
micropodeVersion VARGHAR(255) NULL rephionth TINYINT - NOT NULL
Farily VARCHAR regilesk TINYINT  NOT NULL
u INT NULL repDay TINYINT  NOT NULL
latest TINYINT(T)  NULL latest TINYINT() NULL
dateTk INT NULL yeouiahol CHAR(4}  NOT NULL
wil VARCHAR(255) NULL menthLabel CHAR(T) NOT NULLJ
dataCanter VARCHAR(2EE) NULL quaterlabel  CHAR(T) NOT NULLJ
rephonthOrLatest TINYINT  NOT NULLJ
sspFiag TINYINT  NOT NULL
future TINYINT{1) NOT NULL

Speicherkapazititseffizienz
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=l efficiency_fact

= Column

7tk INT NOT NULL
¥ dateTk INT NOT NULL
? storageTk INT MOT MULL

rawCapacityMB BIGINT
| backendCapacityMB BIGIMNT
storageTechnology VARCHAR(255) MULL

gainMB BIGINT MOT MULL
lossMB BIGIMT MOT MULL
potentialGainMB BIGIMNT MOT MULL

potentialLossMB BIGIMNT MOT MULL

|
|
|
1
|
}

=Istorage_dimension

=] Column

? tk INT NOT NULL
name VARCHAR(255) NOT NULL
identifier VARCHAR(768) NOT NULL
ip VARCHAR(1024) NOT NULL
model VARCHAR(255) NOT NULL

manufacturer
serialMumber
microcodeVersion

VARCHAR(255)
VARCHAR(255)
VARCHAR(255)

family VARCHAR(255) NOT MULL
id INT NULL
latest TINYINT(1) NULL

¢ dateTk INT NULL
url VARCHAR(255) NULL

dataCenter VARCHAR(255)

Speicher- und Speicherpoolkapazitat
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=Jdate_dimension

— T T T~ column

7tk INT NOT NULL
fullDate DATETIME MNOT MWULL
daylnMonth TINYINT  MOT NULL
daylnYear SMALLINT  MOT MULL
dateYear SMALLINT  MOT MULL
monthMNum TINYINT  MOT MULL
daylnWeekMum  TINYINT  NOT MULL
quarter TINYINT  MOT NULL
daylnCluarter SMALLINT  MOT MULL
repQuarter TINYINT ~ MOT MULL
rephonth TINYINT  MOT NULL
repWeek TINYINT  MOT NULL
repDay TINYIMT ~ MOT NULL
latest TINYINT(1) MULL
yearLabel CHAR(4) MNOT MULL
monthLabel CHAR(T)  MOT MULL
quarterLabel CHARIT)  MNWOT MULL
repMonthOrLatest TINYINT MOT MULL
sspFlag TINYINT  MOT NULL
future TINYIMNT(1) MOT NULL




=ldate_dimension

=ltier_dimension _

=l Column

7tk INT NOT NULL
identifier VARCHAR(YG8) NOT NULL
name VARCHAR(255) NOT NULL
storageName VARCHAR(255) NOT MULL
storagelP VARCHAR{1024) NOT NULL
type VARCHAR(255) NULL
redundancy VARCHAR(255) NULL
thinProvisioningSupported TINYINT(1) NULL
virtual TIMYINT( 1) NULL
usesFlashPools TIMNYINT( 1) NOT MULL
id INT NULL
latest TINYINT( 1) NULL
dateTk INT NULL
isVirtual TIMNYIMNT ) NULL
url VARCHAR(255) NULL

=lcolumn = Column
Pk INT NOT NULL ? ik INT NOT NULL
fullDate DATETIME MNOT NULL name VARCHAR(255) NOT NULL
daylnMonth TINYINT ~ NOT NULL sequence INT NULL
daylnYear SMALLINT  MNOT NULL cost DOUBLE NULL
dateYear SMALLINT  MNOT NULL id INT NULL
monthMNum TINYINT ~ MOT NULL latest TINYINT(1) NULL
dayinWeekNum  TINYINT ~ NOT NULL dateTk INT MNULL
quarter TIMYINT MOT MULL
| daylnQuarter SMALLINT  NOT NULL] Y
repQuarer TIMNYINT MNOT NULL |
repionth TINYINT MOT MULL
repWeek TIMYINT ~ NOT MULL. |
repDay TIMNYINT MNOT NULL |
latest TINYINT{1) NULL
yearLabel CHAR(4)  NOTNULL |
maonthLabel CHAR(T)  NOTNULL i
quarterLabel CHAR(7)  NOT NULL =lstorage_and_storage_pool,
repMonthOrLatest TINYINT MNOT NULL =lColumn
sspFlag TINYINT ~ NOTNULLE— | ¢ INT NOT NULL - — — —
future TIMYINT{1) NOT NULL .? dateTk Nt NOT NULL
? storagePoolTk INT MOT MULL
? storageTk INT MOT MULL
'? tierTk INT MOT MULL
Zlstorage_dimension backend TINYINT(1) NOT NULL
=lcolumn virtual TINYINT{1) NOT MULL
Tk INT NOT NULL capacityMB BIGINT  NOTNULL
rawCapacityMB BIGINT MOT MULL
ot vaRcraRen noThuL|  USeCmee il
) usedRawCapaci
L O snapshotUsedCapacityMB BIGINT  NOTNULL
el VARG Sl o snapshotUsedRawCapacityMB BIGINT  NOTNULL
mamer ULL isVirtual TINYINT{1) NOT MULL
se.rla i . softLimitCapacityMB BIGINT MULL
;:';:;mdeversmn xﬁggﬁg:g; :S'LI'IT\IULL unconfiguredRawCapacityMe BIGINT  NOTNULL
id INT NULL spareRawCapacityMB BIGINT MOT MULL
|atest TINYINT(1) NULL failedRawCapacityMB BIGINT MOT MULL
unusedVolumeCapaci
:stacemer xﬁggﬁg:g; :Stt volumsConsumadCapacityMe BIGINT  NOTNULL
mappedyolumeCapacityMB BIGINT MOT MULL
maskedVolumeCapacityMB BIGINT MNOT MULL
internalVolumeAllocatedCapacityMB  BIGINT MOT MULL
internalVolumelUsedCapacityMB BIGINT MOT MULL
internalVolumeConsumedCapacityMB  BIGINT MOT MULL
dedupeRatio FLOAT MULL
dedupeSavingsGB BIGINT MULL
compressionRatio FLOAT MULL
compressionSavingsGB BIGINT MULL
compactionRatio FLOAT MNULL
compactionSavingsGB BIGINT MULL
objectStorelsedSpaceGB BIGINT MULL

Speicherknotenkapazitat
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= Column

T INT NOT NULL
name VARCHAR{255) NOT NULL
sequence  INT MULL
cost DOUBLE NULL
id INT NULL
latest TINYINT()  MULL
dateTk  INT NULL

= Column
¥tk INT NOT NULL = Column
name VARCHAR{ZES) NOT NULL it INT NOT NULL
identifier VARCHAR(TEE) NOT NULL T dateT INT NOT NULL
version VARCHAR{ZEE) NOT MULL R storageTk INT MOT HULL
modsl VARCHAR{ZES) NOT NULLf— — — — —# ] storsgeNodeTk INT NoThULLE,
serislNumber VARGHAR{ZEE) NOT NULL G b= INT NOT NULL
siteMName VARCHAR{ZE5) NUILL totaiNodeC spacity UtilEationMB DOUBLE NULL
url VARCHAR{ZE5) NULL usableModzCapacity UtilizationMB DOUBLE MULL
i INT NULL usedhodeCapacityUtiizationMB DOUBLE MULL
Istest TINYINT(1)  NULL ussdMstaDataNodeCapacityltizationMB  DOUBLE NULL
datsTk INT NULL allowsdhetaD CapacityltilzationMB DOUBLE NULL
o|
1
= Cohsmn
Ttk INT NOT NULL]

name VARCHAR{2E5) NOT NULL

ilentifier VARCHAR{TEE) NOT NULL

ip VARCHAR{1024) NOT NULL

model VARCHAR{2EE) NOT NULL

manufacturer  VARCHAR{ZEE) NOT NULL

serislMumber  VARCHAR(255) MULL

microcodeVersion VARCHAR(ZE5) MULL

famity VARCHAR{2EE) NOT NULL

W INT NULL

latest TINYINT{1) MULL

dateTk INT MULL

wrl VARCHAR{2EE) NULL

dataCenter VARCHAR{2EE) NULL

VM-Kapazitat
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T

= date_di

= Column

e INT NOT NULL
fullDate DATETIME NOT NULL
dayinMonth TINVINT  MOT MULL
daylin¥ear SMALLINT MOT MULL
dateYear SMALLINT MOT MULL
manthhum TINYINT  MOT HULL
dayinWeskNum  TINYINT  MOT NULL
quarter TINVINT  MOT NMULL
dayInCuarter SMALLINT MOT MULL
repluarter TINYINT  MOT MULL
rephonth TINYVINT  MOT NULL
repiVesk TINYINT  MOT MULL
repDay TINYINT  MOT MULL
latest TINYINT{T) MULL
yearLabal CHAR{#)  MOT MULL
maonthl sbel CHAR(T) MOT NULL
quarterLabel CHAR{T)  MOT MULL
rephonthOrLatest TINYINT  MOT NULL
sspFlag TINYINT  MOT MULL
furture TINYINT{E) MOT MULL




Slvm dimension |

S Column

Tk INT NOT NULL -
name VARCHAR(ZEE) NOT NULL =
naturaliGey  VARCHAR(TEE) NOT NULL) Sl Column capaciy
o vaRcHARRSS) o . Fr INT NoTnul| — SJColumn
vitusiGenterlp VARCHARESS) NULL wame  VARCRARREmNOTNUL| TP ENUM NOT NULL
i INT NULL sequence INT NULL used TINYINT(1)  NULL [
latest TINYINT(1)  NULL e DOUBLE NULL vmSpecific TINYINT(1)  NULL
dateTk INT NULL i INT NULL replicationSpecific TINYINT(1)  NULL
ips VARGHAR(4088) NULL laest  TINVINT()  NULL description VARGHAR(ZEE) NULL
wrl VARGHAR(Z5S) NULL daeTk  INT NULL

clusterName VARCHAR{258) NULL

Fic INT NOT NULL]
name  VARGHAR(25E) NOT NULL)
—%  zequence INT NULL
ocost DOUBLE NULL
d INT NULL
lest  TINYINT()  NULL
dateTk  INT NULL
application._
Sl Column
e INT NOT NULL
tepApp  VARCHAR(255) NOT NULL]
¥ repA.ppﬂc INT NOT NULL|
cardinality SMALLINT  NOT NULL] . -
dateTk  INT NULL  — =] application_
ry Sl Column
P appGroupTk INT NOT NULL]
P apoTk INT NOT NULL]
appsstion simera Y "o o

SlCohmn l
T INT NOT NULL ]
name VARCHAR(255) NOT NULL Elvm_capacity_ract NES. — — — — — —
identifier vaRcHaR@emnoTnon] 00 [ BCdem N
storageldentifier VARCHAR(TES) NOT NULL NOT NULL
type ENUM NOT NULL| NOT NULLI
i INT NULL MOT NULL
Iatest TINYINT{1)  NULL NOT NULL
dateTk INT NULL NOT NULL
intemalVolumeTk  INT MOTNULLE
quresTk INT NoTHULLE*— — — — — — — —
Bt hastGrouRTk INT NGT NULL
NG ohamsi applicationTk INT NOT NULL|
G INT NOT NULL applicationGroupTk  INT NOT NULL
naturalKey VARCHAR(Z62) NOT NULL tierTk INT NOT NULL
name  VARCHAR(258) NOTNULLF— — — ~— — — “® 4 servicslevslTk  INT noTNULLR .
moid VARCHAR(255) NULL wmTk INT NOT NULL
i INT NULL datastoreTk INT NOT NULL
Best  TINYINT(T)  NULL dataStorsMame  VARCHAR(SIZINULL [
dzeTk INT NULL datsStoreld INT NULL |
vimaiCenterlp  VARGHAR(Z55) NULL
businessUnit VARGHAR(Z52) NOT NULL IS — — — — |
businessEntityTk  INT NOT NULL|
M # kazNodeTk INT NOT NULL ‘ |
fo— — — — — —#*  ciorageAcosssType ENUM NOTHULLRy |
INT NOT NULL 1 capaciyTyps ENUM NOT NULL 1 ‘
VARCHAR(2EE) NOT NULL soruaMB BIGINT NGT NULL | | |
identifier VARCHAR(TEE) NOT NULL| — = = = % povisionedMB BIGINT NOT MULL
storag=Poolldentifier VARGHAR(TE8) NOT NULL . | ‘ |
storageName VARCHAR(255) NOT NULL | |
storagalP VARGHAR{1024) NOT NULL | |
type VARCHAR{255) NULL | |
vinuaiStorage VARCHAR(2EE) NULL | |
spaceGuarantes VARCHAR(255) NULL | | ‘ |
thinProvisioningSupported TINYINT{1) NULL |
thinProvisioned TINYINT{1} NULL | ‘ |
wid VARCHAR(ZES) NULL | |
flexGroupldentifier VARGHAR(TES) NULL | |
] NULL | |
latest TINYINT()  NULL Fu INT ot ||
dateTk INT NULL | identifier  VARGHAR(7EE) NOT NULL] |
url VARGHAR(25E) NULL l name VARCHAR(ZES) NOT NULLY | |

SJColumn

i INT NOT NULL
fullDate DATETIME MOT NULL|
INT NOT NULL daylnhonth TINYINT  NOT NULL
WARCHAR{1024) NOT NULL} daylnYear SMALLINT NOT MULL|
VARCHAR(255) NOT NULL} dateesr SMALLINT NOT NULL
VARCHAR(255) NOT NULLE>— monthNum TINYINT  NOT NULL
VARCHAR(258) NOT NULL daylinWeekNum TINYINT  NOT NULL
VARGHAR(2E5) NOT NULL quarter TINYINT ~ NOT NULL
® INT NULL daynQuarter SMALLINT NOT MULL|
lstest TINYINT(T) NULL repQuarter TINYINT  NOT NULL
dateTk INT NULL replonth TINYINT  NOT NULL|
repiissk TINYINT  NOT NULL|
repDay TINYINT  NOT NULL|

test TINYINT{1) NULL
yearlabel CHAR{4) NOT NULL|
monthlabsl CHAR(T) NOT NULL|
quarterLabel CHAR{T} NOT NULL|
repMonthOrlatest TINYINT  NOT NULL
sspFlag TINYINT  NOT NULL|
future TINYINT{1) NOT NULL

Volumenkapazitat

Sl Column

T INT NOT NULL]
name VARCHAR(255) NOT NULLJ
desoription VARCHAR[255) NULL
prioity  VARCHAR{ZEE} NULL
id INT NULL
Iatest TINYINT(1)  NULL
dateTk  INT HULL
url VARCHAR{255) NULL

INT NOT NULL]
VARGHAR(ZS5) NOT NULL}
identifier  VARCHAR{TBB} NOT NULL]
i VARCHAR{1024) NOT NULL}
oz VARCHAR(255) NULL
model WVARGHAR(255) NOT NULLY
manufacturer VARCHAR{ZES) NOT NULL
. INT NULL
Istest TINYINT(1) NULL = host_group_
dsteTk INT NULL Soomn
i YeRT T I hostGroupTk INT NOT NULL]
dataCenter  VARCHAR{255) NULL B hostTe A vl
. isRep TINYINT(1) NULL
Tk INT NOT NULL
rapHost  VARCHAR(255) NOT NULL]
U repHostTk INT NOT NULL]
cardinality SMALLINT NOT NULL
dateTk  INT NULL

NOT NULL

VARCHAR(ZS5) NOT NULLJ
VARCHAR(TEZ) NOT NULLJ
VARCHAR(1024) NGT NULLJ
NOT NULL
NOT NULL

i INT NULL
Iatest TINYINT{1) NULL
dateTk INT NULL
Sl storage_c
SiColumn
i INT
name
identifier
]
model VARCHAR{255)
VARCHAR
serislNumber  VARCHAR(255)
microcodeVersion VARCHAR{ZES)
famity VARCHAR(255)
i INT
lstest TINYINT(1)
dateTk INT
wl VARCHAR(255)
dataCenter VARCHAR(ZES)

NULL
NULL

NOT MULLS

NULL
NULL
NULL
NULL
NULL
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Svotme st Y e s s

Siiemor votme amensin S|

Scolumn ?3:"'“’"" = e
i INT NOT HULL T T RO
storsgeldentifies VARCHAR(7E8) NULL identifier WARCHAR(7ES] NOT NULI e VARCHAR(255) NOT NULL T WO NuLL]
btk VARCMR{Es’"O.: i g i el identifier VARCHARITE8) NOT NULI VARCHARI258) NOT NULL] ) .
thinProvisioned TINVINT()  NOT NuLLY storagelP VARCHAR(1024)NOT NULL storsgePoolidentifier  VARCHAR(7ES) NOT NULI VARCHAR(788) NOT NULL] Sservice_lavel
b Vi e o VARCHAR(255) NULL storageName: ARCHARI2E8) NOT NULI VARCHAR(1024)NOT NULLY Hlcolumn
i S L oy VARGHAR(255) NULL storagelP’ VARCHAR(1024) NOT UL VARCHARIZ5S) NOT NULLY T — ST
it e thinProvisioningSusporedTINYINTE1)  NULL ype VARCHAR(258) NULL manufscturer  VARCHAR(255) NOT NULL} s AT
e L PH e i TINVINTH)  NOT NULL vinusiStorage VARCHARI25S) NULL seriaiNumber  VARCHARI2SS]) NULL o e i
I T k aE el spacaGuarantes VARCHAR(25S) NULL micocodeVarsion VARCHAR(ZSS) NULL | o, e i,
8 i il ot TINYINT( NULL inProvisioningSupponsdTINYINT(1)  NULL family VARCHARI25S) NOT NULLY 8 R i
Iatest TINVINT1)  NULL isVirtual TINVINT(1)  NULL Smbyovmdred TIENT( R IEED: i LA HuLL | latest  TINVINT{)  NULL
o TINVINTE)  NULL . VARCHAR(Z55) NULL uuid VARCHARI255) NULL Istest TINYINT(1)  NULL | fowr _wr i
R § dateTx M T :\dexﬁmup\denhlls ::::{CHARF!BE) :SLTLNUL ::lacen(u x::gm;g.::: :3\1_ e
¥ =l Ui | ? st TINMINT(T)  NULL § asteTx INT NULL |
1 e ML | s om s, o S
| |  ostet INT NULL T | =
Sloharsebact foct | | | | 7 mr__ wor wuu
Bt | § storageFool Tk INT HOT HULL]
P INT NOT NULI | ‘ | { storageTk INT NOT NULL]
§ storageTx INT NOT NULL M 77777 il # tieTk INT NOT NULY
'§ storageFool Tk INT NOT NULI | | # badend TINYINT(1)NOT MULL]
§ intenalVolumeTe  INT NOT NULI | INT worn g il capaciyMB BIGINT  NOT HuLU
§ gtreeTic INT NOT NUL = e rawCapacityMB. BIGINT  HOT HULL]
hostTk T NOT NUL | S Mo usedCapadityMB. BIGINT  NOT NULL]
F hostGroupTe INT NOT NULL | Bt G N U U U Ve SENG S VSRS RS S e .. usedRswCspacityMB BIGINT  NOT NULL]
applicationTk INT NOT NULL el ey snapshotUsedCapacityMB BIGINT  NOT NULL]
§ applicationGroupTk  INT NOT NULI | R HEE R e snasshatlsesRenCassciMa BIGINT  NOT NULL]
B tierTk INT wornl = 02020—————— | bt or ] imen: unconfiguredRanCapacityMs BIGINT  HOT HULL]
F senviceLevelTx T NULL nostGroupTE i Hes Scotumn spareRawCapaciyMB BIGINT  NOT NULLJ
businassUnit VARCHAR(ZES)NOT NULLE— — — — — — — — — —8 G e ot e INT NOT NULL] failedRawCapacityMB BIGINT  NOT NULY
1 businessEntiy Tk 1T HOTIRE serviceLevel T INT NOT NULL name VARCHAR(255) NOT NULLJ s ol hoEME
# protectionType VARCHAR(255) NOT NULI storagePoal Tk NT NOT NULL identifier  VARCHAR(768) NCT NULL] usiisediyolumeCapactyiLy EEal leliiis
¥ storagercoessType  ENUM T NULL internslVolumaTk INT noT NuLL ie VARCHAR(1024) NOT NULL} b El T o ]
resourceName VARCHAR{ZE5) NOT NULI qrresTk INT vornuchy T VARCHAR(ZSS) NULL softLimitCapacityMB BIGINT  NULL
§ resourceType 2T REEL KAsNamespacaTk INT NOT NULL model VARCHAR(255) NOT NULLI Yoltmegormune s At S HOTN
# mappedByvi TINYINT(1)  NOT NULI 8sNamespaceGroupTk INT NOT NULL manufacturer VARCHAR(255) NOT NULLL mapradvoiimeCapac L Heann LRl
VirualStorage: TINYINT(1)  NOT NULI isirtual TINYINTIT)  NOT NULY i NT NOLL meged ol e S sty
provisionedCapacityMEBIGINT NOT NULL isBaciend TINYINT(1)  NOT NULL atest TINVINTI)  NULL T O A |
usedCspacityMB BIGINT NOT NULL protectionType VARGHAR(255) NOT NULI url VARCHAR(255) NULL Al O e e ]
 ameTs Lt LEUAL ishecazsad TINYINT{1}  NOT NULI datsCentar VARCHAR(ZES) NULL intearra Vo imaConstimedCapan B I B
isOrphaned TINYINT(1)  NOT NULL astetx INT NULL dacipanato TLoAT L
isProtection TINYINT(1]  NOT NULL Y Y i IF:S“T :g:-uuu
isUnused TINYINT(1)  NOT NULY
ishasked TINYINT(1)  NOT NULL > e s coniions s oy
= isMapped TINYINT{1)  NOT NULI $
L I ] HOjHE provisionedCapecityMB BIGINT NoTnULy Acihc:‘s!m_
name VARCHAR(255)NOT NULLFP— — — — — — — — — — #*  aoceccdCepactyME  BIGINT NULL. - z —" 3 host_group)
igentifier VARCHARI768) NOT NULI crphanedCapacityMB  BIGINT NULL B INT NOT WULLY oo
storapaldentifier VARCHAR{7E8) NOT NULI protectionCapacityMB  BIGINT NULL. repHost  VARCHAR(25B)NOT NULLES— —— —#.= —
type ENUM NOT NULI unusedCapsciyMB  BIGINT NULL F repHostTE INT NoT NuLLE ‘ﬂ hosicaoinTE NI AL
L LA s I T*  consumedCapacityM8  BIGINT MOTNULLGg — — cardinality SMALLINT  NOT NULL] § nostre LA NOT NULL
Istest TINYINT(1) NULL daysSinceLastAcoessed INT NULL § dsteTk INT NULL isRep TINVINT{1jNULL
9 dateTk i e | | —_—
url VARCHARIZEE) NULL | 1 T | .
i J> . Sldate dimension
| K HColumn
i S8 namespace grol e namespace dincision S| e WT___wor L
E‘m’—‘_ | Scolumn fullDste DATETIMENOT NuLL|
Scalumn | W INT NOT NULI INT NOT NULL dayinManth TINYINT  NOT NULL
B INT NOT NULL (255) NOT NUL VARCHAR(TE8)NOT NULL] deylnYesr SMALLINT NOT NULL
name:  VARGHARIZBOING EERY | repkBsNamespacaT INT NOT NULL VARCHAR(258)NOT NULLY dteYear SMALLINT HOT HULL
sequence INT NULL o — cerdinality Mt e clusterName VARCHARI2E5)NULL yasrl akel CHAR(4) NOT NULLJ
cost COUBLE NULL s S e i T NULL monthNum TINYINT  NOT HULL
i LA R Istest TINYINT(1)  NULL monthLabel  CHAR(7) NOT NULLJ
Istest TINYINT(1)  NULL T dateTk INT NULL dayinWeekNum  TINYINT  NOT NULL
FaateTe INT NULL quarter TINYVINT  NOT NULL]
| -—h quanerlabel  CHAR() NOT NULL
dayinQuarter  SMALLINT NOT HULL
oz sz iz oz = - rapQuarier TINYINT  NOT NULL]
rephontn TINYINT  NOT NULL]
repWesk TINYINT  NOT NULL
s r2pDay TINYINT  NOT HULL]
repMonthOrLatest TINVINT  NOT NULL
Blcalwit sspFlag TINYINT  NOT NULL
T sNsmespaceGroupTk INT NOT NULL ey TINYINT(NOLL
B i8shamespaceTk ML L L future: TINYINT{1JNOT NULL

isRep
L3

TINYINT{1)NULL
INT NULL.

Leistungs-Datamart

Die folgenden Bilder beschreiben den Performance-Datamart.
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= Column

7tk INT
Slapplication_volume | name  VARCHAR(255)
=JColumn =]Column descripion VARCHAR(255) [
7tk INT P tk BIGINT priority VARCHAR(255) [[]
name VARCHAR(255) PP timeTk INT RS U VARCHAR(255) [[]
sequence INT [ fo————— —#9 dateTk INT id INT [l
cost DOUBLE & 7 applicationTk INT latest TINYINT(1) &
id INT F #? applicationGroupTk INT P dateTk INT [
latest TINYINT(1) Fl P tierTk INT ?
P dateTk  INT = FP senviceLevelTk INT
7 businessEntityTk INT |
readResponseTime DOUBLE |
writeResponseTime DOUBLE |
totalResponseTime DOUBLE ; T
lolalResponseTimeNiax DOUBLE | lapplication group biidgel)
) readThroughput DOUBLE | SlCalumn
business_entit writsThroughput DOUBLE ¥ appGroupTk INT
SlColumn sumOfaveragesVolumeThroughput DOUBLE | P® appTk INT
7tk INT maxOMaxvolumeThroughput DOUBLE | . IsRep TINYINT(1) [
ullname VARCHAR(1024) sumOfilaxVelumeThroughput DOUBLE |
tenant VARCHAR(255) readions feeius |
lob VARCHAR(255) —_———® writelops DOUBLE
businessUnit VARCHAR(255) sumOfaveragesvolumelops DOUBLE *
project VARCHAR(255) maxOfdaxVolumelops DOUBLE M
id INT sumOMaxVolumelops DOUBLE S comn -
|atest TINVINT(1) readCacheHitRatio DOUBLE [7] =
@ dateTk INT writeCacheHitRatio DOUBLE [ 7t L
totalCacheHitRatio DOUBLE [ — ———< repapp WARCHAR(255)
totalCacheHitRatioMax DOUBLE [7] ? repAppTk  INT
writePending BIGINT cardinality SMALLINT
readloDensity DOUBLE [ ¢ dateTk INT [
writeloDensity DOUBLE [
2 totalloDensity DOUBLE [7]
SColumn totalloDensityMax DOUBLE []
7t Lf __ __ ____ _ compressionSavingsPercent DOUBLE [ - -
name VARCHAR(255) compressionSavingsSpace DOUBLE [ Eldate_dimi
sequence INT [l totalTimeToFull DOUBLE [T] T T T T Hcelumn
cost DOUBLE [ confidencelntervalTimeToFull DOUBLE [F] Ptk INT
d 7 & fullDate DATETIME
fatest ATV daylnMonth TINYINT
P dateTk __INT [l dayinVear SMALLINT
dateYear SMALLINT
yearLabel CHAR(4)
=i monthNum TINYINT
Ptk INT monthLabel CHAR(T)
? hourDateTime DATETIME daylnWeekNum  TINYINT
hour TINYINT quarter TINYINT
minute TINYINT quarterLabel CHAR(T)
second TINYINT daylnQuarter SMALLINT
microsecond MEDIUMINT repQuarter TINYINT
F dateTk wr - e — % repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TIMYINT{1) [
future TINYINT(1)

Cluster-Switch-Leistung
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Eltime_dii

= Column

Ptk INT

'? hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond MEDIUMINT
dateTk INT

i

=ldate_dimensic
=|Column

304
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e
| 7tk INT — ] =l cluster_switch _p_
fullDate DATETIME | =lColumn
Hcluster_switch_port | dayinionth TINYINT 7« INT
=J|Column daylnYear SMALLINT | “}’ timestamp BIGINT
R« INT dateYear SMALLINT | timeTk DOUBLE
¢ timestamp BIGINT yearLabel CHAR(4) L @& dateTk INT
timeTk DOUBLE monthhum TINYINT clusterSwitchPortTk INT
dateTk INT monthl abel CHAR(T) clusterSwitchTk ~ INT Fl
clusterSwitchPorTk INT daymWe sk I EIhE storageTk INT ]
clusterSwitchTk  INT B L o storageMaodeTk  INT B
storageTk INT Fl Ry . quatedaby CHAR(T) __ __., receiveBytes DOUBLE []
storageModeTk  INT & daylnQuarter SMALLINT transmitBytes DOUBLE [T
receiveBytes DOUBLE [ rEpOtixies TINYINT totalBytes DOUBLE []
transmitBytes DOUBLE [ rephionth TINYINT receiveDiscards ~ DOUBLE [
totalBytes DOUBLE [7] repWeek TINYINT transmitDiscards DOUBLE [
receiveDiscards DOUBLE [T Teplyay bl totalDiscards DOUBLE [F]
transmitDiscards  DOUBLE [ repMoninQit:atest iRy receiveErmors DOUBLE []
totalDiscards DOUBLE [T sspFlag TINYINT transmitErrors DOUBLE []
receiveErors DOUBLE [[] IatesE TINYINT(1) ] totalErrors DOUBLE [T
transmitErrors DOUBLE [] T HETNEET receivePackets DOUBLE [
tatalErrors DOUBLE [ | transmitPackets DOUBLE [
receivePackets DOUBLE [7] | totalPackets DOUBLE []
transmitPackets DOUBLE [ | Y
totalPackets DOUBLE [f] SoElarlE ] |
¥ | R
|
I ! | = cluster_switch_|
| SColumn | B t INT
| 7R INT | identifier VARCHAR(255)
| identifier VARCHAR(TES) clusterSwitchid INT Il
| name VARCHAR(255) | storageld INT [l
| address VARCHAR(255) [ | storageNodeld INT E
serialMumber VARCHAR(255) | name VARCHAR(255) []
| netwark VARCHAR(255) [] ] duplexType VARCHAR(255) []
—— —<  version VARCHAR(255) [ — — — storageModePortName VARCHAR(255) [
model VARCHAR(255) [ - storageModePorthMtu VARCHAR(255) []
manitored CHAR 1 portindex VARCHAR(255) [[]
monitoringEnabled CHAR F isl CHAR [
monitoringReason CHAR ] macAddress VARCHAR(255) [
id INT F mtu VARCHAR(255) [
latest TINYINT(1) B number VARCHAR(255) [
? dateTk INT [l type VARCHAR(255) []
? timestamp BIGINT 1 speed VARCHAR(255) [
id INT F
latest CHAR E
dateTk INT F
P timestamp BIGINT E]




Hldate_di

=lColumn
7t INT |
fullDate DATETIME
daylnMaonth TIMNYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR({4)
monthNum TIMYINT
monthLabel CHAR(T)
dayinWeekMum  TINYINT
quarter TINYINT
quarterLabel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TIMNYINT
repWeek TIMNYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINT(T)
»
=ldisk_dime

=lColumn

R INT
identifier VARCHAR(768) [
storageldentifier VARCHAR(TG8) []
name VARCHAR(258) [
speed INT ]
location VARCHAR(266) [
role ENUM
vendor VARCHAR(255) [
madel VARCHAR(255) [
type EMUM
diskGroup VARCHAR(255) [7]
status ENUM
serialNumber  VARCHAR(255) []
url VARCHAR(266) [
id INT 1
latest TINYINT(1) [

P dateTk INT [l

|
|
|
|

=]Column
0tk INT
——————————————————— —# name VARCHAR(255) [¥]
identifier VARCHAR(T68)
ip VARCHAR(1024)
E model VARCHAR(255)
Eldisk_daily manufacturer  VARCHAR(255)
=lColumn serialNumber VARCHAR(255) [[]
?g ti INT microcodeVersion VARCHAR(255) [[]
7 timestamp BIGINT family VARCHAR(255)
dateTk INT T Ty Al VARCHAR(255) [7]
diskTk INT & 3 £l
___ o storageTk INT latest TINYINT(4) [
storagePoolTk INT y deyatienie VARCHAR(285) [
readThroughput ~ DOUBLE [] ¥ oateTk Ll £l
writeThroughput ~ DOUBLE [7]
totalThroughput DOUBLE []
totalThroughputMax DOUBLE [7]
readlops DOUBLE [ -
| writelops DOUBLE [ Zlstorage_pool_di
| totallops DOUBLE [] =Column
| totallopshax DOUBLE [ 72tk INT l
| ree.lduti.li.zati.on DOUBLE [ b Edonbifer VARCHAR(768)
writeUtilization DOUBLE [7] A VARCHAR(255)
| fotaltfureahon DOUBLE [] storageName VARCHAR(256)
-I——. totalUtilizationMax ~ DOUBLE [] storagelP VARCHAR(1024)
| accessed INT 7 fpe VARCHAR(255) [
redundancy VARCHAR(255) [7]
| thinProvisioningSupported TIMNYINT{1) [
| usesFlashPools TINYINT(1)
L e U VARCHAR(255) [[]
id INT [
latest TINYINT(1) [
isVirtual TINYINT(1) [
¢ dateTk INT [l

Stiindliche Festplattenleistung
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S]Column =lColumn
Rtk INT W« BIGINT Bstorage. gl
® hourDateTime DATETIME ¢ timestamp BIGINT =lColumn
hour R — e * imeTk INT T w5
minute TINYINT dateTk INT - - -
o TINVINT TR e identifier VARCHAR(768)
microsecond  MEDIUMINT storageTk INT name ST )
9 dateTk INT AN o storageiame VARCHAR(255)
LN g g B
readThroughput  DOUBLE [] ;t;’eragelp :ﬁgﬁﬁggﬁ;ﬁ
writeThroughput ~ DOUBLE [[] f[® — — — — —
redundancy VARCHAR(255) []
o proug DOUBLE [F] thinProvisioningSupported TINYINT(1) 1
totalThroughputiMax DOUBLE [] C
readin s DOUBLE [ usesFlashPools TINYINT()
writelops DOUBLE [ Iudrl :}ECHARQSS] S
| totallops DOUBLE
SColumn totallogsru'lax DOUBLE E i et .
7t INT readUtilization  DOUBLE [ ? :;';';‘ka' H;Y'NT(” S
fullDate DATETIME I — — — — — Y write Utilization DOUBLE [F]
daylnMonth TINYINT totalUtilization DOUBLE [T
dayinYear SMALLINT totalUtilizationMax  DOUBLE [
dateYear SMALLINT accessed INT [ r _
yearLabel CHAR(4) SlColumn
monthNum TINYINT L Pt INT |
monthLabel CHAR(T) | name VARCHAR(255)
daylnWeekNum  TINYINT | identifier VARCHARI(T768)
quarter TINYINT “1disk_dimens ip VARCHAR(1024)
quarterLabel CHAR(T) = - model VARCHAR(255)
dayinQuarter  SMALLINT SColumn manufacturer  VARCHAR(255)
repQuarter TINYINT e Bl | serialNumber  VARCHAR(255) [
repMonth TINYINT identifier VARCHAR(768) microcodeVersion VARCHAR(255) [
repWeek TINYINT storageldentifier VARCHAR(768) [[] family VARCHAR(255)
repDay TINYINT name VARCHAR(255) [[] VARCHAR{255) W
repMonthOrLatest TINYINT speed INT 7] id INT Fl
sspFlag TINYINT location VARCHAR(255) [7] |atest TINYINT(1) E]
latest TINYINT(1) [ role ENUM dataCenter VARCHAR(255) [O]
future TINYINT(1) vendar VARCHAR(255) [ 9 dateTk INT E
model VARCHAR(255) [[]
type ENUM
diskGroup VARCHAR(255) [[]
status ENUM
serialNumber  VARCHAR(255) [7]
url VARCHAR(255) [[]
id INT [
latest TINYINT{1) [
® dateTk INT =

Host-Stundenleistung
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=lhost_volume_hol

=lColumn = Column
=IColumn ? BNt 7t INT
7tk INT . P timeTk INT name VARCHAR(255)
fullname VARCHAR(1024) ? dateTk INT identifier VARCHAR(768)
tenant VARCHAR(255) 'ﬁ hostTk INT ip VARCHAR(1024)
lob VARCHAR(255) - ‘ﬁ hostGroupTk INT . 08 VARCHAR(255) [
businessUnit VARCHAR(255) P tierTk INT model VARCHAR(255)
PFOJECT VARCHAR(255) B serviceLevelTk INT manufacturer VARCHAR(255)
id INT [l @ businessEntiyTk INT url VARCHAR(255) [
- Jeeat TINYINT(1) £l readResponseTime DOUBLE id INT El
? dateTk i = writResponseTime DOUBLE latest TINYINT(1) E
totalResponseTime DOUBLE ? dateTk INT 1
totalResponseTimeMax DOUBLE dataCenter VARCHAR(255) []
=] service | : readThroughput DOUBLE
=|column 'l | writeThroughput DOUBLE Y
9, th INT sumOfAveragesVolumeThroughput DOUBLE [7] |
maxOfilaxvolumeThroughput DOUBLE
name  VARCHAREEI sumOfaxvolumeThroughput DOUBLE | Thost_group_bridge NIIES)
sequence INT El-— % isadops DOUBLE |  Scolumn
_COSt DOUBLE il writelops DOUBLE | 77 hostGroupTk INT
id INT £l sumOfAveragesVolumelops DOUBLE P
latest TINYINT(1) 1 | ﬁ i "
maxOflaxvolumelops DOUBLE 2
P dateTk INT ] sumOfMaxVolumelops DOUBLE | il il Dl
readCacheHitRatio DOUBLE []
writeCacheHitRatio DOUBLE [ l
totalCacheHitRatio DOUBLE [ M_
: ! totalCacheHitRatiolax DOUBLE [ ;Column
=lColumn writePending BIGINT ? tk INT
? i INT readloDensity DOUBLE [] . . TR RCEee
fullDate DATETIME writeloDensity DOUBLE [ ? :DHE;TK = (255)
daylntlonth TINYINT e ks 4 rainalty SHALLINT
Y o totalloDensityMax DOUBLE [] ? ;a; !‘ka ity b =
dateYear SMALLINT compressionSavingsPercent DOUBLE [ S
yearLabel CHAR(4) compressionSavingsSpace DOUBLE [
monthiNum TINYINT totalTimeToFull DOUBLE [
monthLabel CHAR(T) confidencelntervalTimeToFull DOUBLE [ Hltier_di
daylnWeekNum  TINYINT ’ '| =JColumn
quarter TINYINT ¥tk INT
quarterLabel CHAR(T) | - ?name VARCHAR(255)
daylnQuarter SMALLINT sequence INT El
repQuarter TINYINT cost DOUBLE A
repMonth TINYINT id INT Fl
repWeek TINYINT =l Column latest  TINVINT(1) [
repDay TINYINT 9t INT s @ dateTk  INT &
rephonthOrLatest TINYINT RS —.? hourDateTime DATETIME
sspFlag TINYINT S TINYINT
latest TINYINT(1) [ L s
o TR second TINYINT
microsecond  MEDIUMINT
@ dateTk INT

Téagliche Leistung der Host-VM
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=ldate_dimensi

= Column
f tk INT
fullDrate DATETIME
daylniMeonth TINYINT
=lhost_vm_daily dayinYear SMALLINT
=l Column dateYear SMALLINT
7tk INT yearLabel CHAR(4)
? dateTk INT manthMum TINYINT
? hostTk INT maonthLabel CHAR(T)
readlops DOUBLE [F] dayinWeekMum  TINYINT
writelops DOUBLE [7] quarter TINYINT
totallops DOUBLE [] guarterLabel CHAR(T)
totallopsMax DOUBLE [l . — daylnQuarter SMALLINT
readThroughput DOUBLE [] i T
writeThroughput DOUBLE [] EEph Ut
totalThroughput DOUBLE [] re”"t';"ee" I:::::I
totalThroughputiax DOUBLE FER
readRespgnzeTime Lo E repMonthOrLatest TINYINT
writeResponseTime DOUBLE [ sspFlag TINYINT
totalResponseTime DOUBLE [] kel TINYINT(1) []
totalResponseTimeMax ~ DOUBLE [ ot TR
cpultilization DOUBLE [
maxCOfavgCpultilization DOUBLE [
memaorylitilization DOUBLE [
maxOfivgMemoryUtilization DOUBLE [T *
swaplnRate DOUBLE [ T host i
maxOfavgSwapinRate DOUBLE [ =
swapOutRate DOUBLE [F] =IColumn
maxOfdvgSWapOutRate  DOUBLE [7] 7 ik
swapTotalRate DOUBLE [T ¥ dateTk INT [
swapTotalRateMax DOUBLE [ name VARCHAR(255)
timestamp Blgwt Gl __ . identifier VARCHAR(763)
ipReceiveThroughput DOUBLE [] ip VARCHAR(1024)
ipTransmitThroughput DOUBLE [T 0s VARCHAR(255) [
ipTotalThroughput DOUBLE [ model VARCHAR(255)
ipTotalThroughputhlax DOUBLE [ manufacturer VARCHAR(255)
The performance daily data for hostvm id INT ]
perfarmance. latest TIMNYINT(1) E7
dataCenter VARCHAR(255) [
url VARCHAR(255) [

Host-VM-Stiindliche Leistung
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=ltime_dimens

=|Column
7 tk INT
? dateTk INT
? hourCateTime DATETIME
hour TINYINT
minute TINYINT =ldate dim
second TINYINT =JColumn
microsecond  MEDIUMINT _— 7t i

Time dimension for performance fullDate DATETIME

fact tables.

daylnManth TINYINT

daylnYear SMALLINT

dateYear SMALLINT

‘ yearLabel CHAR(4)

“Ihost vm_hourly _p monthNum TINYINT
=JColumn monthLabel CHAR(7)
P tk BIGINT dayinWeekMum  TINYINT
— guarter TINYINT
§ omeTk it quaterLabel  CHAR(7)
{ daterk - dayinQuarter  SMALLINT
oot i repQuarter TINYINT
Liadon IRt ., __« rephlonth TINYINT
writelops DOUBLE repWeek TINYVINT
totallops DOUBLE repDay TINYVINT
SotauippaEn ettt rephonthOrLatest TINYINT
re E.ldT hroughput DOUBLE sspFlag TINYVINT
writeThroughput DOUBLE fatast TINYINT(1) [
totalThroughput DOUBLE Kkt TINYINT(1)

totalThroughputiax DOUBLE
readResponseTime DOUBLE
writeResponseTime DOUBLE
totalResponseTime DOUBLE
totalResponseTimelMax DOUBLE

OoOONEOENOCEOOEEEEEEEEDEEE E

cpulltilization DOUBLE g host_dime ;
memaryUtilization DOUBLE 'ECnIumn
swaplnRate DOUBLE _ ? i s
swapOutRate DOUBLE :
swapTotalRate DOUBLE ' dateTk INT l
swapTotalRateMax DOUBLE Rl VARCHAR(255)
timestamp Beat e ., o o g identifier VARCHAR(7ES)
ipReceiveThroughput  DOUBLE ip VARCHAR(1024)
ipTransmitThroughput DOUBLE 0s & Eﬁg:ﬁg:::
ipTotalThroughput DOUBLE e
ipTotalThroughputMax  DOUBLE Eﬂ”UfﬂﬂTUfer EECHAREEEEI
|
The performance hourly data for host W TINVINTC) B
il dataCenter VARCHAR(255) [
url VARCHAR(255) [
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S Column

Pk INT
name VARCHAR(255)
sequence INT |
cost DOUBLE (|
id INT F
latest TINYINT(1) F

P dateTk INT |

=] Column
F ik INT
identifier VARCHAR(768)
name VARCHAR(255)
storageName VARCHAR(255)
storagelP VARCHAR(255)
type VARCHAR(255) [[]
redundancy VARCHAR(255) [7]
thinProvisioningSupported TINYINT(1) [l
isVirtual TINYINT(1) El
usesFlashPools TINYINT(1)
url VARCHAR(255) [C]
id INT M————=
latest TINYINT(1} Fl
P dateTk INT [Fl
=]Column
7tk INT
name VARCHAR(255)
identifier VARCHAR(768)
storagePoolldentifier VARCHAR(768)
storageName VARCHAR(255)
storagelP VARCHAR(255)
type VARCHAR(255)
vinualstorage VARCHAR(255) [If—— — — #
spaceGuarantee VARCHAR(255)
thinProvisioningSupported TINYINT(1)
thinProvisioned TINYINT(1)
uuid VARCHAR(255)
flexGroupldentifier VARCHAR(768)
url VARCHAR(255)
id INT
latest TINYINT(1)
P dateTk INT
=lColumn
Pk INT
fullname VARCHAR(1024)
tenant VARCHAR(255)
lob VARCHAR(255) [@If—— — — — B
businessUnit VARCHAR(255)
project VARCHAR(255)
id INT
latest TINYINT(1)
P dateTk INT

name VARCHAR(255)
sequence INT Fl
cost DOUBLE (=l
id INT El
latest TINYINT(1) El
P dateTk  INT ]
|
L]
=linternal_volume |
= Column
7Rt INT
7 tmestamp BIGINT
timeTk INT
dateTk INT
internalVolumeTk INT
storageTk INT
viualStorageTk INT
storageNodeTk INT
storagePoolTk INT
applicationTk INT
applicationGroupTk INT
tierTk INT
senviceLevelTk INT
businessEntityTk INT
kBsNamespaceTk INT
kBsNamespaceGroupTk INT
readResponseTime DOUBLE [
writeResponseTime DOUBLE [T]
totalResponseTime DOUBLE  []
totalResponseTimeMax DOUBLE [
readThroughput DOUBLE [
writeThroughput DOUBLE [T
totalThroughput DOUBLE [F]
totalThroughputiax DOUBLE [
readlops DOUBLE [F]
writelops DOUBLE [0
totallops DOUBLE [7]
totallopshax DOUBLE [F]
writePending BIGINT |
readioDensity DOUBLE [
writeloDensity DOUBLE [
totalloDensity DOUBLE [
totalloDensityMax DOUBLE [T
abjectCount DOUBLE [
accessed INT I
frontend TINYINT(1)
backend TINYINT(1)
filesystemCapacityPhysicalUsed DOUBLE [
filesystemCapacityPhysicalAvailable DOUBLE  []
filesystemCapacityLogicalUsed DOUBLE [
totalTimeToFull DOUBLE [
confidenceintervalTimeToFull DOUBLE [

INT

name VARCHAR(255) VARCHAR(255)
identifier VARCHAR(768) identifier VARCHAR(768)
ip VARCHAR(255) version VARCHAR(255)
model VARCHAR(255) idel VARGHAR(258)
manufacturer VARCHAR(255) serialumber VARCHAR(255)
serialNumber VARCHAR(255) [ siteName VARCHAR(255)
microcodeVersion VARCHAR(255) [7] url VARCHAR(255)
family VARCHAR(255) id INT
url VARCHAR(258) [ Jatest TINYINT(1)
id INT = dateTk INT
latest TINYINT(T) [

P dateTk INT =
dataCenter VARCHAR(255) []

Internes Volumen - Téagliche Leistung
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name

priority

url

id

latest
P dateTk

=lapplication_

description VARCHAR(255)

VARCHAR(255)

VARCHAR(255)
VARCHAR(255)
INT

TINYINTCT)

INT

i e i e

4

=Column
isRep TINYINT(1) []
‘? appGroupTk INT
P appTk INT
L]

=JColumn
P INT
T repApp VARCHAR(255)

‘# repAppTk  INT
cardinality SMALLINT

¢ dateTk INT El

=lColumn

Ttk INT
identifier VARCHAR(768)
name VARCHAR(255)
clusterName VARCHAR(255) [C]
id INT
Iatest TINYINT(1) ]

————— < dateTk INT El

fullDate
dayinMonth
daylnYear
dateYear
yearLabel
manthNum
monthLabel
dayinWeekNum
quarter
quarter_abel
dayinCuarter
repQuarter
repMonth
repWeek
repDay
repMonthOrLatest
sspFlag

latest

future

i

=1ks_namespace.
=Column

Wt INT
repK8sNamespace  VARCHAR(255)
repKgshamespaceTk INT
cardinality SMALLINT
dateTk INT

‘ =lColumn
I ™

hour

minute
& Second
DATETIME
TINYINT
SMALLINT
SMALLINT
CHAR(4)
TINYINT
CHAR(T)
TINYINT
TINYINT
CHAR(T)
SMALLINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT(1) [
TINYINT(1)

P dateTk

INT

‘¢ hourDateTime DATETIME

TINYINT
TINYINT
TINYINT

microsecond  MEDIUMINT

INT

=lColumn
?3 k8sNamespaceGroupTk INT
72 K8sNamespaceTk INT
isRep TINYINT(1) [




INT =]Column =JColumn =JColumn
name VARCHAR(255) [V ¥ w4 P INT F t INT
i VARCHAR(768) [V name VARCHAR(255) name VARCHAR(255) [V dentifier VARCHAR(TEB) [V
i = VARCHAR(255) [/ sequence  INT & sequence  INT al name VARCHAR(2SS) [Z
) VARCHAR(2ES)  [7 cost DOUBLE & cost DOUBLE E clusterName  VARCHAR(ZSS) [
serialNumber  VARCHAR(255) E id NT D id INT E d T E
shefae S RRCHAHE S Iatest TINVINT(1) & latest TIYINT(T) E latest TINYINT(T) il
”ﬂr' ‘::RCHARCZ&'" E PoateTe T & Paaek  WT &l dateTk INT F
latest TINYINT(1) [l ?
dateTk INT [l
|
Sstorage_poo dimensioi NS | Sxes_namespace groip BragelE)
=Column =lcolumn | éculu;n B
P o7 . B . #7 kasNamespaceGroupTk  INT
identifier VARCHAR(T68) [V § timestamp BIGINT J | $ kasmmessacﬂ_k P i
name VARCHAR(2S5) [/ e dteT INT 2 | :
: i isRep TNYINT(1) [
storageName VARCHAR(255) [ internalolumeTk INT & |
storagelP VARCHAR(1024) [ storageTk INT 2
type VARCHAR(25S) [ virtualStorageTk INT 2 |
redundancy VARCHAR(258) [ storageNodeTk INT ¥ i |
thinProvisioningSupported  TINYINT(1) [ storagePoolTk INT [l 4
isWirtual TINYINT(1) [ applicationTk INT Il Slkes.n
usesFlashPools TINYINT(1) ™ applicationGroupTk INT 2 =
url VARCHAR(255) [ tierTk INT 2 _ECD’”"”“
id INT F serviceLevelTk INT Fa o INT
latest TINYINT(1) I« businessEntityTk INT 2 repk; VARCHAR(255) [
P dateTk INT F kBsNamespaceTk INT [l repKashamespaceTk  INT &
kBsNamespaceGroupTk INT & cardinality SMALLINT I
readResponseTime DOUBLE & dateTk INT Il
writeResponseTime DOUBLE i
totaResponseTime DOUBLE [ == B
totalResponseTimeMax DOUBLE E2 lapplication ¢
=]Column readThroughput DOUBLE [ Slcolumn
Pt = . writeThroughput DOUBLE [ Ptk INT
name VARCHAR(Z55) totalThroughput DOUBLE l: name. ) VARCHAR(255)
identifier VARCHAR(T68) totalThroughputMax DOUBLE E' dB.SC.FIDlIDI'I VARCHAR(255) |:|
storagePoolidentifier VARCHAR(TEE) readips iy priority  VARCHAR(255) [T
storageName WVARCHAR(255) b DOUBLE [T url VARCHAR(255) [F]
storagelP VARCHAR(1024) tnfaogs DOUBLE [0 d INT 1]
totallopsMax DOUBLE E2 latest TINYINT(1) [E
type VARCHAR(255)  [] : : ’
virtualStorage VARCHAR(zSS) [fi———————————————* wrnaPendm.g BIGINT E2 ? dateTk INT ]
spaceGuarantee VARCHARESS) [ ———— TTiEE [ ?
thinProvisioningSupported  TINYINT(T) F richenly ek
thinProvisioned TINYINT(1) 0 {otaloDensty i |
o e |
flexGroupkdentifier VARCHAR(768) [ e . —
url VARCHAR(255) D ﬁl&systemCapacrtyPhysfoalAvalee DOUBLE [ | E olumn
" NT D ﬁlesystemcapac.rryPny.slcaIUsed DOUBLE l: | e??appGrDup‘l‘k INT
\atest TINYINT(T) & filesystemCapacityLogicallsed DOUBLE [P ?? appTk INT
,? dateTk NT D confidencelntervalimeToFull DOUBLE E | L isRep TNYINTCT) [
totalTimeToFull oousle [T R |
accessed INT i
frontend TNYINT(1) [ ‘
?Culumn backend TNYINT(1) [F
tk INT
fullname VARCHAR(1024) [Z S conim
tenant VARCHAR(255) [V Pt INT
lob VARCHAR(Z55) [& repApp WVARCHAR(255) [#
businessUnit  VARCHAR(255) (& @ repAppTk  INT (2
project VARCHAR(2SS) [ =lcolumn : cardinalty  SMALLINT 2
id T E 7t INT . Slcolumn R osteTk T il
latest TINYNT(T) F fulDate DATETME |7 Pt T
 dateTk HT [ dayinkionth T @ name VARCHAR(ZSS) [V
daylnear SMALLINT [ identifier VARCHAR(768) [V
dateYear SMALLINT [ i VARCHAR(1024) [
vearLabel CHAR(4) [& model VARCHAR(255) [
monthNum TINYINT E manufacturer WVARCHAR(255) E
mblabel  CHART ¥
daylnWeekNum  TINYINT i microcodeVersion  VARCHAR(255) [
quarter TNYINT [ family VARCHAR(2S5) [
quarterLabel CHAR{T} il url VARCHAR(255) [F
daylnQuarter SMALLINT [ id INT [
repQuarter TINYINT E2 latest TINYINT(1) [F
repMonth THYINT [ P dateTk INT F
repWeek TINYINT E dataCenter VARCHAR(255) [
repDay TINYINT @
repMonthOrLatest  TINYINT &
sspFlag TINYINT &
latest TINYINT(1) [
future TINYINT(1) [
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E dBDaEtyps | NN SColumn P Datatypz  |NN S Column dbDstatyps NN
3= INT 1] =D INT 5] fEL INT 2]
Sirame | VARCHAR(ZEE) [ Srame | VARCHAREZSS] ] S identifier VARGHAR(TEE) | [3
=] sequence | INT & = sequence | INT & Sname VARCHAR{ZEE)
~ Soost DOUBLE & Scost DOUBLE 0 S storageName | VARCHAR(255) ||
=L INT O EL] INT O S storagelF VARCHAR{1024)
Slatest | TINYINT{T) [ Siatest | TINYINT(T) & r— — _%De %_=
T | | = thin TINYINT() | [
Hevimal TINVINT() [
Hstorage_« | | | = us=sFls=hPoais TINVINT() | [
= coumn &Daatype | NN | ‘ g VARCHAR(EES [
T INT [ GO A S S S =i INT
name VARCHAR(2ES) | [ | | | Erry TINVINT(T)
Elidentifier VARCHAR({TES) | 7]
L) |VARCHAR(1024) [7| - L 4 |
Bmosdt VARGHAC I S atree_caily_performance et LS| | ERmRe———
SJmanufacturer | VARCHAR(ZS) | [7] ScColumn D o
SJseraumber | VARCHAREZES) | [ == T SlColumn & Dataype
= microcodeVersion | VARCHAR(255) | [ | LEET) ?gfk _ INT
= famiy VARCHAREER) |k — — — — — —e =g = = Slidentifier | VARCHAR(7E2)
S . TSe=n |
e iR | = . S e
=S B B e Hntemavioumets —[INT ] Beee — e ]
i INT &)
Stk INT ] ¥ . l
S Y —— Szervolevarry W | M
i=E3 INT i ; o :g g S ] g;olmm - Imz-
Hname VARCHAR(Z%) | [ ¥ ;_
Sidentifier VARCHARGE® B T T T —* ; T L] R Bty T S
Hztorsger VARCHAR(TSS) | [3) = T o | l JizRep TINYINT(T)
— S e ] r—— S totallo pousie @ | | LE 1
Ssiorssdl? VARGHAR(1024) [F i Lk kes_namespace_grous dimensienizs| |
B vinciangen O | e - R rErm |
® INT Ei]
Guarantes Tyww-m, ‘ ‘ T | | = repKas! VARCHARRSS) Fff— — — — — —!
= repKa: INT [
SthinProvisiened TINYINT(T) ‘ | ‘ | | ;:Kﬁmw ETTIIT
= ‘ = ‘ | | SaateTh INT (]
SfiexGroupldantirier Huate_dimension ]
e | SiColurnn B0 ‘ | |
=4 INT ] E=1 INT [t
Siatest TINYINT{T) A ‘ e DaTETINE | [ ‘ | | =] 2
‘ = a=yinkonth TINYINT | [#] ‘ | =lColumn Dststyps NN
= daylinear SMALLINT |[# | =L INT i
Tbusiness | S astevaar SWALLINT | [ l | | Sneme | VARCHAR[ZES)
Sl Column Datatyp= (NN SyzarLatel CHARM | . — —— — S description | VARCHAR(255)
FED T \ Sronthhum | TINVINT | (3] b | “priority | VARCHA
full TR ‘ B moal e CHARTY [ = 4B Datatyy S VARCHAR(255,
g e W% = daylnWeakNum |TINVINT | [# =D INT 2l | EL] INT
termd ) =i =l quarter TINYINT _|[# Srame VARCHAR(Z5E) [] T Sjlatest TINYINT{1)
Er VARCHAR(2EE) | [ creRm (W = = | —
B businesolit | VARCHAREESIHE SdsylnQuarter | SMALLINT | [ R ::Qﬁmm =] | T
5 = RITEE)
- — | — i o i a— o I J o
Satest TINYINT() B S gu s 5 | l :$ E
= repbay TINYINT | [#] tatest TINYINT{T) B 2
=] repMonthOrLatest| TINYINT | [#] | L animﬁn_ HisRep TINYINT{S) [
= eesiiag TIWINT |3 Bt e T -_T_
Slistest TINYINT(T) | ] Tow - RS
El TINYINT(1) | [ - S
— SlrepApp | VARCHAR(25E) [F]
= repAppTk | INT ]
=] cardinalinyl SMALLINT | [#]
=
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Elcoiumn dhDattyps dhDatstype | NN
Lo et —
Ri2z5) Slname | VARCHAR{255) VARCHAR(TES) | (7]
;M"E YGRCM = =s=quence | INT VARCHAR{ZES) | (7]
= Eecost DOUBLE VARCHAR(255) | (]
g‘:ﬂ P:M =L e VARCHAR{1024) (7]
W [T 1 SYlatest | TINYINT(T) x:zg”-mm
— — HAR255)
| T TINYINT(1} ]
TINYINT(1} la]
| | TINVINT() | [
Elstorage_t VARCHAR(ZES) | []
Scolumn dbDstatyps ‘ | INT 0
Feu INT * TINVINT() | [
Srame VARCHAR(2E8) | gm_..m
B a— I, - ETETmE Sk namespace dineiRAEa|
Sl model VARCHAR(258) - i = tmestamp BIGINT | [/] SlColumn dADstatype NN
" Slmanufactwer | VARCHAR(ZES) | = timeTk INT = F=k INT {41
S serialNumber | VARCHAR{255) - 4 Haaex INT e} Slidentifir | VARGHAR(7SS) [F]
=1 microcodeVersion | VARCHAR(Z55) T SaveeTx INT i PR R R S - [ VARCH, e — —
= family VARCHAR({258) =] storageTk INT JEi} = clusterName | VARGHAR:
=" VARCHAR{258) | [ Sl storageFooTk INT JEil - INT
=L INT = intemalVolumeTk INT = Sktest | TINYINT()
istest TINYINT(1} = virtuslStorsgeTk :E % SdateTk | T Sl A0 3
=] dataCanter VARCHAR(ZSS) | [ Stk INT i
S servicelevellx INT | Y % INT 7
=k % Tk :g % Sier=p TINYINT(R)| [
=] businessEntity Tk INT |[# | J>
i INT &
dinternal_volume, —= T =
SColumn ey M, e S DouBiE |CIf* — — — — — —<SiCom I':TD""“” L
= INT i —— e & Hrctallopti DouslE ([ — — LED gl o
= VARCHAR(ZES) | [ ) =] repksNamespace | VARCHAR(ZSS) [# §5—
SJdencrier VARCHAR(788) | [ | ‘ ‘ | gmpﬂ!smnﬁpaneﬂc INT o %
VARCHAR(TES) | [7| cardinality SMALL
VARCHAR(255) | [¥]| | | ‘ ‘ | stk INT 0
VARCHAR(1024) [ | | | |
VARCHAR(255) | [7]
VARCHARIZ55) | [ | | ‘ ‘ | application_
VARCHAR{255) | [ | | | =i Column dhlatatype NN
INT(1) ; | [ = LR
TINY
Sname | VARCHAR(255]
W | ‘ ‘ |— — — —=° = description | VARCHAR(2E5] (1 #— — — — ]
e R | l ‘ ‘ Spriority | VARCHAR{255] |
Slul | VARCHAR(255]
Sewt v |0 | Soste | =F i s
SfiexGroupidentitier VARCHAR(TEE) | [ | SJcoumn RO Seest NN | [ gl
=L INT {1 ‘ ‘ T =] Column dhDstatype NN
| SrulDate DATETIME | [ ||
Sldaylnllonth TINYINT | [ ST S S S - ‘ HisRep TINYINT( ]
dhDatstype | NN | dayinyear SMALLINT | [ ‘ 1 Sapete INT &l
INT ] | "~ Sldatevex SMALLINT | [#] l J} SaopGroveTk |INT 5]
Stunene | VARGHAR(1024] [T L J} 7 ¥
See _woananlE], ] S : EMH |
=L VARCHAR(2EE) | (7] | Smanihlate ] =] Column Datatyps
Sfbusivesslint | VARCHAR(ER) | Sevmestun w2 LT Faw INT @ e
quarter *
jﬁm \;;RCHAR&EQ % Si= R L e Slreptep | VARCHAREES (7] |
= T Sdayinduaner  SMALLNT | f— — — —# T SlhouDateTime SrephepT | INT ]
= istest TINYINT() | [ = T | E Sfrour I::\‘::ﬂ E Sjcardinality| SMALLINT | [
ute e
= HD T % g:mm TINYINT | [3] -
Srepieck TINYINT
E:';Dav TINYINT | ] _Emmwﬂ MEDIUMINT [
SrephlonthOrLatest| TINYINT | [
e TINYINT | @]
Siatest TINYINT()] [
E [ TINYINT()| [
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Pk INT

name VARCHAR{255)
identifier VARCHAR(768)
ip VARCHAR(1024)
model VARCHAR(255)

manufacturer VARCHAR(255)
serialNumber VARCHAR(255)
microcodeVersion VARCHAR(255)

CooOoEE0EEREEE

family VARCHAR(255)
url VARCHAR{255)
=ldate_dime id INT
=lcolumn latest TINYIMT()
? t* INT l ; dataCenter VARCHAR(255)
7 dateTk INT
fullDate DATETIME
dayinMonth TINYINT |
dayinYear SMALLINT |
dateYear SMALLINT |
yearLabel CHAR({4)
manthMum TINYINT :
monthLabel CHAR(T) Elstorage_node
dayinWeekNum  TINYINT =]Column
quarter TINYINT T ik INT
quarterl_abel CHAR(T) 7 timestamp BIGINT M
dayinQuarter SMALLINT dateTk INT =lcolumn
repQuarter TINYINT storageTk INT T INT
repionth TNYINT Fpb¥———— — — — — E storageNodeTk INT = VARCHAR(255)
repWeek TINYINT tierTk INT lo— — — — Seiies Fl
s U readResponseTime DOUBLE [] o DOUBLE Fl
repMonthOrLatest TINYINT writeResponseTime DOUBLE [7] = ih &
sspFiag T totalResponseTime DOUBLE [ st i IR
raliess TINVINT(T) [] totalResponseTimeMax ~ DOUBLE [7] @ dateTk  INT &
future TINYINT(1) readThroughput DOUBLE [
writeThroughput DOUBLE []
totalThroughput DOUBLE [7]
totalThroughputiax DOUBLE [
readlops DOUBLE [T
writelops DOUBLE [T
=lColumn totallops DOUBLE [0
7tk INT totallopsMax DOUBLE [M]
ane VARCHAR(255) diskReadsReplaced DOUBLE [
identifier VARCHAR(768) cacheHitRatio DOUBLE [[]
s VARCHAR(255) utilization DOUBLE [
model VARCHAR(255) Wf —— — — — — — — @&  utilizationMax DOUBLE []
serialNumber VARCHAR(255) readFileSystemlops DOUBLE []
siteName VARCHAR(255) [ writeFileSystemlops DOUBLE []
iiF VARCHAR(255) [F1] readFileSystemThroughput DOUBLE []
id INT 0 writeFileSystemThroughput DOUBLE [
|atest TINYINT{1) & portUtilization DOUBLE [7]
? dateTk INT E] portErrors BIGINT  []
portTraffic DOUBLE [
accessed INT [
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=lColumn

7tk INT 1
name VARCHAR(255) — 3
identifier  VARCHAR(768) tier_dimension NN
version VARCHAR(255) =lColumn
model VARCHAR(255) ? tk INT
serialumber VARCHAR(255) name VARCHAR(255)
7 i T I siteName VARCHAR(255) g - — — sequence INT [l
url VARCHAR(255)
' hourDatsTime DATETIME = i F | F;St F:JCT)UBLE E
i
Ll TINYINT  latest TINYINT(1) E | aiiat TINYINT() A
minute TINYINT @ dateTk INT Fl | PasteTk  INT F
second TINYINT
microsecond  MEDIUMINT | |
dateTk INT l |
| | =lstorage node_he |
| | =lColumn |
| | 7 tk INT |
| | ¢ timestamp BIGINT |
| e e e e e timeTk INT L_ . és‘[orage_d'
. dateTk INT =\Column
3 storageTk INT 7 INT I
Hldate_dime storageMNodeTk INT L e
=IColumn tierTk INT A ;
72 INT I readResponseTime DOUBLE [] CUBEE Lol e
; | ip WARCHAR(1024) |&
fulDate DATETIME wnteResponseﬁme DOUBLE [ iy VARCHAR(255)
totalResponseTime DOUBLE [
dayinblenth TINYINT ; manufacturer  VARCHAR(255)
totalResponseTimeMax DOUBLE [ 5
daylnYear SMALLINT e DOUBLE [ serialNumber  VARCHAR(255) [[]
dateYear SMALLINT gnpi : -
writeThrauah microcodeVersion VARCHAR(255) []
ghput DOUBLE [I] ] :
yearLabeI CH}\R(“:I famil VARCHAR{255]
totalThroughput DOUBLE [7] 4
monthkum TINYINT url WARCHAR(255) D
totalThroughputhasx DOUBLE [7] g
monthLabel CHAR(T} id INT El
dayinWeekNum  TINYINT e s e o feadiops DOUBLE []
—p writelops DOUBLE [1] latest TIMNYINTT) |:|
guarter TINYINT dataCenter VARCHAR(255) [
totallops DOUBLE [
quarterLabel CHAR(T) e S 7 P dateTk INT l
dayinQuarter SMALLINT oot
repQuarter TINYINT d|skRe§dsReplaced DOUBLE [
rephlonth TINYINT caTr.;hel.—htRatlo DOUBLE []
repWeek TINYINT Uimon Gibas W
aniiae TINYINT ut|I|zat.|0nMax DOUBLE [7]
rephlonthOr_atest TINYINT feadbiieoysiemans e W
sspFlag TINYINT wr|teF.|IeSystemI0ps DOUBLE [
latest TINVINT(1) [ readFileSystemThroughput DOUBLE [
fitire TINYINT(1) wnteF?I.eSy.stemThroughput DOUBLE []
portUtilization DOUBLE [
portEraors BIGINT  []
portTraffic DOUBLE [
accessed INT il
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=]l application Zlswitch_performal

=lColumn =lColumn
7k INT | 7 i BIGINT
repApp  VARCHAR(255) [ fo—————— ® 9 timeTk INT
¢ repAppTk  INT P dateTk INT
cardinality SMALLINT @ hostTk INT
P dateTk  INT ] — ¢ applicationTk INT
| ¢ applicationGroupTk INT
| § businessEntityTk INT Pt L |
niTraffic DOUBLE [] name VARCHAR(255)
| teTraffic DOUBLE [ identifier VARCHAR(768)
=l application_grot | errorRateFlag TINYINT(1) [] ip VARCHAR(1024)
EColumn | crcErrorRateFlag TINYINT(1) [C] fo— . 08 VARCHAR(255) E
syncLossCount BIGINT [l model VARCHAR(255) [¥]
% :ﬁﬁ?;ouka ::1 | signalLossCount BIGINT 1 manufacturer VARCHAR{255)
= | class3DiscardCount BIGINT 1 id INT
L iskep TINYINTCT) [ | frameTooShortCount BIGINT [ _
| frameTooLongCount BIGINT 1 ? dateTk INT
bbCreditErrorCount BIGINT [ url VARCHAR(255)
| m DOUBLE [ dataCenter  VARCHAR(255)
— | t DOUBLE [
=lapplication_d | nax DOUBLE [
=lCalumn tlax DOUBLE [ =] business i
? tk INT | balancelndex SMALLINT [T =lColumn
— VARCHAR(255) | weightedBalancelndex SMALLINT E 7tk INT
description VARCHAR(255) [] i portSpeed INT
piority  VARCHAR(258) [] o AT ' o :ﬁﬁﬁﬁlﬁ?ﬁ"
id INT B e st i saee s s totalTraffic DOUBLE [ | P SR
latest TINYINT(1) £l trafficUtilizationTotal DOUBLE [ businessUNit VARCHAR(255)
? dateTk INT E trafficltilizationTotalMax DOUBLE [ S T e
- i D nLinkResets BIGNT [ proj 22)
tiLinkResets BIGINT [ id i 0
portErrorsLinkFailure BIGNT [ e IS a
bbCreditZeroRx BIGNT [ ¥ gateTk i [l
bbCreditZeroTx BIGINT |
bbCreditZeroMsTx DOUBLE [
bbCreditZeroTotal BIGINT [l
Scolumn | trafficRateTx DOUBLE [T]
7t INT trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [
s s trafficFrameRateTx DOUBLE [
e SR trafficFrameRateRx DOuBLE [
g::’:“(\:r" i:it::l |, _ _g taficFrameRateTotal DOUBLE [
trafficFrameSizeAvgTx BIGINT 1
yeartanel R trafficFramesSizeAvgRx BIGINT [
massiitiam Al portErrorsTimeoutDiscardTy BIGINT 1
THoNHE AN CHEE porEmorsCre BIGINT [ S, 1. S |
dayinWeebiimiS EL I porErorsEncin BIGINT El ‘§ hourDateTime DATETIME
auarles Ll perEmorsEncOut BIGINT [ hour TINYINT
quarterl.abel CHAR(T) minute TINYINT
daylnQuarter SMALLINT  [& sBcoued TINYINT
TRpLEHEE UG gy T # microsecond  MEDIUMINT
repMonth TINYINT 9 dateTk INT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(1) [
future TINYINT(1)
sspFlag TINYINT
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lfabric_dim

=JColumn

?tk INT
identifier VARCHAR(T68)
wwn VARCHAR(255)
name VARCHAR(255)
vsanEnabled  TINYINT(1)
vsanld VARCHAR(255) [
zoningEnabled TINYINT(1)
id INT 7
atest TINYINT(1) 7

F dateTk INT E]
url VARCHAR(255) [

=lColumn

7 tk INT
wwn VARCHAR(255)
name VARCHAR(255)
ghicType  VARCHAR(258) [7]
type VARCHAR(255) [F]
speed VARCHAR(12) [F]
id INT [l
latest TINYINT(1) [El

7 dateTk INT ]
isGenerated TINYINT(1)
url VARCHAR(255) [

=lColumn

Pk INT
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond MEDIUMINT

P dateTk INT

Switch-Stundenleistung fiir Speicher

=lswitch_perfo

=]Column
P BIGINT ESicolima
P timeTk INT 1 Fk - =
? dateTk INT identifier VARCHAR(TH8)
? portTk INT name VARCHAR(255)
@ switchTk INT le— — -~ manufacturer VARCHAR(255) ]
$ fabricTk - model VARCHAR(255) [7]
# connectedDeviceTk INT type ENUM el
connectvityType ENUM firmware VARCHAR(255) [
isl TINYINT(1) id INT [l
rxTraffic DOUBLE [ ) latest TINYINT(1) [
biTraffic DOUBLE [ § gateTk INT [
errorRateFlag TINYINT{1) []
crcErrorRateFlag TINYINT{1) [] 3swilch_d'
synclLossCount BIGINT F =\Column
signalLossCount BIGINT [El 7 INT
class3DiscardCount BIGINT Il
frameTooShortCount BIGNT [ iy VAREE SN
frameTooLongCount BIGINT [l fams VARCHAHE )
bbCreditErrorCount BIGNT [ ldentfier: S VARCTEHICH)
o DOUBLE [ ip VARCHAR(1024)
& DOUBLE [] model VARCHAR(255)
e DOUBLE [ manufacturer VARCHAR(255) [7]
b DOUBLE [ b~ fimware VARCHAR(255) [F]
timestamp BIGINT seriaibumber VARCHAR(255) M
totalTraffic DOUBLE [ Y TRaEn
trafficUtilizationTotal DOUBLE [ type LN B
traficUtilizationTotalMax ~ DOUBLE [ id INT ]
nlinkResets BIGINT [ Iatest TINYINT(1) f
LinkResets BIGINT B dataCenter VARCHAR(255) [
portErrorsLinkFailure BIGINT  [F] _ switchLevel  VARCHAR(258)  []
bbCreditZeroRx BIGINT [ ? dateTk INT [
bbCreditZeroTx BIGINT Fl isGenerated  TIMNYINT{1)
bbCreditZeroMsTx DOUBLE [ url VARCHAR(255) [[]
bbCreditZeroTotal BIGINT F
trafficRateTx DOUBLE [
trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [f] =lColumn
trafficFrameRateTx DOUBLE [I] ? tk INT
trafficFrameRateRx DOUBLE  [7] fulDate DATETIME
trafficFrameRateTotal DOUBLE [F] daylnkonth TINYINT
trafficFrameSizeAvgTx BIGINT [l IP—— ——  gavinvear SMALLINT
traficFrameSizeAvaRx BIGINT [ dateYear SHALLINT
pontErrorsTimeoutDiscardTx BIGINT ] yearLabel CHAR(4)
portErrorsCre BIGINT [ T TINYINT
porErrorsencin BIGINT Fl manthLabel CHAR(T)
portErrorsEncout BIGINT 1 dayinWeekNum  TINYINT
quarter TINYINT
———————————————————————— —<  qguarterLabel CHAR(T)
daylinQuarter SMALLINT
repQuarter TINYINT
rephonth TINYINT
rep\Week TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(T) [
future TINYINT(1)
sspFlag TINYINT
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=lstorage_di
=l Column

=Iswitch_performance for
=l Column

7 tk BIGINT 7 INT
’? timeTk INT name YARCHAR(255)
? dateTk INT identifier YARCHAR(TGE)
? storageTk INT ip YARCHAR(1024)
riTraffic DOUBLE [7] model YARCHAR(255)
tTraffic DOUBLE [ . manufacturer VARCHAR(255)
errorRateFlag TINYINT(1) [ serialMumber VARCHAR(258) [
crcErrorRateFlag TINYINT(1) [ microcodeVersion VARCHAR(255) @
syncLossCount BIGINT [ family VARCHAR(255)
signalLossCount BIGINT [ id INT [
class3DiscardCount BIGINT [ latest TINYINTT) [
frameTooShotCount BIGINT [ ? dateTk INT [
frameToolLongCount BIGINT [ dataCenter VARCHAR({255) [
bbCreditErrorCount BIGINT [ url VARCHAR(255) [
i DOUBLE [
e DOUBLE [
rhax DOUBLE [ ; 7
behdax DOUBLE [T =ldate duas
balancelndex SMALLINT  [7] =JColumn
weightedBalancelndex SMALLINT [ 7tk INT
portSpeed IMNT fullDate DATETIME
portCount INT daylnMonth TIMNYINT
totalTraffic DOUBLE [ daylnYear SMALLINT
trafficltilizationT otal DOUBLE [ dateYear SMALLINT
trafficlMtilizationTotalMax DOUBLE [ yearLabel CHAR(4)
rLinkResets BIGINT [ monthum TINYINT
tLinkReseis BIGINT [ maonthLabel CHART)
portErrorsLinkFailure BIGINT [ - daylnWeekMum  TINYINT
bbCreditZeroRx BIGINT [F quarter TINYINT
bbCreditZeroTx BIGINT [ quarterLabel CHAR(T)
bbCreditZeroMsTx DOUBLE [ daylnCuarter SMALLINT
bbCreditZeroTotal BIGINT [ repCluarter TINYINT
trafficRateTx DOUBLE [ rephMonth TINYINT
trafficRateRx DOUBLE [ repWeek TINYINT
trafficRateTotal DOUBLE [ repDay TIMYINT
trafficFrameRateTx DOUBLE [ repMonthOrLatest TINYINT
trafficFrameRateRx DOUBLE [ latest TINYINT(1) [
frafficFrameRateTotal DOUBLE [ future TIMNYIMNT(T)
trafficFrameSizefvgTx BIGINT [ sspFlag TIMYINT
frafficFrameSizeAvgRx BIGINT [
portErrorsTimeoutDiscardTx BIGINT [
pontErrorsCreo BIGINT [ *
portErrorsEncin BIGINT ] Stime di
portErrorsEncCut BIGINT [ - T —

7tk
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
? dateTk INT
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=lswitch_performance_ =ltape_dime

= Column = Column
7tk BIGINT 7 tk INT
? timeTk INT name VARCHAR(Z55)
P dateTk INT identifier VARCHAR(768)
¥ tapeTk INT — — —% ip VARCHAR(1024)
rcTraffic DOUBLE [ manufacturer VARCHAR(255) [
Traffic DOUBLE [0 seriaiMumber VARCHAR({255) M
errorRateFlag TINYINT() [ id INT [
crcErrorRateFlag TINYINT) [ |atest TIMYINTI(T) [
syncLossCount BIGINT [ ¥ dateTk INT ]
signalLossCount BIGINT [
class3DiscardCount BIGIMT il
frameTooShontCount BIGIMT [ “Jdate dime""ﬂ"
frameTooLongCount BIGINT [ : =
bbCreditErrorCount BIGINT [ = Coum
o DOUBLE [ 7t INT
tx DOUBLE [ fullDate DATETIME
reMax DOUBLE [ daylnMonth TINYINT
bMax DOUBLE [T daylnYear SMALLIMNT
balancelndex SMALLINT [ dateYear SMALLINT
weightedBalancelndex SMALLINT [T yearLabel CHAR(4)
portSpeed INT maonthMum TINYINT
portCount INT monthLabel CHAR(T)
totalTraffic DOUBLE [ s daynWeekNum  TINYINT
trafficitilizationTotal DOUBLE [ quarter TIMYINT
trafficUtilizationTotalMax DOUBLE [ quarterLabel CHAR(T)
riLinkResets BIGINT [ daylnCuarter SMALLINT
tilinkResets BIGINT il repQuarer TINYINT
porErrorsLinkFailure BIGINT [ repMonth TINYINT
bbCreditZeroRx BIGINT [ repWeek TINYINT
bbCreditZeroTx BIGINT [ repDay TINYINT
bbCreditZeroMsTx DOUBLE [ repMonthOrLatest TINYINT
bbCreditZeroTotal BIGINT [ latest TINYINT(1) [
trafficRateTx DOUBLE [ future TINYINT(1)
trafficRateRx DOUBLE [0 sspFlag TINYINT
trafficRateTotal DOUBLE [
trafficFrameRateTx DOUBLE [
trafficFrameRateRx DOUBLE [ ‘
trafficFrameRateTotal DOUBLE [ ; =
trafficFrameSizeAvgTx BIGINT [ time_di
trafficFrameSizeAvgRx BIGINT [ =l Column
porErrorsTimeoutDiscardTx BIGINT [ S | ;?tk IMT
portErrorsCre BIGINT [ hourDateTime DATETIME
portErrarsEncin BIGINT il o TINYINT
porErrorsEncOut BIGINT [ i TINYINT
second TIMYINT
microsecond  MEDIUMINT
¥ dateTk INT
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VM-Leistung

SJbusiness

=lColumn

¥t INT i |
fullname VARCHAR(1024)
tenant VARCHAR(255)
lob VARCHAR(255)
businessUnit VARCHAR(255)
project VARCHAR(255)
id INT O
latest TINYINT(1) [

§ dateTk INT ]

Slappli
=l Column
i i Ol
name VARCHAR(2558)
description VARCHAR({255) [
priarity VARCHAR(258) [
url VARCHAR(255) [[]
id INT ]
latest TINYINTET) [l
P dateTk INT ]

Zlapplicati
=iColumn
I appGroupTk INT
T2 appTk INT
isRep TINYINT(Y) W

lapplication
=]Column -
Ptk INT
repApp WVARCHAR(255)

“F repAppTk  INT
cardinality SMALLINT
W dateTk  INT

OEEE| =
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— — —®] dateTk

=lvm_hourh ?tf;olumn T - I
=lColumn - '
_ 7 dateTk INT [l
?ﬁ A HihT name VARCHAR(255)
f timeTk INT naturalkey  WARCHAR(768)
INT 05 VARCHAR(255) [
¢ hostTk INT vitualCenterlp VARCHAR(255) [
? VMTE INT id INT E
businessEntitka |NT latest T|NY|NT('1)
applicationTk INT url VARCHAR(255) [
EleﬂCEltiOl"lGrOUDTK INT iDS VHRW.-‘\R(“UQS] I:‘
readlops DOUBLE []
writelops DOUBLE [
totallops DOUBLE Zlhost_di
totallopsMax DOUBLE [T =calumn
readThroughput DOUBLE ? e
writeThroughput DOUBLE [ ; =
totalThroughput DOUBLE '} dateTk INT _
totalThroughputiax ~ DOUBLE [ name VARCHAR(255)
readResponseTime DOUBLE [7] identifier VARCHAR(768)
writeResponseTime  DOUBLE [le— — — — — — 1P Yo )
totalResponseTime  DOUBLE a5 VARCHAR(ESY ]
totalRespenseTimelMax DOUBLE [0 model VARCHAR({255)
cpulltilization DOUBLE manufacturer VARCHAR(Z55)
memonyUtilization DOUBLE [ i T 0
swaplnRate DOUBLE tatect TRME
swapOuiRate DOUBLE [T dataCenter VARCHAR(255) []
swapTotalRate DOUBLE [] url VARCHAR(255) [
swapTotalRateMax DOUBLE [T
timestamp BIGINT
ipReceiveThroughput  DOUBLE
ipTransmitThroughput DOUBLE
ipTotalThroughput DOUBLE [ ;
ipTotalThroughputMax  DOUBLE o SColumn
processors INT [l Pt INT
memory BIGINT [ fullDate DATETIME
dayinManth TINYINT
dayln¥ear SMALLINT
| | dateYear SMALLINT
| | yearLabel CHAR(4)
| | manthMum TINYINT
| monthLabel CHARI(T)
J> daylnWeekMum  TINYINT
| quarter TINYINT
| quarterLabel CHAR(TS
daylnCuarter SMALLINT
| ¥ INT [ | repQuarter TINVINT
| P dateTk INT rephanth TINYINT
| '*? hourDateTime DATETIME T E s —E repWeek TINYINT
hour TINYINT repDay TIMNYINT
minute TINYINT rephonthOrlatest TINYINT
second TINYINT sspFlag TINYINT
microsecond MEDIUMINT latest TINYINT(A
future TINYINT1)




=lvm_dimensior

VM-Stundenleistung fiir Host

=lColumn
7t INT i |
f g - ' dateTk INT al
T_élbmm? ------ ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk NT Elvm_daily o8 VARCHAR(255)  []
fullname VARCHAR{1024) = Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) R INT Y INT [
lob VARCHAR(255) [V ﬁ dateTk INT latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT url VARCHAR(258) [[]
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
Iatest TINYINT(1) £l businessEntityTk INT J>
P dateTk INT Fl applicationTk INT = i
applicationGroupTk INT =l ol HitE
readlops DOUBLE [] SColumn
: writelops DoUBLE [ P INT
=l applicatio totallops DOUBLE [T fullDate DATETIME
ECGIumn | totallopsiMax DOUBLE [ daylnMonth TIMNYINT
? th INT I_ _____ Py readThroughput DOUBLE [7] daylnYear SMALLINT
P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
priority VARCHAR(255) [ totalThroughpuUﬂax DOUBLE [] monthMum TINYINT
url \fARCJ—!AR(ESS') & ree.ldResponseT{me DOUBLE [7] maonthLabel WﬁRU]
id INT Bl wrlteResponseTme DOUBLE [ SRS S | daylnWeekMum  TINYINT
latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
,? dateTk INT F totalResponseTimelax DOUBLE [] quarterLabel CHARI(7)
cpulltilization DOUBLE [7] daylnQuarter SMALLIMT
? maxCiavgCpultilization DOUBLE [ repQuarter TINYINT
memaryltilization DOUBLE [7] replonth TINYINT
| maxOfavoMemornyUtilization DOUBLE [ repWeek TINYINT
| swaplnRate DOUBLE [} repDay TIMYINT
| maxOfsvgSwapinRate DOUBLE [ repMonthiOrLatest TINYINT
- swapOutRate DOUBLE [T sspFlag TINYINT
| maxOfivgSwapOutRate DOUBLE [ latest TINYINT(1)
=lColumn | swapTotalRate DOUBLE [7] future TINYINT()
72 appGroupTk INT | swapTotalRateMax DOUBLE [
8 appTk INT | ipReceiveThroughput DOUBLE E
; - ipTransmitThroughput DOUBLE
il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
processors INT [F1] Tt INT
) l Lt Hiowr B name VARCHAR{255)
Eappﬁwﬁgﬁ; ! * identifier VARCHAR(768)
Scolumn | ip VARCHAR(255)
‘? th INT | 0s VARCHAR(255)
= maodel VARCHAR{255)
i Ak | manufacturer VARCHAR(255)
# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
§ dateTk INT & dataCenter  VARCHAR(255)
url VARCHAR(255])
@ dateTk INT

321



Zltime_dimen

=Column

7 tk INT 1

¢ hourDateTime DATETIME

—— —<  hour TNYINT

minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

|
|
|
|
|
|
|
|

=]Column _
7tk INT — ] =lvmware_host_dz
fullDate DATETIME | =|Column
Slvmware_host_h daylnionth TINYINT — 7 & INT
=lColumn O daylnYear SMALLINT 1{ timestamp BIGINT
T« INT y dateYear SMALLINT timeTk DOUBLE
7 timestamp BIGINT I yearLabel CHAR(4) dateTk INT
timeTk DouBlE @ @« e mgHEuny Tl vmwareHostTk INT
dateTk INT monthLabel CHAR(T) powerAvg DOUBLE [
vmwareHostTk INT dayinWeekNum  TINYINT powerCapAvg DOUBLE []
powerAyg  DOUBLE [] P T energyAva  DOUBLE [7]
powerCaptvg DOUBLE [ quarterLabel CHAR(T)
ety DOUBLE [] daylinQuarter SMALLINT ?
repQuarter TINYINT
’ repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINTE) [
future TINYINT(1)

=lvmware_host_di

=|Column

7 i INT N
identifier VARCHAR(TEE)
name WVARCHAR(255)
numCpuCaores BIGINT [
numCpuPackages  BIGINT

L__ _ _ . numCpuThreads BIGINT |

numiodes BIGINT 1]
hyperThreadActive CHAR [F]
hyperThreadAvailable CHAR [l
hyperThreadConfig  CHAR [
id INT ]
latest TIMYINT() I

§ dateTk INT 1

§ timestamp BIGINT 1
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=lvm_dimensior

VM-Stundenleistung fiir Host

=lColumn
7t INT |
f g - ' dateTk INT al
T_élbmm? ------ ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk NT Elvm_daily o8 VARCHAR(255)  []
fullname VARCHAR{1024) = Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) R INT Y INT [
lob VARCHAR(255) [V ﬁ dateTk INT latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT url VARCHAR(258) [[]
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
Iatest TINYINT(1) £l businessEntityTk INT J>
P dateTk INT Fl applicationTk INT = i
applicationGroupTk INT =l ol HitE
readlops DOUBLE [] SColumn
: writelops DoUBLE [ P INT
=l applicatio totallops DOUBLE [T fullDate DATETIME
ECGIumn | totallopsiMax DOUBLE [ daylnMonth TIMNYINT
? th INT I_ _____ Py readThroughput DOUBLE [7] daylnYear SMALLINT
P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
priority VARCHAR(255) [ totalThroughpuUﬂax DOUBLE [] monthMum TINYINT
url \fARCJ—!AR(ESS') & ree.ldResponseT{me DOUBLE [7] maonthLabel WﬁRU]
id INT Bl wrlteResponseTme DOUBLE [ SRS S | daylnWeekMum  TINYINT
latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
,? dateTk INT F totalResponseTimelax DOUBLE [] quarterLabel CHARI(7)
cpulltilization DOUBLE [7] daylnQuarter SMALLIMT
? maxCiavgCpultilization DOUBLE [ repQuarter TINYINT
memaryltilization DOUBLE [7] replonth TINYINT
| maxOfavoMemornyUtilization DOUBLE [ repWeek TINYINT
| swaplnRate DOUBLE [} repDay TIMYINT
| maxOfsvgSwapinRate DOUBLE [ repMonthiOrLatest TINYINT
- swapOutRate DOUBLE [T sspFlag TINYINT
| maxOfivgSwapOutRate DOUBLE [ latest TINYINT(1)
=lColumn | swapTotalRate DOUBLE [7] future TINYINT()
72 appGroupTk INT | swapTotalRateMax DOUBLE [
8 appTk INT | ipReceiveThroughput DOUBLE E
; - ipTransmitThroughput DOUBLE
il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
processors INT [F1] Tt INT
) l Lt Hiowr B name VARCHAR{255)
Eappﬁwﬁgﬁ; ! * identifier VARCHAR(768)
Scolumn | ip VARCHAR(255)
‘? th INT | 0s VARCHAR(255)
= maodel VARCHAR{255)
i Ak | manufacturer VARCHAR(255)
# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
§ dateTk INT & dataCenter  VARCHAR(255)
url VARCHAR(255])
@ dateTk INT
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=Column

@ 1 INT il |
fulinamea VARCHAR(1024)
tenant VARCHAR(255)
lob VARCHAR(255) !
businessUnit VARCHAR(255) T ’:"?
project VARCHAR(255) ?
id INT ] t
latest TINYINT(1) &

§ dateTk INT [

Elapplica

=lColumn

F ti mE O s *
name VARCHAR(255)
description VARCHAR(258) [
priarity VARCHAR(255) [7]
url VARCHAR(Z5E) [
id INT [
latest TINYINT(A) F

P dateTk INT F

I appGroupTk INT
2 appTk INT

TINYINT(Y)

=lapplication_g|

=lColumn -

B 1k INT J]
repApp VARCHAR(255)

“F repAppTk INT [#]
cardinality SMALLINT

P dateTk  INT E]

I ————
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= Column
[z INT M |
7 dateTk INT dl
name VARCHAR(255)
naturalkey VARCHAR(768)
dateTk INT 0s VARCHAR{255) []
hostTk INT virualCenterlp VARCHAR(255) [
vmTE INT id INT Fl
businessEntityTk |m latest TIMYINT(1)
Ele“ cationTk INT url VJ"\RWAR(Q&S) D
applicationGroupTk INT ips VARCHAR(4096) [
readlops DOUBLE [
writelops DOUBLE [
totallops DOUBLE
totallopsMax DOUBLE [T =Calumn
readThroughput DOUBLE Pt ~ve
writeThroughput DOUBLE [ ; =
totalThroughput DOUBLE P dateTk INT .
totalThroughputMax ~ DOUBLE [ name VARCHAR(Z55)
readResponseTime DOUBLE [ identifier VARCHARI768)
writeResponseTime  DOUBLE [Jf@— — — — — — 1P VAR )
totalResponseTime  DOUBLE 0s VARCHAR(255) [
totalRespenseTimeMax DOUBLE [0 maodel WARCHAR(Z55)
cpuUtilization DOUBLE manufacturer VARCHAR(Z55)
memonyUtilization DOUBLE [ id INT B
swaplnRate DOUBLE latest TINYVINTCTY
swapOuiRate DOUBLE [7] dataCenter  VARCHAR(258) [
swapTotalRate DOUBLE [] url VARCHAR(255) [[]
swapTotalRateMax DOUBLE [ ?
timestamp BIGINT
ipReceiveThroughput  DOUBLE ))
ipTransmitThroughput DOUBLE
ipTotalThroughput DOUBLE [ Zldate_di
ipTotalThroughputiax  DOUBLE o _QQCOIumn
processors INT [l Ptk INT
memory BIGINT  [F] fullDate DATETIME
dayinManth TINYINT
daylnYear SMALLINT
dateYear SMALLINT
yeart abel CHAR(4)
manthMum TINYINT
manthLabel CHAR(T)
daylnWeekMum  TINYINT
quarter TIMNYINT
quarterLabel CHAR(T}
daylnCruarter SMALLINT
Ptk INT E I repQuarter TINYINT
? dateTk INT rephlanth TINYINT
'? hourDateTime DATETIME repWWeek TIRYINT
hour TINYINT repDay TIMYINT
minute TIMNYINT rephonthCrlatest TINYINT
second TINYINT sspFlag TIMYINT ;
microsecond MEDIUMINT latest TIMNYINT
future TIMNYINT{ )




INT [#]
VARCHAR(Z55) [#

INT = wmdk_t
VARCHAR(255) [#] il L -
DOUBLE 0 = Column
identifier VARCHAR(TES) [#] e 0 T NT [
i VARCHAR{1024)[#
A Vﬁﬂcm\:ims;) latest  TINVINT() [ naturalkey VARCHAR(TES) [#]
Lt ¥ dateTe  INT [l name VARCHAR{255) [#]

manufacturer VARCHAR{255)
serialNumber VARCHAR(255)

| url VARCHAR{255) [[]

migooedeVersion VARCHAR(2E5) INT
family VARCHAR{25S5) TiNvINT(1) [
url VARCHAR[Z5E) INT
id INT
e AL — — i — —*  timestamp BIGINT []
¥ dateTk INT
dataCenter VARCHAR(255) d:::;; :$ %
i
dataStoreTk INT e}
wmTk INT [
res v Sitatstore_smension WY
tierTk INT [ Slcolumn
servicelevel Tk INT = e NT E
i::ﬁ,? ::’SUBLE % naturalKey  VARCHAR(7ES) [+
e — - writelops R :::I’;E ::;gm:}:;:%
’ totallops DOUBLE [ :
name  VARCHAR{255)[# totallopshiax DOUBLE [0 virtus|CenterlpVARCHAR(255) [[]
sequence INT npr———mM—m—mm—m————— —#  readThroughput DOUBLE [7 b VARCHAR(255) [
cost DOUBLE O writeThroughput DOUBLE [0 id INT O
id INT | totslThroughput DOUBLE [ latest TINYINT(1) [
|atest TINVINTIT) [ total ThroughputMax  DOUBLE [[] § dsteTe e
? dateTk INT = readResponseTime DCOUBLE D
T T e PeenoheeTime | (DOLIBEE [P
| totalResponseTime  DOUBLE [
| . totalResponse TimeMaxDOUBLE %
& [ ] S S S S| =
e Sivost simension Y]
| ' =Hcolumn
| | P INT ]
| name VARCHAR(255) [
| identifier  VARCHAR(7G8) [
Svm | | ip WARCHAR{1024) [#]
Edm_g os VARCHAR(255) [
,gcnlum" - | = Column model VARCHAR(255) [
e G - ¥ e o manufacturer VARCHAR(255) [F]
name VARCHAR(288) [#] | TS DATETIMED] . VARCHAR(265) W
naturalkey VARCHAR(TES) i | deyiniionth TINVINT (7] id INT A
a5 VARCHAR(255) [ e s w i |atest TINYINT{1) s
virtuz|CenterlpVARCHAR(255) [ ::ﬂ:}:"' :mitt:ﬂ% P dateTx INT 0
:Jdll IVN!_&I_RCH&R{ZSE: E i chnmia dataCenter VARCHAR(2SE) [
.. TINYINT{) | manthHum TINYINT [
 dateTk e & manthLabel cHarm =
ins VARCHAR(4058) [] daylnWeekNum TINYINT  [&]
quarter TINYINT [+
quarterLabel CcHarm)  [#
daylnQuarter SMALLINT []
repQuarter TINYINT [
repMonth TINYINT  [#]
repWeek TINYINT  [#]
repDay TINYINT  [+]
repMonthOrLatestTINYINT [
sspFlag TINYINT [
latest TINYINT{1} ]
future TINYINT{1) [#]
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Slvm_dimensic

Sl Column
1+ oy i STvmok_dimension |
name VARCHAR(ZEE) [# = Column
nstursl(ey  VARCHAR(TES) [ T INT IEd]
o= VARCHAR(255) [ naturalizy VARCHAR(TES) [F
vitusiCenterlp VARCHAR(255) [ s s g e gk Sedd VARCHAR(ES) [
ol VARCGHBEIZ IR ) | ur VARCHAR(ZEE) [
i InT O o INT A
latest TINYINT(T) & | : venty
tier_ ' a==Tk INT O | §aateTe  INT
SiCohmn ips VARCHAR(4038) [
f INT T |
name VARCHAR(255) |
sequence  INT |
cost DOUBLE * | = datastore_di
i INT = vmdl_| | = Column
Istest TINYINT{1} — — — — — ®Scoumn e INT [+
Ve 5l2 i e BIGINT [ | naturalidey  VARCHAR(TEE) [F
§ timestamp BIGINT [/ fo— — name VARCHAR(E1Z) [
timsTk INT = moid VARCHAR(255) [
dat=Tk INT [ wvirtesiCanterlp VARCHAR{2E5) [
vmdkTk INT & ur VARCHAR(255) [1]
dataStoreTk INT Wi — T e M INT s
S storage_dimension || vtk N @ latest TNYINTI) [
SColumn hostTk INT = R dateTk INT O
%tk INT 1] tierTk INT =
name VARCHAR(ZSS) [ sarvicelevelTk INT il
dentifier VARGHAR(TSS) [7] ;‘;"I@‘m‘ :::gLIBLE =
o VARCHAR[1024) [] : I"DE’ St O
modal VARCHAR[ZSS) [7] writelogs A
manufscturer  WARCHAR[2ES) [7] R DOUBLE [T
WARCHAR| totallopshian DOUELE E T T -
5 = readThro DOUBLE —
microcodeVersion  WARCHAR(2E5) [ i rineThrmm DouBLE [ name VARCHAR(255) [
iy YARCHnl I T entifier  VARCHAR(TES) [
totalThroughput DOUBLE ] g — — —— . .
il ViptsRC) ST ip VARCHAR(1024) [
e e A totalThroughputMax.  DOUBLE [0
readResponseTime DOUBLE [] oE VARCHAR(Z55) [
latest TINYINT{1) H z ; model VARGHA i
writeResponsaTime DOUBLE [ R B
dateTk INT [ »-—
?dm VARCHAREZES) [ totalResponseTime DOUBLE [F] ] manufscturer VARCHAR(25E) [
nter
=il totslResponseTimeMax DOUBLE [7] | :1 r:TRCHARm E
* Iatest TINYINT(1) 0
| | F dateTk INT O
| | dataCenter  VARCHAR(255) [
ftime_dimen | |
S column . |
T INT gdﬂb_ . |
| Column
Vibitem o0 T i Slservice level dimeRsion |
hour TINYINT y | z
minute TINYINT fullDate DATETIME s wew wew wew w IEW"'“" =
second TINYINT dayinMonth TINYINT  te INT il
microsecond  MECIUMINT daylinYesr SMALLINT name VARCHAR{ZES) [
9 dsteTx INT dateear SMALLINT sequence  INT H
yearLabel CHAR(4) cost DOUBLE &
monthNum TINYINT ] INT ]
monthLabel CHAR(T) latest TINYINT() [
daylnWeskNum  TINYINT JdateTk  INT 0
quarter TINYINT
quarterLabel CHAR(T)
dayinQuarter  SMALLINT
repQusrter TINYINT
repMonth TINYINT
repiesk TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
s=pFlag TINYINT
latest TINYINT() [
future TINYINT(1) [
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=l Column
B Cokmi - R INT 2] e INT [
P - el e nsme  VARCHAR(255) [7] name VARCHAR(ZES) [
storsgelgentifier VARCHAR(TES) [ sequence  INT & identifier  VARCHARTEZ) [F
name VARCHAR(255) [7] cost DOUBLE il in VARCHAR{1024) [7]
bl VARGHAR{255) [ i INT O os VARCHAR(ZEE) [
thinProvisioned TINYINT{1} = atest TINYINT(1) | modal VARCHAR{255) [#
type VARCHAR(265) [ FdateTk  INT F manufacturer VARCHAR(ZES) [F]
isWirtus! TINYVINTT) [ w VARCHAR[2ES) [
mats TINYINT() [ l - INT ]
srepshut TP latest TINYINT(E
technologyType ENUM IF1 volume. | s O daeT i i E
wuid VARGHAR(255) [ = BT | dataCenter  VARCHAR(SS) [ hd
i=Mzinframs TINYINT{1} = ? timestamp BIGINT _I
url VARCHAR(255) [T — — gy = T
i INT 0 timeTk INT isRep TINVINT(T} [
latest TINYINTE) [ R i 4 i hostTk INT =
il L E‘ wohumeTk INT S nost_group EimeRSBRE] — — &1 roscowTk T
) storageTh INT = Column
S business_entity_dimensioz| ik o Tw
storageModeThk INT =
Scaiumn wapwrrk e —— —  epHost  VARCHAR(ZSS) (7]
th INT
T [ ey o ] repHostT INT =
fulame  VARCHAR{1024) [# applicationGroupTk it cardingiity SMALLINT #
tenant VARCHAR{25E) [# hostTk INT ¥ dateTk INT Ik
st VARCHAR(255) [ e INT
businessUnit VARCHAR(Z55) [# SE e =
posct  VARGHAR{255) [¥] servieLevelTk INT licés_namespace_dimensii |
x IIIE 0 businessEntityTk INT Sl
latest TINYINT(1} 0 KBsNamespaceT INT Fe INT ]
i =Tk 14T A kBzMamespaceGroupTk  INT dentifier  VARCHAR(TES) [
rzadResponssTime DOUBLE — —— ——=  nams VARCHAR(2ES) [ B— — — — — — ——
writeResponseTime DOUBLE clusterMame VARCHAR{255) [ |
aate_simension ) i DOet 4 i =
BEicokes 0 totslResponseTimahax DOUBLE latest TINVINT(Y [
Ta — readThroughput DOUBLE dateTk INT 0 ames
i writeThroughput DOUBLE = Column
fullate DATET| totaMhroughput DOUBLE ﬁ f kEsNamespaceBrougTk INT @l
ey /oot LA totafThroughputhlax COUELE . 1 kBsNamespaceTk INT
daylnyear SMALLINT readiops DOUBLE Slk8s_namespace_arolp dinensiory| =Rep TINYINT(1) [
dateYeow ML writelops DOUBLE =] Column P o &
yearLabel CHAR[4) totallops DOUBLE Te T
monthMum TINYINT it opaatat e =5 L]
hi bl CHAI e T 7%  repMBsMamespace  VARCHAR(ZES) Mf~— — — — — —
mont R{7) readCacheHitRatio DOUELE a3 i
daylnWeskNum  TINYINT writeCacheHitRatio DOUBLE repkBshiamespace
quarter TINYINT totaiCacheHitRatio DOUELE %
ucated ahel CHBR totaiGacheHitRatioMax DOUBLE
daylnQuarter  SMALLINT wiitePending T
L RS readloDensity DOUBLE
rephtonth TINYINT writeloDensity DOUBLE
repWesk LR N totalloDiensity DOUBLE
repbiay TINYINT totalloDensityhlax DOUBLE
rephonitiLhL et ;EREI comprassionSavingsPercent DOUBLE
sspFlag TINYINT compressionSavingsSpsce  DOUBLE
atest TINYINT(T) O confidencelnteryaimeToFull DOUBLE
future TINYINT(1) [# totalTimeToFul DOUBLE
s i | oo v SHAGEES
frontend TINYINT(S) [ a2 Soomn
P backend TINYINT(T) 5]
S simension | ¥ f s T
= Column | | i apeTh INT il
¥ INT ] | | | . =ppGrougTk INT =
 hourDateTime DATETIME [#] | | SiColumn
hour TINYINT [ | i INT
e I::‘;::‘Tr % | | | erPop | NARCHAR[ZED) [
microszcond  MECIUMINT [# | | | ¥ retpph =
# dneTh e = | | | cardinality SMALLINT )
| §dateTk  INT ]
| | =
T storage_di | | | Slstorage_pool_t
= Column | i — — — — — — — EColumn
Fx INT " e INT [4]
pt =9 stor. e
e VARCHARZEE) [ gw r— identifier VARCHAR(TES) [
identifier VARCHAR(TER) [ - = name entiantet Ly
o o P | — ol
model VARCHAR(ZSS) [ o] name VARCHAR(Z55) [ storagelP v {1024) [
manufacterer  VARGHAR(2E5) [7 sequence  INT = identifier  VARGHAR(TES) [ type VARCHAR(285) [
seralNumber  VARCHAR(ZSS) [ cos LYyt O version VARGHAR(Z55) [ redundancy |
microcodeVersion VARCHAR(2E5) [ u ks 0 model VARCHAR(255) [ thinProvisieningupported TINYINT(1) [
family VARCHAR(ZSS) [H mtest  TINYINT(D [ oiavumber VARCHAR(ZSS) [ isVirtual TINYINT{T) [
i VARCHAR(2ES) [ INT | siteName  VARCHAR{ES) [ ysesFlashPocls TINYINT{1) 5
it INT O url VARCHAR{255) [] url VARCHAR(255) [
latest TINYINT{1) s id INT = id INT O
i dst=Tk INT n Istest TINYINT{1} | latest TINYINT{1) =
dataCenter VARCHAR(255) [ dateTk INT | § dateTk INT ]
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=lstorage_dimen:

=lservice_level

=lcolumn =Column =Jcalumn
7t INT Tk INT
AL INT
t name WARCHAR(255) name VARCHAR(255)
.name VAHCHANC Y sequence INT (=) description VARCHAR(255) [/} =
ider RS SR cost DOUBLE & r priotity  VARCHAR(255) []
i VARCHANIE id INT & \ url varcHarzss) O |
modet yaRG U latest  TINYINT() [ | id INT i .
ma”:‘s““:’ :ﬁig:ﬁ(;::’ 2 PoateTk  INT & | g e ] |
i o o wr o] | Cepcsiosmm—
microcodeVersion VARCHAR(285) [7] ‘ |
family VARCHAR(255) (f | Slcolumn
url VARCHAR(255) [ \ AN
id INT ] ‘ ‘ isRep TINYINT(1) [7]
latest TINYINT(1) El SColumn .- — ‘ P appTk INT
¢ dateTk INT A ————*2 - o @ P appGroupTk INT
7 INT lapplication,
dataCenter VARCHAR(255) [ A
¢ timestamp BIGINT Scolumn
dateTk INT i INT
Youme A ® — — fepApp  VARCHAR(255)
Sicolumn storageTk INT ? repApBTK  INT
o i uAon st oI cardinality SMALLINT
storageNodeTk INT ? dateTk INT B
fullDate DATETIME storagePoolTk INT
dayinMonth TINYINT applicationTk INT
dayinYear SMALLINT application GroupTk INT Zlk8s_namespace dinieHSONIS|
dateYear SMALLINT hostTk INT =lColumn
yearLabel CHAR(4) hostGroupTk INT \? 1 INT
monthNum TINYINT uerT.K INT dentier VARCHAR(T68)
monthLabel CHAR(T) senvicelLevelTk INT gine VARCHAR(255)
dayinWeekNum  TINYINT e e e oy businessEntityTk INT . — — S R VARCHAR(255) [
quarter TINYINT k8sMNamespaceTk INT d INT
quarterLabel CHAR(7) KEsNamespacegmuka DOUBLE Jatest TINYINT() Fi
daylnQuarter SMALLINT readResponseTime DOUBLE dateTk T B
repQuarter TINYINT writeResponseTime DOUBLE
repMonth TINVINT totalResponseTime DOUBLE B colanis
repWWeek TINYINT totalResponseTimeNlax DOUBLE i { k8sNamespaceGroupTk INT
repDay TINYINT readThroughput DOUBLE  [F] B ktis e » § kBsNamespaceTk INT
repMonthOrLatest TINYINT writeThroughput DOUBLE [ ECU\J’TITI isRep TINYINT(1) [
sspFlag TINYINT totalThroughput DOUBLE [7] = ? tk INT [
Iatest TINVINT(1) [ totalThroughputhlax DOUBLE i e
future TINYINT(1) [¥] readlops DOUBLE [f] repk8sNamespace  VARCHAR(255) -
writelops DOUBLE [ . —— —< repk8sMNamespaceTk INT
totallops DOUBLE [7] cardinality SMALLINT
totallopsMax DOUBLE dateTk INT F
readCacheHitRatio DOUBLE []
writeCacheHitRatio DOUBLE —
INT
storageldentifier VARCHAR(768) [ totalCacheHitRatio DOUBLE  [F] Zlhost_group_
name WARCHAR(255) totalCacheHitRatiolMax DOUBLE [ =Column
label VARCHAR(255) [ writePending BIGINT Eftk INT
thinProvisioned TINYINT(1) readloDensity DOUBLE [ f¢o — — — — repHost  VARGCHAR(255) 7|
type VARCHAR(255) [[] writeloDensity DOUBLE  [F] @ repHosiTk INT
isVirtual TINYINT(1) [l —_—— % tntallnDens?ty DOUBLE [f] cardinality SMALLINT |
meta TINYINT(1) 1l totalloDensityMax DOUBLE [F] @ daleTk INT | - hosl_gmM
snapshot TINYINT(1) F compressionSavingsPercent DOUBLE [
technologyType ENUM 1 o — compressionSavingsSpace DOUBLE [ | | =lGolumn
uuid VARCHAR(258) [ | totalTimeToFull DOUBLE [7] l »
isMainframe TINYINT(1) confidencelntervalTimeToFull DOUBLE [ isRep TINYINT(1) 7]
.url VARCHAR(255) [ | accessed INT & Qhost_dime '.? hostGroupTk INT
id INT | | frontend TINYINT(1} Scol ? hosiTk INT
latest TNYINT(T) ] | backend TINVINT(1) 3 Ll
¢ dateTk INT (| 3 & INT
| ? | ? name VARCHAR(255)
— | | | identifier  VARCHAR(768)
J ‘ | | ip VARCHAR(1024)
— | [ 0s VARCHAR(255)
INT ‘ | model VARCHAR(255)
fullname VARCHAR(1024) ‘ | — manufacturer VARCHAR(255)
tenant VARCHAR(255) ‘ | url VARCHAR(255) [T]
lob VARCHAR(255) | | [ id INT £l
businessUnit VARCHAR(255) | | latest TINYINT(1) [
project VARCHAR(255) | | $ dateTk INT &
id INT =] J} | dataCenter  VARCHAR(255) [
latest TINYINT(1) ) | |
F dateTk INT [ ﬁstorage_mﬂ_ Zltier_dimens lstorage_pool_dimer
=lColumn S column =Column
Ptk INT 7t INT P INT J
name VARCHAR(255) name  VARCHAR(255) identifier VARCHAR(768)
identifier VARCHAR(768} sequence INT El name VARCHAR(255)
version VARCHAR(255) cost DOUBLE & storageName WARCHAR(255)
model VARCHAR(255) id INT Bl storagelP WARCHAR(1024)
serialNumber VARCHAR(255) Jatest TINYINT(1) & type VARCHAR(255) [
siteName  VARCHAR(255) [CIf @ gateTk  INT 0 redundancy VAR 55)
url VARCHAR(255) [ thinProvisioningSupported TINYINT(1) ]
id INT [F1 isVirtual TINYINT(1) [
latest TINYINT(1) [ usesFlashPools TINYINT(1)
dateTk INT [ url VARCHAR(255) [I]
id INT Fl
latest TINYINT(1) [
P dateTk INT F

Data Infrastructure Insights Schemas fiir die Berichterstellung

Diese Schematabellen und Diagramme werden hier als Referenz fur Data Infrastructure
Insights Reporting bereitgestellt.
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"Schematabellen"im PDF-Format. Klicken Sie zum Offnen auf den Link oder klicken Sie mit der rechten
Maustaste und wahlen Sie Speichern unter... zum Herunterladen.

"Schemadiagramme”

@ Die Berichtsfunktion ist in Data Infrastructure Insights verfligbar'Premium Edition" .
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