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Monitore und Alarme

Warnfunktionen mit Monitoren

Konfigurieren Sie Monitore, um Leistungsschwellenwerte, Protokollereignisse und
Anomalien in lhren Infrastrukturressourcen zu verfolgen. Erstellen Sie benutzerdefinierte
Warnungen fur Kennzahlen wie Schreiblatenz des Knotens, Speicherkapazitat oder
Anwendungsleistung und erhalten Sie Benachrichtigungen, wenn diese Bedingungen
erfullt sind.

Uber Monitore kénnen Sie Schwellenwerte auf Metriken festlegen, die von ,Infrastruktur‘-Objekten wie
Storage, VM, EC2 und Ports generiert werden. Aul3erdem kdnnen Sie Daten zur ,Integration“ verwenden,
beispielsweise die flir Kubernetes gesammelt wurden, erweiterte ONTAP Metriken und Telegraf Plug-ins. Diese
metrische Uberwachung warnt Sie, wenn Warnmeldungen oder kritische Schwellenwerte (iberschritten
werden.

Sie kénnen auch Monitore erstellen, um Warnmeldungen auf Warn-, kritischen oder informationellen Ebene
auszulésen, wenn bestimmte log-Ereignisse erkannt werden.

Dateninfrastruktur Insights bietet ebenfalls eine Vielzahl an Funktionen"Systemdefinierte Monitore", je nach
Umgebung.

Best Practice Fur Sicherheit

Warnmeldungen zu Data Infrastructure Insights wurden entwickelt, um Datenpunkte und Trends fur lhren
Mandanten hervorzuheben, und mit Data Infrastructure Insights kdnnen Sie jede glltige E-Mail-Adresse als
Benachrichtigungsempfanger eingeben. Wenn Sie in einer sicheren Umgebung arbeiten, achten Sie
besonders darauf, wer die Benachrichtigung erhalt oder anderweitig Zugriff auf die Warnmeldung hat.

Metrik oder Protokollmonitor?
1. Klicken Sie im Ment Data Infrastructure Insights auf Alerts > Manage Monitors
Die Listenseite Monitore wird angezeigt und zeigt die derzeit konfigurierten Monitore an.

2. Um einen vorhandenen Monitor zu andern, klicken Sie in der Liste auf den Monitornamen.

3. Um einen Monitor hinzuzufiigen, klicken Sie auf + Monitor.
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Wenn Sie einen neuen Monitor hinzufiigen, werden Sie aufgefordert, einen Metric Monitor oder einen
Protokollmonitor zu erstellen.

o Metric Uberwacht Warnmeldungen zu Infrastruktur- oder Performance-bezogenen Triggern

> Log Uberwacht die Warnung bei protokollbezogenen Aktivitaten

Nachdem Sie den Monitortyp ausgewahlt haben, wird das Dialogfeld Monitorkonfiguration angezeigt. Die
Konfiguration hangt davon ab, welche Art von Monitor Sie erstellen.

Metrischer Monitor

1. Suchen Sie im Dropdown-Meni nach einem Objekttyp und einer Metrik, die Gberwacht werden soll, und
wahlen Sie diesen aus.

Filter kbnnen eingesetzt werden, um festzulegen, welche Objektattribute oder Metriken Giberwacht werden
sollen.



o Select a metric to monitor

netapp_ontap.aggregate.cp_reads

FilterBy B
Group k_

Metrics -
Unit Disple

cp_read_blocks
cp_reads
data_compaction_space_saved

data_compaction_space_saved_percent

size_total !

T
Beim Arbeiten mit Integrationsdaten (Kubernetes, erweiterte ONTAP Daten usw.) werden durch Metrikfilterung
die einzelnen/nicht Punkte der aufgezeichneten Datenreihe entfernt, im Gegensatz zu Infrastrukturdaten
(Storage, VM, Ports usw.). Dort arbeiten Filter am aggregierten Wert der Datenserie und entfernen das
gesamte Objekt aus dem Diagramm.

Um einen Monitor mit mehreren Bedingungen zu erstellen (z. B. IOPS > X und Latenz >Y),
definieren Sie die erste Bedingung als Schwellenwert und die zweite Bedingung als Filter.

Definieren Sie die Bedingungen des Monitors.

1. Nachdem Sie das zu Uberwachende Objekt und die Kennzahl ausgewahlt haben, legen Sie die
Schwellenwerte flr Warnstufe und/oder kritische Stufe fest.

2. Geben Sie fir die Stufe Warnung 200 fir unser Beispiel ein. Die gestrichelte Linie, die diese Warnstufe
angibt, wird im Beispieldiagramm angezeigt.

3. Geben Sie fur die Stufe Critical 400 ein. Die gestrichelte Linie, die diesen kritischen Level angibt, wird im
Beispieldiagramm angezeigt.

Im Diagramm werden Verlaufsdaten angezeigt. Die Zeilen Warnung und kritische Ebene im Diagramm sind
eine visuelle Darstellung des Monitors, sodass Sie leicht sehen kdnnen, wann der Monitor in jedem Fall
eine Warnmeldung ausl|ost.

4. Wahlen Sie fur das Auftreten des Intervalls kontinuierlich fur einen Zeitraum von 15 Minuten aus.

Sie kdnnen eine Warnung auslésen, sobald ein Schwellenwert Uberschritten wird, oder warten, bis der
Schwellenwert flr einen bestimmten Zeitraum kontinuierlich verletzt wurde. In unserem Beispiel mdchten
wir nicht jedes Mal benachrichtigt werden, wenn die IOPS-Punkte insgesamt Giber dem Warnungs- oder
kritischen Level liegen, sondern nur, wenn ein Uberwachtes Objekt mindestens 15 Minuten lang einen
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Definieren Sie das Verhalten fiir die Alarmauflésung

Sie kdnnen festlegen, wie eine Kennzahliberwachung behoben werden soll. lnnen stehen zwei Mdglichkeiten
zur Verflgung:

» Beheben Sie, wenn die Metrik wieder in den zulassigen Bereich zurtickkehrt.

» Beheben Sie, wenn die Kennzahl fur einen bestimmten Zeitraum innerhalb des zulassigen Bereichs liegt,
von 1 Minute bis 7 Tage.

Protokolliiberwachung

Beim Erstellen eines Protokollmonitors wahlen Sie zunachst aus der verfligbaren Protokollliste aus, welches
Protokoll Giberwacht werden soll. Sie kdnnen dann nach den verfligbaren Attributen wie oben filtern. Sie
kdnnen auch ein oder mehrere Attribute ,Gruppieren nach® auswahlen.

@ Der Filter Protokollmonitor darf nicht leer sein.

o Select the log to monitor

Log Source | logs.netapp.ems ¥

Filter By - ems.ems_message_type | MbladewvscanConnBackPressure X » X ems.cluster_vendor | | NetApp X v X
ems.cluster_model AFF x | As#* x | FDwwr x v X (7]
Group By ems.cluster_uuid ¥ ems.cluster_vendor ¥  emscluster model X ems.cluster_name X

ems.svm_uuid X ems.svm_name X

Definieren Sie das Alarmverhalten

Sie kénnen den Monitor so erstellen, dass er mit dem Schweregrad ,kritisch, ,Warnung“ oder ,informationell*
benachrichtigt wird, wenn die oben definierten Bedingungen einmal (d. h. sofort) auftreten, oder warten, bis die
Bedingungen mindestens 2 Mal auftreten.



Definieren Sie das Verhalten fiir die Alarmauflésung

Sie konnen festlegen, wie eine Protokollliberwachung behoben werden soll. Sie erhalten drei Méglichkeiten:

» Sofort beheben: Der Alarm wird sofort behoben, ohne dass weitere MalRnahmen erforderlich sind
* Auflésung basierend auf Zeit: Der Alarm wird nach Ablauf der angegebenen Zeit gelost

* Auflésung basierend auf Protokolleintrag: Der Alarm wird aufgeldst, wenn eine nachfolgende Log-
Aktivitat stattgefunden hat. Beispiel: Wenn ein Objekt als ,verfigbar” protokolliert wird.

(O Resolve instantly
(O Resolve based on time

(® Resolve based on log entry

Log Source

Filter By = ems.ems_message_type [RIEEECIEN bl IES v X

Uberwachung Der Anomalieerkennung

1. Suchen Sie im Dropdown-Meni nach einem Objekttyp und einer Metrik, die Giberwacht werden soll, und
wahlen Sie diesen aus.

Filter kbnnen eingesetzt werden, um festzulegen, welche Objektattribute oder Metriken Gberwacht werden
sollen.

o Select a metric anomaly to monitor

Object  Storage ¥  Metric | iops.total o

Filter by Attribute (7]
Filter by Metric (7]

Group by  Storage v

Unit Displayed In | Whole Number

Definieren Sie die Bedingungen des Monitors.

1. Nachdem Sie das zu tUberwachende Objekt und die zu Uberwachende Metrik ausgewahlt haben, legen Sie
die Bedingungen fest, unter denen eine Anomalie erkannt wird.

o Wahlen Sie aus, ob eine Anomalie erkannt werden soll, wenn die gewahlte Metrik Giber die

vorhergesagten Grenzen spikt, unter diese Grenzen fallt oder Spikes liber oder unter die Grenzen
fallt.



o Stellen Sie die Empfindlichkeit der Erkennung ein. Niedrig (weniger Anomalien werden entfernt),
Mittel oder hoch (es werden mehr Anomalien entdeckt).

o Stellen Sie die Alarme auf verdorren Warnung oder kritisch ein.

> Bei Bedarf kbnnen Sie das Rauschen reduzieren und Anomalien ignorieren, wenn die gewahlte Metrik
unter einem von Ihnen festgelegten Schwellenwert liegt.

o Define the monitor's conditions

Trigger alert when performance.iops.total = Spikesabove ¥ the predicted bounds.
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Wabhlen Sie Benachrichtigungstyp und Empfanger aus

Im Abschnitt , Team Notification(s) _ einrichten® kdnnen Sie auswahlen, ob Sie Ihr Team per E-Mail oder
Webhook benachrichtigen mdchten.

e Set up team notification(s) (alert your team via email, or Webhook)

Add Delivery Method
Email

Webhoolk

Alerting via Email:

Geben Sie die E-Mail-Empfanger fir Benachrichtigungen an. Bei Bedarf konnen Sie verschiedene Empfanger
fur Warnungen oder kritische Warnungen auswahlen.



o Set up team notification(s)

Email Notify team on Add Recipients (Required)
Critical, Resolved v user_l@email.com X user_2@email.com X
Critical .
Resolved 13
Email Notify team on Add Recipients (Required)
Warning v user_3@email.com X

Alerting via Webhook:

Legen Sie die Webhook(s) fur Benachrichtigungen fir Warnmeldungen fest. Bei Bedarf kdnnen Sie
verschiedene Webhooks flr Warnung oder kritische Alarme auswahlen.

o Set up team notification(s) (alert your team via email, or Webhook

Slack

By Webhook Notify team on Use Webhook(s)
Critical - Slack ®  Teams x v

Notify team on Use Webhook(s)
Resolved - Slack x Teams x A

Notify team on Use Webhook(s)

Waming v Slack % Teams X v

ONTAP Data Collector-Benachrichtigungen haben Vorrang vor allen spezifischen Monitoring-
Benachrichtigungen, die fir den Cluster/den Datensammler relevant sind. Die Empfangerliste,
@ die Sie fur den Data Collector selbst festgelegt haben, erhalt die Warnungen zum
Datensammler. Wenn keine aktiven Warnungen zur Datenerfassung vorhanden sind, werden
die von Monitor erzeugten Warnmeldungen an bestimmte Uberwachungsempféanger gesendet.

Einstellen von KorrekturmaBnahmen oder zusatzlichen Informationen

Sie kdnnen eine optionale Beschreibung sowie zusatzliche Erkenntnisse und/oder KorrekturmalRnahmen
hinzufiigen, indem Sie den Abschnitt Alarm hinzufiigen Beschreibung ausfiillen. Die Beschreibung kann bis
zu 1024 Zeichen lang sein und wird mit der Warnmeldung gesendet. Das Feld ,Insights/Korrekturmaflinahmen®
kann bis zu 67,000 Zeichen lang sein und wird im Ubersichtsbereich der Landing Page fiir die Warnmeldung
angezeigt.

In diesen Feldern kdnnen Sie Hinweise, Links oder Schritte angeben, die Sie zur Korrektur oder anderweitigen
Adresse der Warnmeldung ergreifen kénnen.

Sie kénnen ein beliebiges Objektattribut (z. B. Speichername) als Parameter zu einer
Warnmeldungsbeschreibung hinzufiigen. Beispielsweise kdnnen Sie Parameter fir den Volume-Namen und



den Speichernamen in einer Beschreibung wie ,hohe Latenz fur Volume: % %relatedObject.volume.name % %,
Storage: % %relatedObject.storage.name% %" festlegen.

o Add an alert description (optional)

Add a description

Add insights and ST A
corrective actions T e e

Speichern Sie den Monitor

1. Auf Wunsch kénnen Sie eine Beschreibung des Monitors hinzufligen.

2. Geben Sie dem Monitor einen aussagekraftigen Namen und klicken Sie auf Speichern.

Ihr neuer Monitor wird zur Liste der aktiven Monitore hinzugeftigt.

Monitorliste
Auf der Seite ,Monitor” werden die derzeit konfigurierten Monitore angezeigt, die Folgendes anzeigen:

* Monitorname
» Status
* Objekt/Metrik, die Uberwacht wird
» Bedingungen des Monitors
Sie kdnnen die Uberwachung eines Objekttyps voriibergehend anhalten, indem Sie auf das Menii rechts

neben dem Monitor klicken und Pause wahlen. Wenn Sie bereit sind, die Uberwachung fortzusetzen, klicken
Sie auf Fortsetzen.

Sie kdnnen einen Monitor kopieren, indem Sie im Menu * Duplizieren* wahlen. AnschlieRend kénnen Sie den
neuen Monitor andern und das Objekt/die Metrik, den Filter, die Bedingungen, E-Mail-Empfanger usw. andern

Wenn ein Monitor nicht mehr bendtigt wird, kénnen Sie ihn Idschen, indem Sie im Menl Loschen wahlen.

Gruppen Uberwachen

Durch Gruppierung kénnen Sie zugehdérige Monitore anzeigen und verwalten. Sie kdnnen beispielsweise eine
Uberwachungsgruppe fiir den Speicher Ihres Mandanten festlegen oder fiir eine bestimmte Empfangerliste
relevante Uberwachungsgruppen tiberwachen.



Monitor Groups (5) 4

Q

All Monitors (5

Die folgenden Monitorgruppen werden angezeigt. Neben dem Gruppennamen wird die Anzahl der in einer
Gruppe enthaltenen Monitore angezeigt.

« * Alle Monitore* listet alle Monitore auf.
* Benutzerdefinierte Monitore listet alle vom Benutzer erstellten Monitore auf.

« Suspended Monitors listet alle Systemmonitore auf, die von Data Infrastructure Insights ausgesetzt
wurden.

 Data Infrastructure Insights zeigt auch eine Reihe von Systemiiberwachungsgruppen, die eine oder
mehrere Gruppen von auflisten"Systemdefinierte Monitore", einschlieRlich ONTAP Infrastruktur und
Workload-Monitore.

Benutzerdefinierte Monitore kdnnen angehalten, fortgesetzt, geldéscht oder in eine andere
Gruppe verschoben werden. Systemdefinierte Monitore kdnnen angehalten und fortgesetzt
werden, kdnnen aber nicht geldscht oder verschoben werden.

Suspendierte Monitore

Diese Gruppe wird nur angezeigt, wenn Data Infrastructure Insights einen oder mehrere Monitore ausgesetzt
hat. Ein Monitor kann ausgesetzt werden, wenn er GibermaRige oder kontinuierliche Alarme erzeugt. Wenn es
sich bei dem Monitor um einen benutzerdefinierten Monitor handelt, andern Sie die Bedingungen, um eine
kontinuierliche Warnung zu verhindern, und setzen Sie den Monitor dann fort. Der Monitor wird aus der Gruppe
der suspendierten Monitore entfernt, wenn das Problem, das die Aussetzung verursacht, behoben wird.

Systemdefinierte Monitore

In diesen Gruppen werden Monitore angezeigt, die von Data Infrastructure Insights bereitgestellt werden,
sofern lhre Umgebung die Gerate und/oder die Protokollverfligbarkeit enthalt, die von den Monitoren bendtigt
werden.

Systemdefinierte Monitore kénnen nicht geandert, in eine andere Gruppe verschoben oder geldscht werden.
Sie kdnnen jedoch ein Systemmonitor duplizieren und das Duplikat &ndern oder verschieben.

Systemmonitore kénnen auch Monitoring fir ONTAP-Infrastruktur (Storage, Volume usw.) oder Workloads
(Protokollmonitore) oder andere Gruppen umfassen. NetApp pruft die Anforderungen und Produktfunktionen
von Kunden fortlaufend. Zudem werden Systemmonitore und -Gruppen nach Bedarf aktualisiert oder erganzt.
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Benutzerdefinierte Monitorgruppen

Sie kdnnen Ihre eigenen Gruppen erstellen, die Monitore auf der Grundlage |hrer Anforderungen enthalten. Sie
modchten beispielsweise eine Gruppe fir alle speicherbezogenen Monitore.

Um eine neue benutzerdefinierte Monitorgruppe zu erstellen, klicken Sie auf die Schaltflache "+" Neue
Monitorgruppe erstellen. Geben Sie einen Namen fur die Gruppe ein und klicken Sie auf Gruppe erstellen.
Eine leere Gruppe mit diesem Namen wird erstellt.

Um Monitore zur Gruppe hinzuzufligen, gehen Sie zur Gruppe Alle Monitore (empfohlen) und flihren Sie einen
der folgenden Schritte aus:

* Um einen einzelnen Monitor hinzuzufiigen, klicken Sie auf das Menu rechts neben dem Monitor und
wahlen Sie zu Gruppe hinzufiigen. Wahlen Sie die Gruppe aus, der der Monitor hinzugefligt werden soll.

* Klicken Sie auf den Monitornamen, um die Bearbeitungsansicht des Monitors zu 6ffnen, und wahlen Sie im
Abschnitt ,,_mit einer Monitorgruppe verknipfen® eine Gruppe aus.

o Associate to a monitor group (optional

ONTAFP Monitors -

Entfernen Sie Monitore, indem Sie auf eine Gruppe klicken und im Meni aus Gruppe entfernen auswéhlen.
Sie kénnen keine Monitore aus der Gruppe ,Alle Monitore* oder ,, Benutzerdefinierte Monitore_“ entfernen. Um
einen Monitor aus diesen Gruppen zu l6schen, missen Sie den Monitor selbst [6schen.

Durch das Entfernen eines Monitors aus einer Gruppe wird der Monitor nicht aus Data

@ Infrastructure Insights geldscht. Um einen Monitor vollstandig zu entfernen, wahlen Sie den
Monitor aus, und klicken Sie auf Léschen. Dadurch wird sie auch aus der Gruppe entfernt, zu
der sie gehort hat und fur keinen Benutzer mehr verflgbar ist.

Sie kdnnen einen Monitor auf dieselbe Weise in eine andere Gruppe verschieben und dabei zu Gruppe
verschieben.

Um alle Monitore in einer Gruppe gleichzeitig anzuhalten oder wieder aufzunehmen, wahlen Sie das Men flr
die Gruppe aus und klicken Sie auf Pause oder Fortsetzen.

Verwenden Sie dasselbe Menl, um eine Gruppe umzubenennen oder zu I6schen. Beim Léschen einer Gruppe

werden die Monitore nicht aus Data Infrastructure Insights geldscht, sondern sind weiterhin in Alle Monitore
verflgbar.

10



Monitor Groups (3) <
Q Agent Monitors &)
All Monitors (4)

custom Monitors (4)

Pause
Resume
Rename

Delete

Systemdefinierte Monitore

Data Infrastructure Insights umfasst eine Reihe von systemdefinierten Monitoring-Funktionen fiir Kennzahlen
und Protokolle. Die verfigbaren Systemmonitore hangen von den Datensammlern ab, die auf lhrem
Mandanten vorhanden sind. Aus diesem Grund kdonnen sich die in Data Infrastructure Insights verfligbaren
Monitore andern, wenn Datensammler hinzugefligt oder ihre Konfigurationen geandert werden.

Auf der "Systemdefinierte Monitore" Seite finden Sie Beschreibungen der in Data Infrastructure Insights
enthaltenen Monitore.

Weitere Informationen

* "Anzeigen und Fehlstellen von Warnungen"

Anzeigen und Verwalten von Warnmeldungen von
Monitoren

Data Infrastructure Insights zeigt Warnmeldungen an, wenn "Uberwachte
Schwellenwerte" diese Uberschritten werden.

Monitore und Alarmfunktionen sind ab Data Infrastructure Insights Standard Edition verfligbar.

Anzeigen und Verwalten von Warnungen

Gehen Sie wie folgt vor, um Meldungen anzuzeigen und zu verwalten.

1. Navigieren Sie zur Seite Alerts > All Alerts.

2. Eine Liste der letzten 1,000 Meldungen wird angezeigt. Sie kdnnen diese Liste in einem beliebigen Feld
sortieren, indem Sie auf die Spaltentberschrift fir das Feld klicken. In der Liste werden die folgenden
Informationen angezeigt. Beachten Sie, dass standardmaRig nicht alle dieser Spalten angezeigt werden.
Sie kdnnen die anzuzeigenden Spalten auswahlen, indem Sie auf das Zahnradsymbol klicken:

11



o Alarm-ID: Vom System generierte eindeutige Alarm-ID
o Auslosezeit: Der Zeitpunkt, zu dem der betreffende Monitor den Alarm ausgel6st hat

o Aktueller Schweregrad (Registerkarte Aktive Warnmeldungen): Der aktuelle Schweregrad der aktiven
Warnmeldung

o Oberer Schweregrad (Registerkarte ,Erledigte Warnmeldungen®); der maximale Schweregrad der
Warnmeldung, bevor sie behoben wurde

o Monitor: Der Monitor ist so konfiguriert, dass der Alarm ausgel6st wird

o Ausgeldst an: Das Objekt, auf dem die Uberwachte Schwelle tberschritten wurde

o Status: Aktueller Alarmstatus, Neu oder in Prozess

o Aktiver Status: Aktiv oder aufgeldst

> Bedingung: Die Schwellwertbedingung, die die Warnung ausgeldst hat

o Metrisch: Die Objektmetrik, auf der der Uberwachte Schwellenwert Gberschritten wurde

- Uberwachungsstatus: Aktueller Status des Monitors, der die Warnung ausgeldst hat

o Hat KorrekturmaBnahmen: Der Alarm hat KorrekturmaRnahmen vorgeschlagen. Offnen Sie die

Alarmseite, um diese anzuzeigen.

Sie kdnnen eine Warnmeldung verwalten, indem Sie auf das MenU rechts neben der Warnmeldung klicken und
eine der folgenden Optionen auswahlen:

* In Bearbeitung um anzuzeigen, dass der Alarm untersucht wird oder anderweitig offen gehalten werden
muss

+ Abweisen, um die Warnung aus der Liste der aktiven Warnungen zu entfernen.

Sie kbnnen mehrere Warnungen verwalten, indem Sie das Kontrollkastchen links neben jeder Warnung
aktivieren und auf ,Ausgewéhlte Warnungen dndern Status® klicken.

Wenn Sie auf eine Alarm-ID klicken, wird die Seite mit den Alarmdetails geoffnet.

Alarmdetailbereich

Wahlen Sie eine beliebige Alarmzeile aus, um das Detailfenster des Alarms zu 6ffnen. Das Detailfenster bietet
zusatzliche Informationen zum Alarm, darunter eine Zusammenfassung, eine Expertenansicht mit
Diagrammen zu den Objektdaten, alle zugehdrigen Assets und Kommentare der Alarmermittler.

12



Metric Alert ¥y X

© Critical Alert AL-14930837 (AcTvE: [ Collapse Details

Triggered On Details
Storage: Top Severity: Critical
CI-GDL1-Ontap-fasg080 Condition: Average iops.total is > (greater than) 1,700 10/s and/or 2,000 10/s all the time in 15-minute window.
Monitor Attributes
altimeout Filters Applied: N/A
Description Resoluton conditions
No Description Provided Resolve when metric is within acceptable range for 10 mins
Status Time
New Triggered time: Jun 3, 2025 10:44 AM  Duration: 17m (Active)

Alert Summary Alert Attributes

Jun 03,2025 09:29 AM - 10:47 AM & Settings -

iops.total (10/s)

9:30 AM 9:40 AM 9:50 AM 10:00 AM 10:10 AM 10:20 AM 10:30 AM 10:40 AM

Benachrichtigt, Wenn Daten Fehlen

In einem Echtzeit-System wie Data Infrastructure Insights, um die Analyse eines Monitors auszulésen, um zu
entscheiden, ob ein Alarm generiert werden soll, setzen wir auf eines von zwei Dingen:

* Der nachste Datenpunkt zu kommen

« Ein Timer zum Feuer, wenn es keinen Datenpunkt gibt und Sie lange genug gewartet haben
Wie bei langsamen Dateneintreffen — oder gar keinem Dateneintreffen — muss der Timer-Mechanismus
Ubernommen werden, da die Dateneingangsrate nicht ausreicht, um Warnungen in ,Echtzeit” auszulosen.

Daher lautet die Frage in der Regel ,wie lange warte ich, bevor ich das Analysefenster schliele und sehe, was
ich habe?“ Wenn Sie zu lange warten, generieren Sie die Warnungen nicht schnell genug, um nitzlich zu sein.

Wenn Sie einen Monitor mit einem 30-Minuten-Fenster haben, das bemerkt, dass eine Bedingung durch den
letzten Datenpunkt vor einem langfristigen Datenverlust verletzt wird, Es wird eine Warnung generiert, da der

13



Monitor keine weiteren Informationen erhalten hat, die zur Bestatigung der Wiederherstellung der Metrik
verwendet werden missen, oder dass die Bedingung weiterhin besteht.

,Dauerhaft Aktiv‘-Warnungen

Es ist moglich, einen Monitor so zu konfigurieren, dass die Bedingung immer auf dem tberwachten Objekt
vorhanden ist, z. B. IOPS > 1 oder Latenz > 0. Diese werden oft als , Test“-Monitore erzeugt und dann
vergessen. Solche Monitore erzeugen Warnmeldungen, die dauerhaft an den einzelnen Objekten offen
bleiben. Dies kann zu Problemen mit der Systemspannung und Stabilitat im Laufe der Zeit fihren.

Um dies zu verhindern, schlie3t Data Infrastructure Insights automatisch alle ,permanent aktiv“-
Warnmeldungen nach 7 Tagen. Beachten Sie, dass die zugrunde liegenden Monitorbedingungen
(wahrscheinlich) weiterhin existieren, wodurch fast sofort eine neue Warnung ausgegeben wird, aber durch
das SchlielRen von ,immer aktiven“ Warnungen werden einige der sonst auftretenden Systembelastungen
verringert.

E-Mail-Benachrichtigungen Werden Konfiguriert

Sie kdnnen eine E-Mail-Liste fur abonnementbezogene Benachrichtigungen sowie eine
globale E-Mail-Liste mit Empfangern fur die Benachrichtigung tUber
Schwellenverletzungen fur Leistungsrichtlinien konfigurieren.

Um die Einstellungen fur Benachrichtigungen-E-Mail-Empfanger zu konfigurieren, gehen Sie zur Seite Admin
> Benachrichtigungen und wahlen Sie die Registerkarte E-Mail aus.

Subscription Notification Recipients

Send subscription related notifications to the following:
All Account Owners

All Monitor & Optimize Administrators

Additional Email Addresses

name@email.com X

Save

Global Monitor Notification Recipients

Default email recipients for monitor related notifications:
[ All Account Owners

All Monitor & Optimize Administrators

[] Additional Email Addresses

Empfanger Fiir Abonnementbenachrichtigung

Um Empfanger fir abonnementbezogene Ereignisbenachrichtigungen zu konfigurieren, gehen Sie zum
Abschnitt ,Empfanger fir Abonnementbenachrichtigungen®. Sie kbnnen wahlen, dass E-Mail-
Benachrichtigungen fur abonnierte Ereignisse an einen oder alle der folgenden Empfanger gesendet werden:
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 Alle Account-Inhaber
* Alle Monitor & Optimize Administratoren

» Zusatzliche E-Mail-Adressen, die Sie angeben

Im Folgenden finden Sie Beispiele flr die Art von Benachrichtigungen, die gesendet werden kénnen, und
Benutzeraktionen, die Sie durchfiihren kdnnen.
Hinweis: Benutzeraktion:

Testversion oder Abonnement wurde aktualisiert Lesen Sie die Abonnementdetails auf der
"Abonnement" Seite

Das Abonnement [duft in 90 Tagen ab das Bei Aktivierung von ,,Automatische Verlangerung® sind

Abonnement lauft in 30 Tagen ab keine MaRRnahmen erforderlich. Wenden Sie sich an
den NetApp Vertrieb, um das Abonnement zu
verlangern

Die Testversion endet in 2 Tagen Testversion von der Seite erneuern"Abonnement"”. Sie

kdnnen eine einmalige Testversion erneuern. Wenden
Sie sich an den NetApp Vertrieb, um ein Abonnement
zu erwerben

Testversion oder Abonnement abgelaufen Konto wird Wenden Sie sich an den NetApp Vertrieb, um ein
das Sammeln von Daten in 48 Stunden beendet Abonnement zu erwerben
Konto wird nach 48 Stunden geldscht

Um sicherzustellen, dass lhre Empfanger Benachrichtigungen von Data Infrastructure Insights
erhalten, figen Sie die folgenden E-Mail-Adressen zu beliebigen ,Zulassen®-Listen hinzu:

+ accounts@service.cloudinsights.netapp.com

» DoNotReply@cloudinsights.netapp.com

Globale Empfangerliste fiir Warnungen

Fir jede Aktion der Warnmeldung werden E-Mail-Benachrichtigungen an die Benachrichtigungsliste gesendet.
Sie kdnnen Benachrichtigungen an eine globale Empfangerliste senden.

Wahlen Sie zum Konfigurieren von Empfangern fur globale Warnmeldungen die gewtinschten Empfanger im
Abschnitt Empfanger fiir globale Monitorbenachrichtigungen aus.

Sie kénnen die globale Empfangerliste fir einen einzelnen Monitor immer tberschreiben, wenn Sie den
Monitor erstellen oder andern.

ONTAP Data Collector-Benachrichtigungen haben Vorrang vor allen spezifischen Monitoring-
Benachrichtigungen, die fir den Cluster/den Datensammler relevant sind. Die Empfangerliste,
@ die Sie fur den Data Collector selbst festgelegt haben, erhalt die Warnungen zum
Datensammler. Wenn keine aktiven Warnungen zur Datenerfassung vorhanden sind, werden
die von Monitor erzeugten Warnmeldungen an bestimmte Uberwachungsempfanger gesendet.

Bearbeiten von Benachrichtigungen fir ONTAP

Sie kénnen Benachrichtigungen fir ONTAP-Cluster &ndern, indem Sie in der oberen rechten Dropdown-Liste
auf einer Storage-Landing-Page ,,_Benachrichtigungen bearbeiten* auswahlen.
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https://docs.netapp.com/de-de/data-infrastructure-insights/concept_subscribing_to_cloud_insights.html
concept_subscribing_to_cloud_insights.html

Z Edit ¥
Poll Again
Postpone 3 Days
Postpone 7 Days
Postpone 30 Days
Edit Motifications
Delets
Von hier aus kénnen Sie Benachrichtigungen fur kritische, Warn-, Informations- und/oder geldste

Warnmeldungen festlegen. Jedes Szenario kann die Liste der globalen Empfanger oder andere von lhnen
ausgewahlte Empfanger benachrichtigen.
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Edit Notifications X

By Email
Naotify team on Sendto 1]
O clobal Monitor Recipient List
Critical, Warn... =
(® other Email Recipients
email@email.one %
email2@email2.two X |
Naotify team on Sendto 1]

ved (® Global Monitor Recipient List
Resolve hd

(O other Email Recipients

[ ] Bywebhook

Enable webhook notification to add recipients

Uberwachung Der Anomalieerkennung

Anomalieerkennung bietet Einblicke in unerwartete Anderungen in den Datenmustern auf
Ihrem Mandanten. Eine Anomalie tritt auf, wenn sich das Muster des Objektes andert, z.
B. wenn ein Objekt mittwochs zu einer bestimmten Zeit eine bestimmte Latenz erfahrt,
jedoch am folgenden Mittwoch eine Latenzspitze Uber diesem Niveau liegt, die dann als
Anomalie angesehen wurde. Data Infrastructure Insights ermaoglicht die Erstellung von
Monitoren, die bei solchen Anomalien entsprechende Alarme ausgeben.

Die Anomalieerkennung ist flir Objektmetriken geeignet, die ein wiederkehrendes, vorhersehbares Muster

aufweisen. Wenn diese Objektkennzahlen Uber oder unter dem erwarteten Niveau liegen, kann Data
Infrastructure Insights eine Warnmeldung zur schnellen Untersuchung generieren.
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Was ist die Anomaly-Erkennung?

Eine Anomalie tritt auf, wenn der Mittelwert einer Metrik eine Reihe von Standardabweichungen aulRerhalb des
gewichteten Mittelwerts dieser Metrik fur die letzten Wochen ist, wobei die letzten Wochen mehr Gewicht als
die letzten Wochen haben. Data Infrastructure Insights bietet die Méglichkeit, Daten zu Gberwachen und bei
Anomalien entsprechende Warnmeldungen zu ausgeben. Sie haben die Wahl, die Erkennungsstufen fir die
~-Empfindlichkeit* einzustellen. Eine hohere Sensitivitat ware beispielsweise dann gegeben, wenn der Mittelwert
weniger Standardabweichungen vom Mittelwert ist, wodurch mehr Warnungen generiert werden. Umgekehrt:
Niedrigere Empfindlichkeit = mehr Standardabweichungen vom Mittelwert = weniger Alarme.

Die Uberwachung der Anomalieerkennung unterscheidet sich von der Schwellenwertiiberwachung.

+ Schwellenwertbasierte Uberwachung funktioniert, wenn Sie vordefinierte Schwellenwerte fiir bestimmte
Metriken haben. Mit anderen Worten, wenn Sie ein klares Verstiandnis davon haben, was erwartet wird
(d.h. innerhalb eines normalen Bereichs).

Metric Monitor

Set the high and low ©  Usewhenyou know
parameters that will ; 4 theupperand lower
trigger an alert if - operating range
exceeded

+ Anomaly Detection Monitoring verwendet Machine Learning Algorithmen, um Ausreil3er zu identifizieren,
die von der Norm abweichen, wenn die Definition von "normal” nicht klar ist.

Anomaly
Detection Monitor

Detect and be alerted ="\ /i serformance spikes
to abnormal e e o
performance changes

Use when you want to
/\ trigger alerts against

and drops

Wann benaotige ich die Anomaly Detection?

Das Monitoring der Anomalieerkennung bietet in vielen Situationen hilfreiche Warnmeldungen, darunter:
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* Wenn die Definition von normal unklar ist. Beispielsweise kdnnen SAN-Fehlerraten je nach Port
unterschiedlich hoch sein. Die Alarmierung bei einem Fehler ist laut und unnétig, aber eine plotzliche oder
signifikante Steigerung kann auf ein weit verbreitetes Problem hinweisen.

* Wo es Veranderungen im Laufe der Zeit gibt. Workloads mit saisonalen Schwankungen (d. h. zu
bestimmten Zeiten sind sie beschaftigt oder still). Dies kann unerwartete Ruhezeiten sein, die auf einen
Batch-Stillstand hindeuten kdnnen.

* Die Arbeit mit grof’en Datenmengen, bei denen die manuelle Festlegung und Anpassung von
Schwellenwerten unpraktisch ist. Beispielsweise ein Mandant mit einer grof3en Anzahl von Hosts und/oder
Volumes mit unterschiedlichen Workloads. Fur jeden kann es unterschiedliche SLAs geben. Daher ist es
wichtig, diejenigen zu verstehen, die die Norm Uberschreiten.

Erstellen eines Anomaly Detection Monitors

Um bei Anomalien zu warnen, erstellen Sie einen Monitor, indem Sie zu Observability > Alerts > +Monitor
navigieren. Wahlen Sie Anomaly Detection Monitor als Monitortyp.

Metric Monitor 4
Set the high and low fi---@-  Usewhen you know
parameters that will 0, W the upper and lower
trigger an alert if f] e S— — operating range

exceeded

Use when you want to

Log Monitor

g-L i o trigger alerts in
Monitor logs and " A i

: 44 response to log
configure alerts o o -
activity

Anoma_ty _ Use when you want to
Detection Monitor trigger alerts against
Detect and be alerted Tl X , | performance spikes
to abnormal e o S

and drops
performance changes

Wahlen Sie das Objekt und die Metrik aus, die Sie Uberwachen mdéchten. Sie kdnnen Filter und Gruppierung
wie bei anderen Monitortypen festlegen.

Legen Sie als Nachstes die Bedingungen fiir den Monitor fest.

» Losen Sie eine Warnung aus, wenn die ausgewahlte Metrik entweder Spikes (iber die vorhergesagten
Grenzen, Drops unter diese Grenzen oder beides hat.

« Stellen Sie die Empfindlichkeit auf Medium, Low (weniger Anomalien werden erkannt) oder High (es
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werden weitere Anomalien erkannt).
* Bestimmen Sie, ob die Alarmstufe ,Critical“ oder ,Warning® ist.

* Legen Sie optional einen Wert fest, unter dem die Anomalien ignoriert sind. Dies kann zur Reduzierung
von Gerauschen beitragen. Dieser Wert wird als gestrichelte Linie im Beispieldiagramm angezeigt.

o Define the monitor's conditions

Trigger alert when performance.iops.total = Spikes above v | the predicted bounds.
Setsensitivity: | Low (detect fewer anomalies] =
Alert severity: | Critical =

To reduce noise, ignore anomalies when performance.iops.total is below 3000 10/s

iops.total (10/s)
25k

20k
15k
10k

5k

—

: - — e e ——
&:00 PM 9:00 PM 2.Feb 300 AM 6:00 AM 9:00 AM 12:00 PM 300 PM
Chart Displaying Top +¥ 10 - Overthe Last24 Hours ¥

SchlieBlich kénnen Sie eine Bereitstellungsmethode fiir die Warnungen (E-Mail, Webhook oder beides)
konfigurieren, dem Monitor eine optionale Beschreibung oder KorrekturmaRnahmen geben und den Monitor
bei Bedarf einer benutzerdefinierten Gruppe hinzufligen.

Speichern Sie den Monitor mit einem aussagekraftigen Namen, und schon ist alles erledigt.

Nach der Erstellung analysiert der Monitor die Daten der Vorwoche, um eine erste Baseline zu erstellen. Die
Anomalieerkennung wird genauer, wenn die Zeit vergeht und mehr Geschichte auftritt.

Bei der Erstellung eines Monitors prift DIl alle vorhandenen Daten der Vorwoche auf
signifikante Datenspitzen oder -einbriiche; diese gelten als Anomalien. In der ersten Woche
nach der Monitorerstellung (der Lernphase) kann es zu verstarktem Rauschen in den

@ Warnmeldungen kommen. Um dieses Rauschen zu minimieren, werden nur Spitzen oder
Einbriche, die langer als 30 Minuten dauern, als Anomalien gewertet und 16sen
Warnmeldungen aus. Wenn in der darauffolgenden Woche weitere Daten analysiert werden,
nimmt das Rauschen normalerweise ab und ein signifikanter Anstieg oder Abfall, der langer
anhalt, wird als Anomalie betrachtet.

Anzeigen der Anomalien

Auf einer Landing Page fir Warnmeldungen, die ausgelost werden, wenn Anomalien erkannt werden, wird im
Diagramm ein markiertes Band angezeigt, von dem Zeitpunkt, zu dem die Metrik aul3erhalb der
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vorhergesagten Grenzen stachelte, bis zu dem Zeitpunkt, zu dem sie sich innerhalb dieser Grenzen
zurlckbewegte.

Expert View ResetZoom  Display Metrics ¥

Mean latency.read (ms) @ [_| Show Full Anomaly Bounds Show Weekly Trend

9:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29.Ju 12:30 AM 1:00 AM 180 AM 2:00 AM 2:30 AM 3:00 AM 3:30 AM

M current B 1Weekago I 2Weeksago

Beim Anzeigen eines Anomaliediagramms auf einer Landing Page fiir Warnmeldungen kénnen Sie die
folgenden Optionen auswabhlen:

* Wochentlicher Trend: vergleichen sie die Werte mit der gleichen Zeit, am gleichen Tag in den Vorwochen,
fur bis zu 5 vorherige Wochen.

* Vollstandige Anomaly-Grenzen: StandardmaRig konzentriert sich die Grafik auf den metrischen Wert, damit
Sie das metrische Verhalten besser analysieren kdnnen. Auswahlen, um vollstandige Grenzen fir
Anomalien anzuzeigen (Maximalwert usw.)

Sie kénnen auch Objekte anzeigen, die zu der Anomalie beigetragen haben, indem Sie diese in der

Expertenansicht der Landing Page auswahlen. Das Diagramm zeigt das Verhalten der ausgewahlten Objekte
an.

Objects Contributing to the Anomaly

latency.total {ms)

250
Detection Window €

WW

4:35PM &40 PY 445 PM 450PM PEL 5:00PM 5:05 PM 5:10 PM 515 PM 5:20 PM 5:25PM 520 PM 535PM

Internal Volumes Value at Time of Detection {ms) 1 Change Over Detection Window (ms)

B vol_mysql_logs_1 176.92 499,82
W vol_mysql_logs_2 159.32 -3.24
B vol_mysql_logs 3 158.21 243
B vol_mysqgl_logs_4 127.93 +0.25

vol_mysgl_logs_5 126.40 +0.17

vol_mysql_logs_6 126,11 .20

S -
ystemmonitore

Data Infrastructure Insights umfasst eine Reihe von systemdefinierten Monitoring-
Funktionen flr Kennzahlen und Protokolle. Die verfiigbaren Systemmonitore hangen von
den Datensammlern ab, die auf Ihrem Mandanten vorhanden sind. Aus diesem Grund
konnen sich die in Data Infrastructure Insights verfugbaren Monitore andern, wenn
Datensammler hinzugefligt oder ihre Konfigurationen geandert werden.
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Viele Systemmonitore befinden sich standardmaRig im Status ,,Paused”. Sie kbnnen einen

Systemmonitor aktivieren, indem Sie die Option ,Fortsetzen® flir den Monitor auswahlen. Stellen

Sie sicher, dass Advanced Counter Data Collection und enable ONTAP EMS Log Collection im
@ Data Collector aktiviert sind. Diese Optionen finden Sie im ONTAP Data Collector unter

b Enable ONTAP EMS log collection
2

Erweiterte Konfiguration: Opt in for Advanced Counter Data Collection rollout.
inhaltsverzeichnis:[]

Monitorbeschreibungen

Systemdefinierte Monitore bestehen aus vordefinierten Metriken und Bedingungen sowie aus
Standardbeschreibungen und KorrekturmafRnahmen, die nicht gedndert werden kdnnen. Sie kdnnen die
BenachrichtigungsEmpfangerliste flr systemdefinierte Monitore andern. Um die Metriken, Bedingungen,
Beschreibungen und KorrekturmalRnahmen anzuzeigen oder die Empfangerliste zu andern, 6ffnen Sie eine
systemdefinierte Monitorgruppe, und klicken Sie in der Liste auf den Monitornamen.

Systemdefinierte Monitorgruppen kénnen nicht gedndert oder entfernt werden.

Die folgenden systemdefinierten Monitore sind in den genannten Gruppen verflgbar.

* Die ONTAP-Infrastruktur umfasst Monitore fiir Probleme mit der Infrastruktur in ONTAP-Clustern.
» Beispiele fiir ONTAP-Workloads enthalt Monitore flir Workload-Probleme.

* Monitore in beiden Gruppen sind standardmafig in den Status Paused eingestellt.

Im Folgenden sind die Systemmonitore aufgeflhrt, die derzeit in Data Infrastructure Insights enthalten sind:

Metrische Monitore

Monitorname Schweregrad Beschreibung Des Korrekturmafinahme
Monitors
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Auslastung Des Fibre
Channel Ports Hoch

KRITISCH

Uber die Fibre Channel
Protocol-Ports wird der
SAN-Datenverkehr
zwischen dem Host-
System des Kunden und
den ONTAP-LUNs
empfangen und
Ubertragen. Bei hoher
Port-Auslastung Dann
wird es zu einem Engpass
und es wird letztlich die
Leistung von sensiblen
Fibre-Channel-Protokoll-
Workloads
beeintrachtigen....Eine
Warnung zeigt an, dass
geplante Mallnahmen
getroffen werden sollten,
um den Netzwerkverkehr
auszugleichen....eine
kritische Warnung zeigt
an, dass
Serviceunterbrechungen
unmittelbar bevorstehen
und Notfallmalnahmen
ergriffen werden sollten,
um das Netzwerk
auszugleichen Traffic, um
Servicekontinuitat zu
gewabhrleisten.

Bei VerstoRen gegen
kritische Schwellenwerte
sind unmittelbare
MalRnahmen zur
Minimierung von
Serviceunterbrechungen
zu berlcksichtigen: 1.
Verschieben Sie
Workloads auf einen
anderen weniger
ausgelasteten FCP-Port.
2. Begrenzen Sie den
Verkehr bestimmter LUNs
auf wesentliche Arbeit,
entweder Uiber QoS-
Richtlinien in ONTAP oder
Host-seitige Konfiguration,
um die Auslastung der
FCP-Ports zu
erleichtern.... Wenn der
Warnungsschwellenwert
Uberschritten wird, planen
Sie die folgenden
Malnahmen: 1.
Konfigurieren Sie mehr
FCP-Ports, um den
Datenverkehr zu
behandeln, damit die Port-
Auslastung auf mehr Ports
verteilt wird. 2.
Verschieben Sie
Workloads auf einen
anderen weniger
ausgelasteten FCP-Port.
3. Begrenzen Sie den
Datenverkehr bestimmter
LUNs auf wesentliche
Arbeit, entweder mittels
QoS-Richtlinien in ONTAP
oder Host-seitiger
Konfiguration, um die
Auslastung der FCP-Ports
zu erleichtern.
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Lun-Latenz Hoch

24

KRITISCH

LUNSs sind Objekte, die
den I/O-Verkehr bedienen,
der haufig von
Performance-abhangigen
Applikationen wie
Datenbanken angetrieben
wird. Hohe LUN-Latenzen
bedeuten, dass
Applikationen selbst unter
Umstanden darunter
leiden und ihre Aufgaben
nicht ausfiihren
konnen....eine
Warnmeldung gibt an,
dass bestimmte
MaRnahmen ergriffen
werden sollten, um die
LUN auf den
entsprechenden Node
oder Aggregat zu
verschieben....Eine
wichtige Warnmeldung
gibt an, dass eine
Serviceunterbrechung
bevorsteht und
Notfallmalinahmen
ergriffen werden sollten
Sicherstellen von
Servicekontinuitat Die
folgenden Latenzzeiten
sind auf Grundlage des
Medientyps zu erwarten —
SSD bis zu 1-2
Millisekunden, SAS bis zu
8-10 Millisekunden und
SATA-HDD 17-20
Millisekunden

Bei einer Verletzung
kritischer Schwellenwerte
sollten Sie die folgenden
Malinahmen zur
Minimierung der
Serviceunterbrechung
erwagen: Wenn der LUN
oder ihrem Volume eine
QoS-Richtlinie zugeordnet
ist, bewerten Sie ihre
Schwellenwerte und
Uberprifen Sie, ob sie die
Drosselung des LUN-
Workloads verursachen....
Wenn der
Warnungsschwellenwert
Uberschritten wird, planen
Sie die folgenden
MaRnahmen: 1. Wenn
zudem ein Aggregat eine
hohe Auslastung aufweist,
verschieben Sie die LUN
zu einem anderen
Aggregat. 2. Wenn zudem
ein Node hohe Auslastung
erzielt, verschieben Sie
das Volume auf einen
anderen Node oder
verringern Sie den
gesamten Workload des
Node. 3. Wenn der LUN
oder ihrem Volume eine
QoS-Richtlinie zugeordnet
ist, bewerten Sie ihre
Schwellenwerte und
Uberprifen Sie, ob sie
eine Drosselung des LUN-
Workloads verursachen.



Auslastung Des
Netzwerkports Hoch

KRITISCH

Netzwerkports werden
verwendet, um den
Protokollverkehr zwischen
den Host-Systemen des
Kunden und den ONTAP
Volumes zu empfangen
und zu Ubertragen. Wenn
die Port-Auslastung hoch
ist, wird er zu einem
Engpass, der letztlich die
Performance von NFS
beeintrachtigt CIFS- und
iSCSI-Workloads....Eine
Warnmeldung gibt an,
dass geplante
MaRnahmen ergriffen
werden sollten, um den
Netzwerkverkehr
auszugleichen....ein
kritischer Alarm zeigt an,
dass
Serviceunterbrechungen
unmittelbar bevorstehen
und Notfallmallinahmen
ergriffen werden sollten,
um den Netzwerkverkehr
auszugleichen, um die
Servicekontinuitat zu
gewabhrleisten.

Bei VerstoRen gegen
kritische Schwellenwerte
sind folgende unmittelbare
MafRnahmen zu ergreifen,
um Service-
Unterbrechungen zu
minimieren: 1. Begrenzen
Sie den Datenverkehr
bestimmter Volumes nur
auf notwendige Aufgaben,
entweder Uber QoS-
Richtlinien in ONTAP oder
mittels Host-seitiger
Analysen, um die
Auslastung der Netzwerk-
Ports zu verringern. 2.
Konfigurieren Sie ein oder
mehrere Volumes, um
einen anderen weniger
ausgelasteten
Netzwerkport zu
verwenden.... Bei
Uberschreitung der
Warnungsschwelle sollten
folgende unmittelbare
MaRnahmen
bertcksichtigt werden: 1.
Konfigurieren Sie mehr
Netzwerk-Ports, um den
Datenverkehr zu
verarbeiten, so dass die
Port-Auslastung auf
mehrere Ports verteilt
wird. 2. Konfigurieren Sie
ein oder mehrere
Volumes, um einen
anderen weniger
ausgelasteten
Netzwerkport zu
verwenden.
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NVMe Namespace-Latenz KRITISCH
hoch
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NVMe Namesaces sind
Objekte, die den 1/O-
Datenverkehr verarbeiten,
der von Performance-
abhangigen Applikationen
wie Datenbanken
gesteuert wird. Hohe
NVMe Namesaces Latenz
bedeutet, dass
Applikationen selbst
moglicherweise darunter
leiden und ihre Aufgaben
nicht ausfihren
kénnen....eine
Warnmeldung gibt an,
dass bestimmte geplante
MafRnahmen ergriffen
werden sollten, um die
LUN auf den
entsprechenden Node
oder Aggregat zu
verschieben....ein
wichtiger Alarm zeigt,
dass eine
Serviceunterbrechung
bevorsteht und
Notfallmal3nahmen
ergriffen werden sollten
Fur Servicekontinuitat
sorgen.

Bei VerstoRen gegen
kritische Schwellenwerte
sollten Sie sofortige
Malinahmen zur
Minimierung der
Serviceunterbrechung in
Erwagung ziehen: Wenn
Ihnen der NVMe
Namespace oder sein
Volume eine QoS-
Richtlinie zugewiesen ist,
bewerten Sie seine
Grenzschwellenwerte,
falls sie eine Drosselung
des NVMe-Namespace-
Workloads verursachen....
Wenn der
Warnungsschwellenwert
Uberschritten wird, sollten
die folgenden
MaRnahmen ergriffen
werden: 1. Wenn zudem
ein Aggregat eine hohe
Auslastung aufweist,
verschieben Sie die LUN
zu einem anderen
Aggregat. 2. Wenn zudem
ein Node hohe Auslastung
erzielt, verschieben Sie
das Volume auf einen
anderen Node oder
verringern Sie den
gesamten Workload des
Node. 3. Wenn lhnen im
NVMe Namespace oder
seinem Volume eine QoS-
Richtlinie zugewiesen
wurde, bewerten Sie ihre
Schwellenwerte fir den
Fall, dass der NVMe-
Namespace-Workload
gedrosselt wird.



Qtree-Kapazitat voll

KRITISCH

Ein gtree ist ein logisch
definiertes File-System,
das als spezielles
Unterverzeichnis des
Root-Verzeichnisses
innerhalb eines Volumes
vorhanden sein kann.
Jeder gtree verfugt Uber
ein Standard-
Speicherplatzkontingent
oder eine durch eine
Kontingentrichtlinie
definierte Quote, um die
Menge der im Baum
gespeicherten Daten
innerhalb der Volume-
Kapazitat zu
begrenzen....Eine
Warnmeldung gibt an,
dass geplante
MalRnahmen zur
Erh6hung des
Speicherplatzes ergriffen
werden sollten....eine
wichtige Warnmeldung
gibt an, dass eine
Serviceunterbrechung
bevorsteht und Es sollten
Notfallmaf3nahmen
ergriffen werden, um
Speicherplatz
freizugeben, um die
Kontinuitat der Wartung zu
gewabhrleisten.

Bei VerstoRen gegen
kritische Schwellenwerte
sind unmittelbare
Malinahmen zur
Minimierung von
Serviceunterbrechungen
zu berlcksichtigen: 1.
Vergroflern Sie den Platz
des gtree, um dem
Wachstum gerecht zu
werden. 2. Loschen Sie
unerwinschte Daten, um
Speicherplatz
freizugeben.... Wenn der
Warnschwellenwert nicht
erreicht wird, sollten
folgende MalRnahmen
ergriffen werden: 1.
Vergrof3ern Sie den Platz
des qgtree, um dem
Wachstum gerecht zu
werden. 2. Loschen Sie
unerwinschte Daten, um
Speicherplatz
freizugeben.
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Harte Grenze der gtree-
Kapazitat

28

KRITISCH

Ein gtree ist ein logisch
definiertes File-System,
das als spezielles
Unterverzeichnis des
Root-Verzeichnisses
innerhalb eines Volumes
vorhanden sein kann.
Jeder gtree verfugt Uber
eine in KByte gemessene
Speicherquote, die zum
Speichern von Daten
verwendet wird, um das
Wachstum der
Benutzerdaten im
Volumen zu kontrollieren
und nicht die gesamte
Kapazitat zu
Uberschreiten....Ein gtree
halt eine weiche
Speicherkapazitatsquote
bereit, die dem Anwender
proaktiv eine Warnung
gibt, bevor die
Gesamtsumme erreicht
wird Begrenzung der
Kapazitatskontingente im
gtree und keine
Méglichkeit mehr Daten
zu speichern Durch das
Monitoring der in einem
gtree gespeicherten
Datenmenge wird
sichergestellt, dass der
Benutzer einen
unterbrechungsfreien
Datenservice erhalt.

Bei VerstoRen gegen
kritische Schwellenwerte
sind folgende unmittelbare
MafRnahmen zu ergreifen,
um Service-
Unterbrechungen zu
minimieren: 1. Erhdhen
Sie die
Baumspeicherquote, um
dem Wachstum gerecht
zu werden 2. Weisen Sie
den Benutzer an,
unerwtlnschte Daten im
Baum zu I6schen, um
Speicherplatz freizugeben



Qtree Kapazitatsgrenze

WARNUNG

Ein gtree ist ein logisch
definiertes File-System,
das als spezielles
Unterverzeichnis des
Root-Verzeichnisses
innerhalb eines Volumes
vorhanden sein kann.
Jeder gtree verfugt Uber
eine in KByte gemessene
Speicherquote, die dazu
dient, Daten zu speichern,
um das Wachstum von
Benutzerdaten im
Volumen zu steuern und
nicht die gesamte
Kapazitat zu
Uberschreiten....Ein qgtree
halt ein weiches
Speicherkapazitatskonting
ent an, das vor Erreichen
des proaktiv eine
Warnung fur den Benutzer
gibt Die Gesamtmenge an
Kapazitatskontingenten im
gtree und die nicht mehr
Daten speichern kdnnen.
Durch das Monitoring der
in einem gtree
gespeicherten
Datenmenge wird
sichergestellt, dass der
Benutzer einen
unterbrechungsfreien
Datenservice erhalt.

Bei Uberschreitung der
Warnungsschwelle sollten
folgende unmittelbare
Malinahmen
bericksichtigt werden: 1.
Erhdhen Sie die
Baumspeicherkontingente
, um dem Wachstum
gerecht zu werden. 2.
Weisen Sie den Benutzer
an, unerwiinschte Daten
in der Baumstruktur zu
I6schen, um Speicherplatz
freizugeben.
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Harte Grenze fur gtree
Dateien

30

KRITISCH

Ein gtree ist ein logisch
definiertes File-System,
das als spezielles
Unterverzeichnis des
Root-Verzeichnisses
innerhalb eines Volumes
vorhanden sein kann.
Jeder qgtree hat ein
Kontingent an der Anzahl
der Dateien, die er
enthalten kann, um eine
einfach zu verwaltende
Dateisystemgrofle
innerhalb des Volumes zu
erhalten....Ein qgtree
behalt eine harte
Dateianzahl Gber das
hinaus neue Dateien im
Baum verweigert werden.
Durch das Monitoring der
Dateianzahl innerhalb
eines qgtree wird
sichergestellt, dass der
Benutzer einen
unterbrechungsfreien
Datenservice erhalt.

Bei VerstoRen gegen
kritische Schwellenwerte
sind unmittelbare
Malinahmen zur
Minimierung von
Serviceunterbrechungen
zu berlcksichtigen: 1.
Erhoéhen Sie das
Kontingent der Dateien flr
den gtree. 2. Loschen Sie
unerwinschte Dateien
aus dem gtree-
Dateisystem.



Qtree Files Soft Limit

WARNUNG

Ein gtree ist ein logisch
definiertes File-System,
das als spezielles
Unterverzeichnis des
Root-Verzeichnisses
innerhalb eines Volumes
vorhanden sein kann.
Jeder gtree verfugt Uber
eine Quote der Anzahl der
enthaltenen Dateien, um
eine einfach zu
verwaltende
Dateisystemgrofle
innerhalb des Volumes zu
halten....Ein gtree behalt
eine weiche Dateianzahl,
um dem Benutzer proaktiv
eine Warnung zu geben,
bevor er die Dateigrenze
im gtree erreicht und
Keine zusatzlichen
Dateien speichern. Durch
das Monitoring der
Dateianzahl innerhalb
eines qgtree wird
sichergestellt, dass der
Benutzer einen
unterbrechungsfreien
Datenservice erhalt.

Wenn der
Warnschwellenwert nicht
erreicht wird, sollten
folgende MalRnahmen
ergriffen werden: 1.
Erhohen Sie das
Kontingent der Dateien flr
den qgtree. 2. Léschen Sie
unerwinschte Dateien
aus dem qgtree-
Dateisystem.
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Speicherplatz Der
Snapshot-Reserve Voll

32

KRITISCH

Die Storage-Kapazitat
eines Volumes ist
erforderlich, um
Applikations- und
Kundendaten zu
speichern. Ein Teil dieses
Speicherplatzes, der als
reservierter Snapshot-
Speicherplatz bezeichnet
wird, wird zum Speichern
von Snapshots verwendet,
mit denen Daten lokal
gesichert werden kdnnen.
Je mehr neue und
aktualisierte Daten in dem
ONTAP Volume
gespeichert sind, desto
mehr Snapshot-Kapazitat
wird bendtigt und weniger
Snapshot Storage-
Kapazitat ist fir zuklnftige
neue oder aktualisierte
Daten verflgbar. Wenn
die Snapshot-
Datenkapazitat innerhalb
eines Volumes den
gesamten Snapshot-
Reserve-Speicherplatz
erreicht, kann dies dazu
fihren, dass der Kunde
nicht in der Lage ist, neue
Snapshot-Daten zu
speichern und den Schutz
der Daten im Volume zu
verringern. Durch das
Monitoring der
verwendeten Snapshot-
Kapazitat des Volumes
wird die Kontinuitat der
Datendienste
gewahrleistet.

Bei VerstoRen gegen
kritische Schwellenwerte
sind unmittelbare
Malinahmen zur
Minimierung von
Serviceunterbrechungen
zu berlcksichtigen: 1.
Konfigurieren Sie
Snapshots so, dass der
Datenplatz im Volume
genutzt wird, wenn die
Snapshot-Reserve voll ist.
2. Ldschen Sie einige
altere unerwinschte
Snapshots, um
Speicherplatz
freizugeben.... Wenn der
Warnschwellenwert nicht
erreicht wird, sollten
folgende MalRnahmen
ergriffen werden: 1.
Erhohen Sie den
Speicherplatz der
Snapshot Reserve
innerhalb des Volumes,
um dem Wachstum
gerecht zu werden. 2.
Konfigurieren Sie
Snapshots so, dass der
Datenplatz im Volume
genutzt wird, wenn die
Snapshot-Reserve voll ist.



Begrenzung Der Storage-
Kapazitat

KRITISCH

Wenn ein Storage Pool
(Aggregat) gefillt ist,
werden I/O-Vorgange
verlangsamt und beenden
schlief3lich das Ergebnis
von Stérungen bei
Storage-Ausfallen. Eine
Warnmeldung gibt an,
dass geplante
MaRnahmen zur
Wiederherstellung des
minimalen freien
Speicherplatzes in Kirze
getroffen werden sollten.
Eine kritische
Warnmeldung zeigt an,
dass eine
Serviceunterbrechung
bevorsteht und
Notmafinahmen ergriffen
werden sollten, um
Speicherplatz
freizugeben, um die
Servicekontinuitat
sicherzustellen.

Bei VerstoRen gegen
kritische Schwellenwerte
sind sofort folgende
MafRnahmen zu ergreifen,
um die
Serviceunterbrechung zu
minimieren: 1. Loschen
von Snapshots auf nicht
kritischen Volumes 2.
Loschen Sie Volumes
oder LUNSs, die keine
wesentlichen Workloads
darstellen und die aus
anderen Storage-Kopien
wiederhergestellt werden
kénnen....... Wenn ein
Warnschwellenwert
verletzt wird, planen Sie
die folgenden
SofortmalRnahmen ein: 1.
Verschieben Sie ein oder
mehrere Volumes an
einen anderen Storage-
Speicherort. 2.
Hinzufligen von mehr
Storage-Kapazitat 3.
Andern Sie Einstellungen
zur Storage-Effizienz oder
verschieben Sie inaktive
Daten in den Cloud-
Storage.
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Limit Der Storage-
Performance

34

KRITISCH

Wenn ein Storage-System
die Performance-Grenzen
erreicht, werden
Betriebsablaufe
verlangsamt, die Latenz
steigt und Workloads und
Applikationen kénnen
ausfallen. ONTAP
bewertet die Storage
Pool-Auslastung fiir
Workloads und schatzt
den Prozentsatz der
Performance, die
tatsachlich verbraucht
wurde....eine
Warnmeldung gibt an,
dass Malknahmen zur
Senkung der Storage
Pool-Auslastung ergriffen
werden sollten, um
sicherzustellen, dass
genligend Performance
fur den Storage Pool zur
Verfligung steht, um
Workload-Spitzen zu
bewaltigen....Ein wichtiger
Alarm zeigt das Eine
maogliche Performance-
Konnektivitatsausfalle
steht bevor und zur
Reduzierung der Storage-
Pool-Last sollten
Notfallmalinahmen
ergriffen werden, um
Service Continuity zu
gewahrleisten.

Bei VerstoRen gegen
kritische Schwellenwerte
sind folgende unmittelbare
MafRnahmen zu ergreifen,
um Service-
Unterbrechungen zu
minimieren: 1.
Unterbrechen Sie
geplante Aufgaben wie
Snapshots oder
SnapMirror Replizierung.
2. Ungenutzte, nicht
wichtige Workloads....
Wenn der
Warnungsschwellenwert
Uberschritten wird,
ergreifen Sie sofort die
folgenden MalRnahmen: 1.
Verschieben Sie eine oder
mehrere Workloads an
einen anderen Storage-
Standort. 2. Hinzufliigen
weiterer Storage Nodes
(AFF) oder Festplatten-
Shelfs (FAS) und
Neuverteilung von
Workloads 3 Andern von
Workload-Merkmalen
(Blockgrofie, Applikations-
Caching)



Harte Grenze Der
Kapazitat Der
Benutzerkontingente

KRITISCH

ONTAP erkennt die
Benutzer von Unix- oder
Windows-Systemen, die
Uber die Rechte verfugen,
auf Volumes, Dateien oder
Verzeichnisse innerhalb
eines Volumes
zuzugreifen. Daher
kénnen Kunden mit
ONTAP Storage-Kapazitat
fur ihre Benutzer oder
Benutzergruppen in ihren
Linux- oder Windows-
Systemen konfigurieren.
Die Benutzer- oder
Gruppenrichtlinien-Quote
begrenzt den
Speicherplatz, den der
Benutzer fur seine
eigenen Daten nutzen
kann....ein hartes
Kontingent ermoglicht
eine Benachrichtigung des
Benutzers, wenn die im
Volume genutzte
Kapazitat richtig ist, bevor
die gesamte
Kapazitatsquote erreicht
wird. Durch die
Uberwachung der
Datenmenge, die
innerhalb eines Benutzer-
oder Gruppenkontingents
gespeichert ist, wird
sichergestellt, dass der
Benutzer einen
ununterbrochenen
Datendienst erhalt.

Bei VerstoRen gegen
kritische Schwellenwerte
sind folgende unmittelbare
MafRnahmen zu ergreifen,
um Service-
Unterbrechungen zu
minimieren: 1. Vergréflern
Sie den Platz des
Benutzers oder der
Gruppenquote, um dem
Wachstum gerecht zu
werden. 2. Weisen Sie
den Benutzer oder die
Gruppe an, unerwtlinschte
Daten zu I6schen, um
Speicherplatz
freizugeben.
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Soft-Limit Far
Benutzerkontingenenkapa
zitat

36

WARNUNG

ONTAP erkennt die
Benutzer von Unix- oder
Windows-Systemen, die
Uber die Rechte verfugen,
auf Volumes, Dateien oder
Verzeichnisse innerhalb
eines Volumes
zuzugreifen. Daher
kdénnen Kunden mit
ONTAP Storage-Kapazitat
fur ihre Benutzer oder
Benutzergruppen in ihren
Linux- oder Windows-
Systemen konfigurieren.
Die Benutzer- oder
Gruppenrichtlinien-Quote
begrenzt den
Speicherplatz, den der
Benutzer fir seine
eigenen Daten nutzen
kann....ein softer
Grenzwert fir diese Quote
ermoglicht eine proaktive
Benachrichtigung an den
Benutzer, wenn die
innerhalb des Volumes
genutzte Kapazitat die
gesamte Kapazitatsquote
erreicht. Durch die
Uberwachung der
Datenmenge, die
innerhalb eines Benutzer-
oder Gruppenkontingents
gespeichert ist, wird
sichergestellt, dass der
Benutzer einen
ununterbrochenen
Datendienst erhalt.

Wenn der
Warnschwellenwert nicht
erreicht wird, sollten
folgende MalRnahmen
ergriffen werden: 1.
Vergroflern Sie den Platz
des Benutzers oder der
Gruppenquote, um dem
Wachstum gerecht zu
werden. 2. Léschen Sie
unerwinschte Daten, um
Speicherplatz
freizugeben.



Volume-Kapazitat Voll

KRITISCH

Die Storage-Kapazitat
eines Volumes ist
erforderlich, um
Applikations- und
Kundendaten zu
speichern. Je mehr Daten
im ONTAP-Volume
gespeichert werden, desto
geringer ist die Storage-
Verflgbarkeit fur kiinftige
Daten. Wenn die
Datenspeicherkapazitat
innerhalb eines Volumes
die gesamte Storage-
Kapazitat erreicht, kann
der Kunde aufgrund des
Fehlens der
entsprechenden Storage-
Kapazitat moglicherweise
nicht in der Lage sein,
Daten zu speichern.
Durch das Monitoring der
verwendeten Storage-
Kapazitat wird die
Kontinuitat der
Datendienste
gewabhrleistet.

Bei VerstoRen gegen
kritische Schwellenwerte
sind folgende unmittelbare
MafRnahmen zu ergreifen,
um Service-
Unterbrechungen zu
minimieren: 1. Erhéhen
Sie den Platz des
Volumes, um dem
Wachstum gerecht zu
werden. 2. Loschen Sie
unerwinschte Daten, um
Speicherplatz
freizugeben. 3. Wenn
Snapshot-Kopien mehr
Speicherplatz belegen als
die Snapshot-Reserve,
I6schen Sie alte
Snapshots oder aktivieren
Sie Volume Snapshot-
Autodelete....Wenn der
Warnungsschwellenwert
verletzt wird, sollten Sie
die folgenden
SofortmalRnahmen
ergreifen: 1. Vergrofiern
Sie den Platzbedarf des
Volumes, um dem
Wachstum gerecht zu
werden 2. Wenn
Snapshot-Kopien mehr
Speicherplatz
beanspruchen als die
Snapshot-Reserve,
I6schen Sie alte
Snapshots oder aktivieren
Sie die automatische
Léschung von Volume
Snapshot.......
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Volume-Inodes-Limit

38

KRITISCH

Volumes, in denen
Dateien gespeichert
werden, verwenden Index-
Nodes (Inode) zum
Speichern von
Dateimetadaten. Wenn
ein Volumen seine Inode-
Zuordnung entlUstet, Es
kénnen keine weiteren
Dateien hinzugefligt
werden....eine
Warnmeldung gibt an,
dass geplante
MafRnahmen ergriffen
werden sollten, um die
Anzahl der verfugbaren
Inodes zu erhohen....eine
kritische Warnung zeigt
an, dass die Dateilimits
unmittelbar erschopft sind
und Notmalnahmen
ergriffen werden sollten,
um Inodes freizumachen,
um die Kontinuitat der
Services zu
gewahrleisten.

Bei VerstoRen gegen
kritische Schwellenwerte
sind folgende unmittelbare
MafRnahmen zu ergreifen,
um Service-
Unterbrechungen zu
minimieren: 1. Erhdhen
Sie den Inodes-Wert fur
das Volumen. Wenn der
Wert flr Inodes bereits
den Maximalwert
Uberschreitet, teilen Sie
das Volume in zwei oder
mehr Volumes auf, da das
Dateisystem Uber die
maximale Grolie
gewachsen ist. 2.
Verwenden Sie FlexGroup
als Unterstltzung bei der
Aufnahme groRer
Dateisysteme.... Wenn
der Warnschwellenwert
nicht erreicht wird, sollten
folgende MalRnahmen
ergriffen werden: 1.
Erhéhen Sie den Inodes-
Wert fiir das Volumen.
Wenn der Inodes-Wert
bereits auf dem Maximum
liegt, teilen Sie das
Volume in zwei oder mehr
Volumes auf, da das
Dateisystem Uber die
maximale GrolRe
gewachsen ist. 2. Nutzen
Sie FlexGroup als
Unterstlitzung bei der
Aufnahme grofer File-
Systeme



Volume-Latenz Hoch

Monitorname

KRITISCH

Schweregrad

Volumes sind Objekte, die
den 1/O-Datenverkehr
verarbeiten, der durch
Performance-kritische
Applikationen wie
DevOps-Applikationen,
Home Directorys und
Datenbanken haufig
geleitet wird. Latenzen bei
hohen Mengen bedeuten,
dass die Applikationen
selbst unter Umstanden
darunter leiden und ihre
Aufgaben nicht ausflhren
konnen. Das Monitoring
von Volume-Latenzzeiten
ist von entscheidender
Bedeutung, um eine
applikationskonsistente
Performance zu
gewahrleisten. Die
folgenden Latenzzeiten
sind auf Grundlage des
Medientyps zu erwarten —
SSD bis zu 1-2
Millisekunden, SAS bis zu
8-10 Millisekunden und
SATA-HDD 17-20
Millisekunden.

Beschreibung Des
Monitors

Bei VerstoRen gegen
kritische Grenzwerte sind
sofortige Mal3nahmen zur
Minimierung der
Serviceunterbrechung zu
beachten: Wenn dem
Volume eine QoS-
Richtlinie zugewiesen ist,
bewerten Sie die
Schwellenwerte fiir den
Fall, dass die Volume-
Workload gedrosselt
wird.... Bei
Uberschreitung der
Warnungsschwelle sollten
folgende unmittelbare
MalRnahmen
bertcksichtigt werden: 1.
Wenn zudem ein
Aggregat eine hohe
Auslastung erzielt,
verschieben Sie das
Volume zu einem anderen
Aggregat. 2. Wenn dem
Volume eine QoS-
Richtlinie zugewiesen ist,
bewerten Sie seine
Grenzwerte, falls der
Volume-Workload
gedrosselt wird. 3. Wenn
zudem ein Node hohe
Auslastung erzielt,
verschieben Sie das
Volume auf einen anderen
Node oder verringern Sie
den gesamten Workload
des Node.

Korrekturmafnahme
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Hohe Node-Latenz

40

WARNUNG/KRITISCH

Die Node-Latenz hat die
Werte erreicht, die
mdglicherweise die
Performance der
Applikationen auf dem
Node beeintrachtigen
koénnten. Eine niedrigere
Node-Latenz sorgt fir
eine konsistente
Performance der
Applikationen. Zu den
erwarteten Latenzzeiten
auf Grundlage des
Medientyps zahlen SSD
bis zu 1-2 Millisekunden,
SAS bis zu 8-10
Millisekunden und SATA-

HDD 17-20 Millisekunden.

Wenn kritische
Schwellenwerte nicht
eingehalten werden, sind
sofortige Mallnahmen zur
Minimierung von
Serviceunterbrechungen
zu ergreifen: 1.
Unterbrechen Sie
geplante Aufgaben,
Snapshots oder
SnapMirror Replikation 2.
Weniger Bedarf an
Workloads mit niedriger
Prioritat Gber QoS-Limits 3
Nichtaktivierung von nicht
wichtigen Workloads
Verachten Sie sofortige
MaRnahmen bei
Uberschreitung eines
Warnschwellenwerts: 1.
Verschieben Sie eine oder
mehrere Workloads an
einen anderen Storage-
Standort 2. Weniger
Bedarf an Workloads mit
niedriger Prioritat Uber
QoS-Limits 3 Hinzuftigen
von weiteren Storage-
Nodes (AFF) oder
Festplatten-Shelfs (FAS)
und Neuverteilung von
Workloads 4 Anderung
der Workload-Merkmale
(Blockgrofie, Applikations-
Caching usw.)



Node-Performance-Limit

WARNUNG/KRITISCH

Die Performance-
Auslastung der Nodes hat
die Werte erreicht, in
denen sie die
Performance der I/O-
Vorgange und der vom
Node unterstitzten
Applikationen
beeintrachtigen kdnnten.
Eine geringe Auslastung
der Node-Performance
stellt eine konsistente
Performance der
Applikationen sicher.

Zur Minimierung von
Serviceunterbrechungen
bei Uberschreitung
kritischer Schwellwerte
sind sofortige
MaRnahmen zu ergreifen:
1. Unterbrechen Sie
geplante Aufgaben,
Snapshots oder
SnapMirror Replikation 2.
Weniger Bedarf an
Workloads mit niedriger
Prioritat iber QoS-Limits 3
Bei der Nichtaktivierung
von nicht wichtigen
Workloads sollten
folgende MalRnahmen
ergriffen werden, wenn
Warnschwellenwert
Uberschritten wird: 1.
Verschieben Sie eine oder
mehrere Workloads an
einen anderen Storage-
Standort 2. Weniger
Bedarf an Workloads mit
niedriger Prioritat Uber
QoS-Limits 3 Hinzuftigen
von weiteren Storage-
Nodes (AFF) oder
Festplatten-Shelfs (FAS)
und Neuverteilung von
Workloads 4 Anderung
der Workload-Merkmale
(Blockgrofie, Applikations-
Caching usw.)
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Storage-VM hohe Latenz  WARNUNG/KRITISCH

42

Die Latenz von Storage-
VM (SVM) hat die Werte
erreicht, die sich auf die
Performance der
Applikationen auf der
Storage-VM auswirken
konnten. Eine geringere
Storage-VM-Latenz sorgt
fur eine konsistente
Performance der
Applikationen. Zu den
erwarteten Latenzzeiten
auf Grundlage des
Medientyps zahlen SSD
bis zu 1-2 Millisekunden,
SAS bis zu 8-10
Millisekunden und SATA-

HDD 17-20 Millisekunden.

Falls der kritische
Schwellenwert nicht
erreicht wird, bewerten
Sie sofort die Grenzwerte
fur Volumes der Storage-
VM mit einer
zugewiesenen QoS-
Richtlinie. So Uberprifen
Sie, ob die Volume-
Workloads gedrosselt
werden, und
bertcksichtigen Sie
folgende unmittelbare
MalRnahmen, wenn der
Warnschwellenwert nicht
erreicht wird: 1. Wenn
zudem ein Aggregat eine
hohe Auslastung erzielt,
verschieben Sie einige
Volumes der Storage VM
zu einem anderen
Aggregat. 2. Bewerten Sie
bei Volumes der Storage-
VM mit einer
zugewiesenen QoS-
Richtlinie die
Schwellenwerte, wenn sie
dazu fuhren, dass die
Volume-Workloads
gedrosselt werden 3. Falls
der Node eine hohe
Auslastung erzielt,
verschieben Sie einige
Volumes der Storage-VM
auf einen anderen Node
oder verringern Sie den
Gesamtarbeitsbedarf des
Node



Harte Grenze Flr
Benutzer-Quota-Dateien

Soft Limit Fir
Benutzerkontingendateien

KRITISCH

WARNUNG

Die Anzahl der innerhalb
des Volumes erstellten
Dateien hat das kritische
Limit erreicht, und es
kénnen keine zusatzlichen
Dateien erstellt werden.
Durch die Uberwachung
der Anzahl der
gespeicherten Dateien
wird sichergestellt, dass
der Benutzer einen
ununterbrochenen
Datendienst erhalt.

Die Anzahl der innerhalb
des Volumes erstellten
Dateien hat den
Grenzwert der Quote
erreicht und befindet sich
nahe dem kritischen Limit.
Sie kdnnen keine
zusatzlichen Dateien
erstellen, wenn die Quote
die kritische Grenze
erreicht. Durch die
Uberwachung der Anzahl
der von einem Benutzer
gespeicherten Dateien
wird sichergestellt, dass
der Benutzer einen
ununterbrochenen
Datendienst erhalt.

Sofortige Mallnahmen
sind zur Minimierung von
Service-Unterbrechungen
noétig, wenn kritische
Grenzwerte nicht
eingehalten
werden....Ermdglichen
Sie Mallnahmen: 1.
Erhdhen Sie die
Dateianzahl flur den
spezifischen Benutzer 2.
Léschen Sie
unerwinschte Dateien,
um den Druck auf die
Dateiquote fir den
spezifischen Benutzer zu
verringern

Unmittelbare MaRnahmen
sollten bei Uberschreitung
der Warnschwelle
ergriffen werden: 1.
Erhohen Sie die
Dateianzahl fir das
spezifische
Benutzerkontingent 2.
Léschen Sie
unerwlnschte Dateien,
um den Druck auf die
Dateiquote flir den
spezifischen Benutzer zu
verringern
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Miss-Verhaltnis Von
Volume Cache

44

WARNUNG/KRITISCH

Das Miss-Verhéltnis des
Volume Cache ist der
Prozentsatz von
Leseanforderungen der
Client-Applikationen, die
von der Festplatte
zurtickgegeben werden,
anstatt vom Cache
zuruckgegeben zu
werden. Das bedeutet,
dass das Volumen den
eingestellten
Schwellenwert erreicht
hat.

Wenn kritische
Schwellenwerte nicht
eingehalten werden, sind
sofortige Mallnahmen zur
Minimierung von
Serviceunterbrechungen
zu ergreifen: 1.
Verschieben Sie einige
Workloads vom Node des
Volumes, um die I/O-Last
zu reduzieren 2. Wenn Sie
dies noch nicht auf dem
Node des Volume getan
haben, erhohen Sie den
WAFL Cache durch den
Kauf und das Hinzufligen
eines Flash Cache 3.
Weniger Workloads mit
niedriger Prioritat auf
demselben Node Uber
QoS-Grenzen fiir sofortige
MafRnahmen ergreifen,
wenn ein
Warnschwellenwert nicht
erreicht wird: 1
Verschieben Sie einige
Workloads vom Node des
Volumes, um die I/O-Last
zu reduzieren 2. Wenn Sie
dies noch nicht auf dem
Node des Volume getan
haben, erhéhen Sie den
WAFL Cache durch den
Kauf und das Hinzufligen
eines Flash Cache 3.
Durch QoS-Limits sinken
die Anforderungen von
Workloads mit niedriger
Prioritat auf demselben
Node 4. Anderung der
Workload-Merkmale
(BlockgroRRe, Applikations-
Caching usw.)



Uberprovisionierungsquot WARNUNG/KRITISCH
e Bei Volume Qtree

Zurick nach oben

Protokollmonitore

Monitorname Schweregrad

Die AWS Zugangsdaten  INFO

wurden nicht initialisiert

Bei der
Uberprovisionierung von
Volume-qtree wird der
Prozentsatz angegeben,
bei dem ein Volume durch
die gtree Kontingente
Uberengagiert wird. Der
festgelegte Schwellenwert
fur die gtree-Quote wird
fur den Volumen erreicht.
Durch Monitoring der
Uberprovisionierung von
Volume-qtree wird
sichergestellt, dass der
Benutzer einen
unterbrechungsfreien
Datenservice erhalt.

Beschreibung

Dieses Ereignis tritt auf,
wenn ein Modul versucht,
uber den Cloud-
Anmeldedaten-Thread auf
rollenbasierte IAM-
Anmeldedaten (ldentity
and Access Management)
von Amazon Web
Services (AWS)
zuzugreifen, bevor sie
initialisiert werden.

Wenn kritische
Schwellenwerte nicht
eingehalten werden, sind
sofortige Mallnahmen zur
Minimierung von
Serviceunterbrechungen
zu ergreifen: 1.
Vergrofiern Sie den
Speicherplatz des
Volumens 2. Léschen Sie
unerwtnschte Daten,
wenn ein
Warnschwellenwert nicht
erreicht wird. Dies
empfiehlt sich, den
Speicherplatz des Volume
zu erhéhen.

Korrekturmafnahme

Warten Sie, bis der Cloud-
Anmeldedaten-Thread
sowie das System
vollstandig initialisiert
wurden.
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Cloud-Tier Nicht
Erreichbar
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KRITISCH

Ein Storage-Node kann
keine Verbindung mit der
Objekt-Storage-API der
Cloud-Ebene herstellen.
Auf einige Daten kann
nicht zugegriffen werden.

Wenn Sie Produkte vor
Ort verwenden, flihren Sie
die folgenden
KorrekturmalRnahmen
durch: ...Uberprifen Sie
mit dem Befehl ,Network
Interface show", ob lhre
Intercluster-LIF online und
funktionsfahig
ist....Uberprifen Sie die
Netzwerkverbindung zum
Objektspeicher-Server
mithilfe des Befehls ,ping®
Uber das Intercluster LIF
des Ziel-
Knotens....Stellen Sie
sicher, dass Folgendes
vorliegt:...die
Konfiguration lhres
Objektspeichers hat sich
nicht geéndert....die
Login- und
Konnektivitatsinformatione
n sind Glltig
weiterhin....Wenden Sie
sich an den technischen
Support von NetApp,
wenn das Problem
weiterhin besteht. Wenn
Sie Cloud Volumes
ONTAP verwenden,
fUhren Sie die folgenden
KorrekturmalRnahmen
durch: ...Stellen Sie
sicher, dass sich die
Konfiguration lhres
Objektspeichers nicht
geandert hat.... Stellen
Sie sicher, dass die
Anmelde- und
Verbindungsinformationen
weiterhin glltig
sind....Wenden Sie sich
an den technischen
Support von NetApp,
wenn das Problem
weiterhin besteht.



Disk auRer Service INFO

FlexGroup Konstituierend KRITISCH
voll

FlexGroup Konstituierend WARNUNG
Fast Voll

Dieses Ereignis tritt auf,
wenn eine Festplatte aus
dem Dienst entfernt wird,
weil sie als
fehlgeschlagen markiert,
desinfiziert oder das
Maintenance Center
aufgerufen wurde.

Ein Teil eines FlexGroup
Volume ist voll, was zu
einer potenziellen
Serviceunterbrechung
fUhren kann. Sie kénnen
weiterhin Dateien auf dem
FlexGroup Volume
erstellen oder erweitern.
Allerdings kann keine der
auf der Komponente
gespeicherten Dateien
geandert werden. Folglich
werden moglicherweise
zuféllige Fehler angezeigt,
wenn Sie versuchen,
Schreibvorgange auf dem
FlexGroup Volume
durchzufthren.

Ein Teil eines FlexGroup
Volume ist beinahe nicht
mehr genligend
Speicherplatz, was zu
einer potenziellen
Serviceunterbrechung
fihren kann. Dateien
koénnen erstellt und
erweitert werden. Wenn
jedoch der Speicherplatz
fur die Komponente knapp
ist, kdbnnen Sie die
Dateien auf der
Komponente
moglicherweise nicht
anflgen oder andern.

Keine.

Es wird empfohlen, dass
Sie dem FlexGroup-
Volume Kapazitat
hinzufigen, indem Sie
den Befehl ,Volume
modify -files +X*
verwenden....Alternativ
kénnen Sie auch Dateien
vom FlexGroup-Volume
I6schen. Allerdings ist es
schwierig zu bestimmen,
welche Akten auf dem
Konstituierenden gelandet
sind.

Es wird empfohlen, dass
Sie dem FlexGroup-
Volume Kapazitat
hinzufigen, indem Sie
den Befehl ,Volume
modify -files +X*
verwenden....Alternativ
kénnen Sie auch Dateien
vom FlexGroup-Volume
I6schen. Allerdings ist es
schwierig zu bestimmen,
welche Akten auf dem
Konstituierenden gelandet
sind.
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FlexGroup konstituierend WARNUNG
fast aus Inodes

FlexGroup konstituierend KRITISCH
aus Inodes

LUN Offline INFO

Hauptlifter WARNUNG

Fehlgeschlagen

Hauptlifter im Warnstatus INFO
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Ein Teil eines FlexGroup
Volume befindet sich
nahezu auflderhalb von
Inodes, was zu einer
potenziellen
Serviceunterbrechung
fuhren kann. Die
Komponente erhalt
weniger Anfragen zur
Erstellung als
durchschnittlich. Dadurch
kann sich unter
Umstanden die gesamte
Performance des
FlexGroup Volume
auswirken, da die
Anforderungen an
Komponenten mit mehr
Inodes weitergeleitet
werden.

Bei einem FlexGroup
Volume sind nicht mehr
Inodes vorhanden, was zu
einer potenziellen
Serviceunterbrechung
fuhren kann. Sie kénnen
keine neuen Dateien auf
dieser Komponente
erstellen. Dies konnte zu
einer insgesamt
unausgeglichenen
Verteilung von Inhalten
Uber das FlexGroup-
Volume flhren.

Dieses Ereignis tritt auf,
wenn eine LUN manuell in
den Offline-Modus
versetzt wird.

Mindestens ein Lifter der
Haupteinheit ist
ausgefallen. Das System
bleibt in Betrieb....Wenn
der Zustand jedoch zu
lange andauert, kann die
Ubertemperatur ein
automatisches
Herunterfahren auslésen.

Dieses Ereignis tritt auf,
wenn sich ein oder
mehrere HauptlUfter im
Warnstatus befinden.

Es wird empfohlen, dass
Sie dem FlexGroup-
Volume Kapazitat
hinzufigen, indem Sie
den Befehl ,Volume
modify -files +X*
verwenden....Alternativ
kénnen Sie auch Dateien
vom FlexGroup-Volume
I6schen. Allerdings ist es
schwierig zu bestimmen,
welche Akten auf dem
Konstituierenden gelandet
sind.

Es wird empfohlen, dass
Sie dem FlexGroup-
Volume Kapazitat
hinzufiigen, indem Sie
den Befehl ,Volume
modify -files +X“
verwenden....Alternativ
konnen Sie auch Dateien
vom FlexGroup-Volume
I6schen. Allerdings ist es
schwierig zu bestimmen,
welche Akten auf dem
Konstituierenden gelandet
sind.

Versetzen Sie die LUN
wieder in den Online-
Modus.

Setzen Sie die
fehlerhaften Lifter neu
ein. Wenn der Fehler
weiterhin besteht,
ersetzen Sie ihn.

Ersetzen Sie die
angezeigten Lufter, um
eine Uberhitzung zu
vermeiden.



NVRAM-Akku schwach WARNUNG

Der Service-Prozessor Ist  WARNUNG
Nicht Konfiguriert

Die Kapazitat der
NVRAM-Batterie ist
kritisch niedrig. Es kann
zu einem potenziellen
Datenverlust kommen,
wenn der Akku knapp
wird....das System
generiert und sendet eine
AutoSupport- oder ,Call
Home"-Meldung an den
technischen Support von
NetApp und die
konfigurierten Ziele,
sofern sie so konfiguriert
sind. Die erfolgreiche
Bereitstellung einer
AutoSupport-Botschaft
verbessert die
Problembestimmung und
-Lésung erheblich.

Dieses Event findet
wochentlich statt, um Sie
daran zu erinnern, den
Service-Prozessor (SP) zu
konfigurieren. Der SP ist
ein physisches Gerat, das
in lhr System integriert ist
und Remote-Zugriff sowie
Remote Management-
Funktionen bietet. Sie
sollten den SP so
konfigurieren, dass seine
vollstédndige Funktionalitat
verwendet wird.

Flhren Sie folgende
Korrekturmaflinahmen
durch:...Anzeigen des
aktuellen Status, der
Kapazitat und des
Ladezustands der Batterie
mit dem Befehl ,System
Node Environment
Sensors show"....Wenn
die Batterie kurzlich
ausgetauscht wurde oder
das System langere Zeit
nicht betriebsbereit war,
Uberwachen Sie die
Batterie, um zu
Uberprifen, ob sie
ordnungsgemal geladen
wird....wenden Sie sich an
den technischen Support
von NetApp, wenn die
Akkulaufzeit unter den
kritischen Wert nachlasst
und das Speichersystem
automatisch
heruntergefahren wird.

Fuhren Sie die folgenden
Korrekturmafinahmen
durch:...Konfigurieren Sie
den SP mithilfe des
Befehls ,System Service-
Processor Network
modify“....optional Rufen
Sie die MAC-Adresse des
SP mit dem Befehl
~System Service-
Processor Network show*
ab....Uberpriifen Sie die
SP-Netzwerkkonfiguration
mithilfe des Befehls
~System Service-
Processor Network
show*....Uberprifen Sie,
ob der SP mit dem Befehl
,System Service-
Processor AutoSupport
Invoke* eine AutoSupport
E-Mail senden kann.
HINWEIS: AutoSupport-E-
Mail-Hosts und
-Empfanger sollten in
ONTAP konfiguriert
werden, bevor Sie diesen
Befehl ausfuhren.
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Service-Prozessor Offline KRITISCH

Fehler Bei Den Shelf- KRITISCH
Luftern
Das System kann KRITISCH

aufgrund eines Ausfalls
des Hauptlifters nicht
betrieben werden
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Der ONTAP empfangt
keine Heartbeats mehr
vom Service-Prozessor
(SP), obwohl alle SP-
Wiederherstellungsaktione
n durchgefiihrt wurden.
Ohne SP kann ONTAP
den Zustand der
Hardware nicht
Uberwachen....das
System wird
heruntergefahren, um
Hardware-Schaden und
Datenverlust zu
vermeiden. Richten Sie
eine Panikwarnung ein,
die unmittelbar
benachrichtigt werden
soll, wenn der SP offline
geht.

Der angegebene Lifter-
oder Luftermodul des
Shelf ist ausgefallen. Die
Festplatten im Shelf
erhalten méglicherweise
nicht gentigend Luftstrom
zur Kihlung, was zu
einem Festplattenausfall
fUhren kann.

Ein oder mehrere Lufter
der Haupteinheit sind
ausgefallen und der
Systembetrieb wird
unterbrochen. Dies kann
zu einem potenziellen
Datenverlust fuhren.

Schalten Sie das System
aus und wieder ein, indem
Sie folgende Aktionen
ausfuhren:...Ziehen Sie
den Controller aus dem
Gehause
heraus....Driicken Sie den
Controller wieder
ein....Drehen Sie den
Controller wieder
ein....Wenn das Problem
weiterhin besteht,
ersetzen Sie das
Controller-Modul.

Fuhren Sie die folgenden
KorrekturmalRnahmen
durch:...Uberpriifen Sie,
ob das Luftermodul richtig
eingesetzt und gesichert
ist. HINWEIS: Der Lufter
ist in einige Platten-
Shelves in das Netzteil-
Modul integriert....sollte
das Problem weiterhin
bestehen, ersetzen Sie
das Luftermodul....sollte
das Problem weiterhin
bestehen, wenden Sie
sich an den technischen
Support von NetApp.

Ersetzen Sie die
fehlerhaften Lfter.



Nicht Zugewiesene
Festplatten

Antivirus-Server Belegt

Die AWS Zugangsdaten
fur die IAM-Rolle sind
abgelaufen

INFO

WARNUNG

KRITISCH

System verfugt Gber nicht
zugewiesene Festplatten
— Kapazitat wird
verschwendet.
Moglicherweise ist bei
Ihrem System eine
fehlerhafte Konfiguration
oder ein Teil der
Konfigurationsanderungen
zu finden.

Der Antivirus-Server ist zu
beschaftigt, um neue
Scananforderungen zu
akzeptieren.

Cloud Volume ONTAP ist
inzwischen nicht mehr
zuganglich. Die
rollenbasierten
Anmeldedaten fur
Identitats- und
Zugriffsmanagement
(Identity and Access
Management, IAM) sind
abgelaufen. Die
Zugangsdaten werden
Uber die IAM-Rolle vom
Metadatenserver Amazon
Web Services (AWS)
erworben und werden
zum Signieren von API-
Anfragen an Amazon
Simple Storage Service
(Amazon S3) verwendet.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch:...Bestimmen Sie,
welche Festplatten durch
den Befehl ,Disk show -n‘
nicht zugewiesen
werden....Zuweisen der
Festplatten zu einem
System mit dem Befehl
,Disk assign®.

Wenn diese Meldung
haufig angezeigt wird,
stellen Sie sicher, dass
genugend Virenschutz-
Server vorhanden sind,
um die von der SVM
erzeugte Virus-Scan-Last
zu bewaltigen.

FUhren Sie Folgendes
aus:...Melden Sie sich an
der AWS EC2
Management Console
an....Navigieren Sie zur
Seite Instanzen....Finden
Sie die Instanz fur die
Cloud Volumes ONTAP-
Bereitstellung und
Uberprifen Sie deren
Funktionszustand....Uber
prufen Sie, ob die mit der
Instanz verknlpfte AWS
IAM-Rolle gultig ist und
der Instanz
entsprechende
Berechtigungen erteilt
wurde.
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Die AWS Zugangsdaten  KRITISCH
fur die IAM-Rolle wurden
nicht gefunden

Die AWS Zugangsdaten  KRITISCH
fur die IAM-Rolle sind
nicht guiltig

Die AWS IAM-Rolle wurde KRITISCH
nicht gefunden
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Der Thread fur die Cloud-
Anmeldedaten kann die
rollenbasierten
Zugangsdaten fur das IAM
(Identity and Access
Management) von
Amazon Web Services
(AWS) nicht vom AWS
Metadatenserver abrufen.
Mit den Zugangsdaten
werden API-Anfragen an
Amazon Simple Storage
Service (Amazon S3)
signieren. Cloud Volume
ONTAP ist nicht mehr
zuganglich....

Die rollenbasierten
Zugangsdaten flr das
Identitats- und
Zugriffsmanagement
(Identity and Access
Management, IAM) sind
ungultig. Die
Zugangsdaten werden
Uber die IAM-Rolle vom
Metadatenserver Amazon
Web Services (AWS)
erworben und werden
zum Signieren von API-
Anfragen an Amazon
Simple Storage Service
(Amazon S3) verwendet.
Cloud Volume ONTAP ist
inzwischen nicht mehr
zuganglich.

Der IAM-Thread
(Identitats- und
Zugriffsmanagement)
kann eine IAM-Rolle von
Amazon Web Services
(AWS) nicht auf dem AWS
Metadatenserver finden.
Die IAM-Rolle muss
rollenbasierte
Zugangsdaten erfassen,
mit denen API-Anfragen
an Amazon Simple
Storage Service (Amazon
S3) signieren. Cloud
Volume ONTARP ist nicht
mehr zuganglich....

Fihren Sie Folgendes
aus:...Melden Sie sich an
der AWS EC2
Management Console
an....Navigieren Sie zur
Seite Instanzen....Finden
Sie die Instanz fir die
Cloud Volumes ONTAP-
Bereitstellung und
Uberprifen Sie deren
Funktionszustand....Uber
prufen Sie, ob die mit der
Instanz verknipfte AWS
IAM-Rolle guiltig ist und
der Instanz
entsprechende
Berechtigungen erteilt
wurde.

Fihren Sie Folgendes
aus:...Melden Sie sich an
der AWS EC2
Management Console
an....Navigieren Sie zur
Seite Instanzen....Finden
Sie die Instanz fir die
Cloud Volumes ONTAP-
Bereitstellung und
Uberprifen Sie deren
Funktionszustand....Uber
prufen Sie, ob die mit der
Instanz verknipfte AWS
IAM-Rolle guiltig ist und
der Instanz
entsprechende
Berechtigungen erteilt
wurde.

Flhren Sie Folgendes
durch:...Melden Sie sich
an der AWS EC2-
Verwaltungskonsole
an....Navigieren Sie zur
Seite Instanzen....Finden
Sie die Instanz fur die
Cloud Volumes ONTAP-
Bereitstellung und
Uberprifen Sie deren
Zustand....Uberpriifen
Sie, ob die mit der Instanz
verknupfte AWS-IAM-
Rolle gultig ist.



Die AWS IAM-Rolle ist KRITISCH
nicht gultig
Verbindung zum AWS KRITISCH

Metadatenserver schlagt
fehl

Die Amazon Web
Services (AWS) Funktion
fur Identitats- und
Zugriffsmanagement
(IAM) auf dem AWS
Metadatenserver ist
ungultig. Das Cloud
Volume ONTAP ist
unzuganglich
geworden....

Der IAM-Thread (ldentity
and Access Management)
kann keine
Kommunikationsverbindun
g zum Metadatenserver
von Amazon Web
Services (AWS)
herstellen. Die
Kommunikation sollte
eingerichtet werden, um
die erforderlichen
rollenbasierten AWS |IAM-
Zugangsdaten zu
erhalten, die zum
Signieren von API-
Anforderungen an
Amazon Simple Storage
Service (Amazon S3)
verwendet werden. Cloud
Volume ONTAP ist nicht
mehr zuganglich....

Fihren Sie Folgendes
aus:...Melden Sie sich an
der AWS EC2
Management Console
an....Navigieren Sie zur
Seite Instanzen....Finden
Sie die Instanz fir die
Cloud Volumes ONTAP-
Bereitstellung und
Uberprifen Sie deren
Funktionszustand....Uber
prufen Sie, ob die mit der
Instanz verknipfte AWS
IAM-Rolle guiltig ist und
der Instanz
entsprechende
Berechtigungen erteilt
wurde.

Fihren Sie Folgendes
durch:...Melden Sie sich
an der AWS EC2
Management Console
an....Navigieren Sie zur
Seite Instanzen....Finden
Sie die Instanz fir die
Cloud Volumes ONTAP-
Bereitstellung und
Uberprifen Sie deren
Zustand....
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Die zulassige Nutzung
von FabricPool-
Speicherplatz wurde
nahezu erreicht

Grenzwert fir die
FabricPool-
Speicherplatznutzung
erreicht

54

WARNUNG

KRITISCH

Der gesamte Cluster-
weite FabricPool-
Platzbedarf von
Objektspeichern von
kapazitatslizenzierten
Anbietern hat fast das
lizenzierte Limit erreicht.

Die gesamte Nutzung des
Cluster-weiten FabricPool-
Speicherplatzes von
Objektspeichern von
kapazitatslizenzierten
Anbietern hat die
Lizenzgrenze erreicht.

Fihren Sie die folgenden
Korrekturmaflinahmen
durch:...Uberpriifen Sie
den Prozentsatz der von
den einzelnen FabricPool
Storage-Klassen
verwendeten lizenzierten
Kapazitat mithilfe des
Befehls ,Storage
Aggregate Object-Store
show-space”....Léschen
Sie Snapshot Kopien von
Volumes mit der Tiering-
Richtlinie ,Snapshot* oder
,Backup®, indem Sie den
Befehl ,Volume Snapshot
delete” zum Loschen von
Speicherplatz
verwenden....Installieren
Sie eine neue Lizenz Auf
dem Cluster zur Erhéhung
der lizenzierten Kapazitat.

Fihren Sie die folgenden
Korrekturmafnahmen
durch:...Uberpriifen Sie
den Prozentsatz der von
den einzelnen FabricPool
Storage-Klassen
verwendeten lizenzierten
Kapazitat mithilfe des
Befehls ,Storage
Aggregate Object-Store
show-space®....Loschen
Sie Snapshot Kopien von
Volumes mit der Tiering-
Richtlinie ,Snapshot* oder
,Backup“, indem Sie den
Befehl ,Volume Snapshot
delete® zum Loéschen von
Speicherplatz
verwenden....Installieren
Sie eine neue Lizenz Auf
dem Cluster zur Erhéhung
der lizenzierten Kapazitat.



GiveBack des Aggregats
fehlgeschlagen

KRITISCH

Dieses Ereignis tritt
wahrend der Migration
eines Aggregats im
Rahmen einer Storage
Failover (SFO)-Riickgabe
auf, wenn der Ziel-Node
nicht auf die
Objektspeicher zugreifen
kann.

Fihren Sie die folgenden
Korrekturmaflinahmen
durch:...Uberpriifen Sie
mithilfe des Befehls
.Network Interface show",
ob lhre Intercluster-LIF
online und funktionsfahig
ist....Uberpriifen Sie die
Netzwerkverbindung mit
dem Objektspeicher-
Server mithilfe des
Befehls ,ping“ Gber das
Intercluster LIF im
Zielknoten. ...Uberpriifen
Sie, ob sich die
Konfiguration lhres
Objektspeichers nicht
geandert hat und ob die
Login- und
Konnektivitatsinformatione
n durch den Befehl
»+Aggregate object-Store
config show" noch korrekt
sind....Alternativ, Sie
kénnen den Fehler
Uberschreiben, indem Sie
Lfalse“ fur den Parameter
~waiting-Partner-waiting“
des Befehls ,Giveback®
angeben....Kontaktieren
Sie den technischen
Support von NetApp, um
weitere Informationen
oder Hilfe zu erhalten.
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HA Interconnect herunter
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WARNUNG

Der HA Interconnect ist
ausgefallen. Risiko eines
Serviceausfalls, wenn ein
Failover nicht verfigbar
ist.

KorrekturmafRnahmen
hangen von der Anzahl
und der Art der von der
Plattform unterstitzten HA
Interconnect Links ab
sowie vom Grund fur
einen Ausfall des
Interconnect. ...Wenn die
Verbindungen ausgefallen
sind:...Uberprifen Sie,
dass beide Controller im
HA-Paar betriebsbereit
sind....bei extern
verbundenen
Verbindungen stellen Sie
sicher, dass die
Verbindungskabel
ordnungsgeman
angeschlossen sind und
dass die Small Form-
Factor Plugables (SFPs),
falls zutreffend,
ordnungsgemalf auf
beiden Controllern
eingesetzt werden....fur
intern verbundene Links,
deaktivieren und wieder
aktivieren Sie die Links,
Eines nach dem anderen,
durch die Verwendung der
"ic Link off" und "c Link
on" Befehle. ...Wenn
Links deaktiviert sind,
aktivieren Sie die Links
mit dem Befehl "ic Link
on". ...Wenn ein Peer
nicht verbunden ist,
deaktivieren Sie die Links
nacheinander und
aktivieren Sie sie erneut,
indem Sie den Befehl ,ic
Link off* und ,ic Link on*
verwenden....Kontaktieren
Sie den technischen
Support von NetApp,
wenn das Problem
weiterhin besteht.



Max. Sitzungen Pro
Benutzer Uberschritten

WARNUNG

Sie haben die maximal
zulassige Anzahl von
Sitzungen pro Benutzer
Uber eine TCP-

Verbindung Uberschritten.

Jede Anforderung zum
Errichten einer Sitzung
wird abgelehnt, bis einige
Sitzungen freigegeben
werden. ...

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: ...Uberpriifen Sie
alle Anwendungen, die auf
dem Client ausgefiihrt
werden, und beenden Sie
alle, die nicht
ordnungsgeman
funktionieren....Booten
Sie den Client
neu....Uberpriifen Sie, ob
das Problem durch eine
neue oder bestehende
Anwendung verursacht
wird:...Wenn die
Anwendung neu ist, legen
Sie einen hoheren
Schwellenwert flir den
Client fest, indem Sie den
Befehl ,cifs Option modify
-max-opens-same-file-per
-Tree® verwenden. In
einigen Fallen arbeiten
Clients wie erwartet,
erfordern jedoch einen
hoheren Schwellenwert.
Sie sollten Uber erweiterte
Berechtigungen verfligen,
um einen hoéheren
Schwellenwert fiir den
Client festzulegen.
...Wenn das Problem
durch eine vorhandene
Anwendung verursacht
wird, kann es zu einem
Problem mit dem Client
kommen. Wenden Sie
sich an den technischen
Support von NetApp, um
weitere Informationen
oder Unterstlitzung zu
erhalten.
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Max Times Open Per File WARNUNG
Uberschritten
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Sie haben die maximale
Anzahl von Zeiten
Uberschritten, die Sie Uber
eine TCP-Verbindung
offnen kdnnen. Alle
Anfragen zum Offnen
dieser Datei werden
abgelehnt, bis Sie einige
offene Instanzen der Datei
schlieBen. Dies weist in
der Regel auf ein
anormales
Anwendungsverhalten
hin....

Fihren Sie die folgenden
KorrekturmalRnahmen
durch:...Uberpriifen Sie
die Anwendungen, die auf
dem Client mithilfe dieser
TCP-Verbindung
ausgefuhrt werden. Der
Client arbeitet
mdglicherweise falsch,
weil die auf ihm
ausgefihrte Anwendung
ausgefuhrt wird....Client
neu starten....Uberpriifen
Sie, ob das Problem durch
eine neue oder
vorhandene Anwendung
verursacht wird:...Wenn
die Anwendung neu ist,
legen Sie einen héheren
Schwellenwert fiir den
Client fest, indem Sie den
Befehl ,cifs Option modify
-max-opens-same-file-per
-Tree® verwenden. In
einigen Fallen arbeiten
Clients wie erwartet,
erfordern jedoch einen
hoheren Schwellenwert.
Sie sollten Uber erweiterte
Berechtigungen verfiigen,
um einen hoéheren
Schwellenwert flir den
Client festzulegen.
...Wenn das Problem
durch eine vorhandene
Anwendung verursacht
wird, kann es zu einem
Problem mit dem Client
kommen. Wenden Sie
sich an den technischen
Support von NetApp, um
weitere Informationen
oder Unterstlitzung zu
erhalten.



NetBIOS-Namenskonflikt

NFSv4 Store Pool nicht
vorhanden

KRITISCH

KRITISCH

Der NetBIOS-
Namensdienst hat von
einem Remotecomputer
eine negative Antwort auf
eine Anfrage zur
Namensregistrierung
erhalten. Dies wird
typischerweise durch
einen Konflikt mit dem
NetBIOS-Namen oder
einem Alias verursacht.
Infolgedessen koénnen
Clients moglicherweise
nicht auf Daten zugreifen
oder eine Verbindung mit
dem richtigen
Datenservice-Node im
Cluster herstellen.

Ein NFSv4-Speicherpool
wurde erschopft.

Flhren Sie eine der
folgenden
KorrekturmalRnahmen
durch:...Wenn es einen
Konflikt im NetBIOS-
Namen oder einem Alias
gibt, Fihren Sie einen der
folgenden Schritte
aus:...Léschen Sie den
doppelten NetBIOS-Alias
mit dem Befehl ,vserver
cifs delete -aliases alias
-vserver
vserver....Benennen Sie
einen NetBIOS-Alias,
indem Sie den doppelten
Namen I6schen und einen
Alias mit einem neuen
Namen hinzufiigen, indem
Sie den Befehl ,vserver
cifs create -aliases alias
-vserver vServer*
verwenden. ...Wenn keine
Aliase konfiguriert sind
und es einen Konflikt im
NetBIOS-Namen gibt,
benennen Sie den CIFS-
Server mit den Befehlen
Lvserver cifs delete
-vserver vserver und
,vserver cifs create -cifs
-Server netbiosname® um.
HINWEIS: Das Loschen
eines CIFS-Servers kann
auf Daten zugreifen.
...Entfernen Sie den
NetBIOS-Namen, oder
benennen Sie das
NetBIOS auf dem
Remotecomputer um.

Wenn der NFS-Server
nach diesem Ereignis
langer als 10 Minuten
nicht mehr reagiert,
wenden Sie sich an den
technischen Support von
NetApp.
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Keine Registrierte Scan
Engine

Keine Vscan-Verbindung

Node-Root-Volume-
Speicherplatz Niedrig

Keine Admin-Freigabe
Vorhanden
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KRITISCH

KRITISCH

KRITISCH

KRITISCH

Der Antivirus-Anschluss
hat ONTAP dartber
informiert, dass es keine
registrierte Scan-Engine
hat. Dies kann zur
Nichtverflgbarkeit von
Daten fuhren, wenn die
Option ,Scannen
obligatorisch” aktiviert ist.

ONTAP verfugt Uber keine
Vscan-Verbindung zur
Wartung von
Virenabtastanforderungen
. Dies kann zur
Nichtverfigbarkeit von
Daten flihren, wenn die
Option ,Scannen
obligatorisch” aktiviert ist.

Das System hat
festgestellt, dass das
Root-Volumen Uber einen
gefahrlich niedrigen
Speicherplatz verfiigt. Der
Node ist nicht vollstandig
betriebsbereit. Daten-LIFs
sind moglicherweise ein
Failover innerhalb des
Clusters durchgefihrt, da
der NFS- und CIFS-Zugriff
auf den Node begrenzt ist.
Die administrative
Funktion ist auf lokale
Recovery-Verfahren
beschrankt, um
Speicherplatz auf dem
Root-Volume freizugeben.

Vscan-Problem: Ein
Kunde hat versucht, eine
Verbindung zu einer nicht
vorhandenen
ONTAP_ADMIN-Freigabe
zu herstellen.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch:...Stellen Sie sicher,
dass die auf dem
Virenschutz-Server
installierte Scan-Engine-
Software mit ONTAP
kompatibel ist....Stellen
Sie sicher, dass die Scan-
Engine-Software
ausgefuhrt wird und
konfiguriert ist, um eine
Verbindung zum Antivirus-
Anschluss Uber lokales
Loopback herzustellen.

Stellen Sie sicher, dass
der Scannerpool
ordnungsgeman
konfiguriert ist und die
Virenschutz-Server aktiv
sind und mit ONTAP
verbunden sind.

Fuhren Sie die folgenden
KorrekturmafRnahmen
durch:...Léschen Sie
Speicherplatz auf dem
Root-Volume, indem Sie
alte Snapshot-Kopien
I6schen, Dateien I6schen,
die nicht mehr im /mroot-
Verzeichnis bendtigt
werden, oder erweitern
Sie die Root-Volume-
Kapazitat....Booten Sie
den Controller
neu....wenden Sie sich an
den technischen Support
von NetApp, um weitere
Informationen oder Hilfe
zu erhalten.

Stellen Sie sicher, dass
Vscan flr die erwahnte
SVM-ID aktiviert ist. Wenn
Sie Vscan auf einer SVM
aktivieren, wird die
Dateifreigabe von
ONTAP_ADMIN
automatisch fiir die SVM
erstellt.



Nicht mehr Speicherplatz
fur NVMe Namespace

NVMe-of-Grace-Zeitraum
aktiv

NVMe-of-Grace-Zeitraum
abgelaufen

Beginn des NVMe-of-
Grace-Zeitraums

Objektspeicherhost Nicht
Losbar

KRITISCH

WARNUNG

WARNUNG

WARNUNG

KRITISCH

Ein NVMe-Namespace
wurde aufgrund eines
Schreibfehlers aufgrund
von mangelndem
Speicherplatz offline
geschaltet.

Diese Storung tritt taglich
auf, wenn das NVMe over
Fabrics-Protokoll (NVMe-
of) verwendet wird und
der Gnadenzeitraum der
Lizenz aktiv ist. Fir die
NVMe-of Funktion ist nach
Ablauf der Gnadenfrist der
Lizenz eine Lizenz
erforderlich. Die NVMe-of
Funktion ist bei Ablauf der
Gnadenfrist der Lizenz
deaktiviert.

Die Gnadenfrist fir die
NVMe over Fabrics
(NVMe-of) Lizenz ist
vorbei und die NVMe-of
Funktion ist deaktiviert.

Wahrend des Upgrades
auf die ONTAP 9.5
Software wurde die
NVMe-of-Konfiguration
(NVMe over Fabrics)
erkannt. Fur die NVMe-of
Funktionalitat ist nach
Ablauf der Gnadenfrist der
Lizenz eine Lizenz
erforderlich.

Der Hostname des
Objektspeicherservers
kann nicht in eine IP-
Adresse aufgeldst
werden. Der
Objektspeicher-Client
kann nicht mit dem
Objektspeicher-Server
kommunizieren, ohne sich
auf eine IP-Adresse zu
I6sen. Aus diesem Grund
ist der Zugriff auf Daten
moglicherweise nicht
maoglich.

Flgen Sie Speicherplatz
zum Volume hinzu, und
schalten Sie den NVMe
Namespace dann online.
Verwenden Sie dazu den
Befehl ,vserver nvme
Namespace modify*.

Wenden Sie sich an Ihren
Ansprechpartner, um eine
NVMe-of-Lizenz zu
erhalten, fiigen Sie sie
dem Cluster hinzu oder
entfernen Sie alle
Instanzen der NVMe-of
Konfiguration vom Cluster.

Wenden Sie sich an Ihren
Ansprechpartner, um eine
NVMe-of-Lizenz zu
erhalten und sie dem
Cluster hinzuzufiigen.

Wenden Sie sich an |hren
Ansprechpartner, um eine
NVMe-of-Lizenz zu
erhalten und sie dem
Cluster hinzuzufligen.

Uberpriifen Sie die DNS-
Konfiguration, um zu
Uberprifen, ob der
Hostname mit einer IP-
Adresse korrekt
konfiguriert ist.
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Objektspeicher
Intercluster LIF
ausgefallen

Unubereinkommen Bei
Objektspeichersignatur
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KRITISCH

KRITISCH

Der Objektspeicher-Client
kann keine
funktionsfahige LIF finden,
die mit dem
Objektspeicher-Server
kommunizieren kann. Der
Node ermdglicht dem
Client-Datenverkehr
zwischen Objekten erst
dann, wenn die
Intercluster LIF
funktionsfahig ist. Aus
diesem Grund ist der
Zugriff auf Daten
moglicherweise nicht
maglich.

Die an den
Objektspeicherserver
gesendete
Anforderungssignatur
stimmt nicht mit der vom
Client berechneten
Signatur Gberein. Aus
diesem Grund ist der
Zugriff auf Daten
madglicherweise nicht
mdglich.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch:...Uberpriifen Sie
den Status der
Intercluster-LIF mit dem
Befehl ,Network Interface
show -role
intercluster*....Uberpriifen
Sie, ob die Intercluster LIF
korrekt und betriebsbereit
konfiguriert ist....Wenn
eine Intercluster-LIF nicht
konfiguriert ist, fligen Sie
sie mithilfe des Befehls
,Network Interface create
-role intercluster” hinzu.

Vergewissern Sie sich,
dass der Schlussel fir den
geheimen Zugriff richtig
konfiguriert ist. Wenn er
korrekt konfiguriert ist,
wenden Sie sich an den
technischen Support von
NetApp, um Hilfe zu
erhalten.



ZEITUBERSCHREITUNG KRITISCH
FUR LESDIR

Ein VORGANG DER
READDIR-Datei hat die
Zeitiberschreitung
Uberschritten, die in WAFL
ausgeflhrt werden darf.
Dies kann wegen sehr
groler oder sparlicher
Verzeichnisse erfolgen.
Eine KorrekturmafRnahme
wird empfohlen.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch:...Suchen Sie
Informationen, die flr
aktuelle Verzeichnisse
spezifisch sind, bei denen
READDIR-Dateivorgange
ablaufen, indem Sie den
folgenden Befehl 'diag’
Privilege nodeshell CLI
verwenden: WAFL readdir
notice show....Prifen Sie,
ob Verzeichnisse als
wenig angezeigt werden
oder nicht:...Wenn ein
Verzeichnis als sparlich
gekennzeichnet ist,
empfiehlt es sich, den
Inhalt des Verzeichnisses
in ein neues Verzeichnis
zu kopieren, um die
Sparheit der
Verzeichnisdatei zu
entfernen. ...Wenn ein
Verzeichnis nicht als
wenig angegeben wird
und das Verzeichnis grof3
ist, wird empfohlen, die
Grole der
Verzeichnisdatei zu
reduzieren, indem die
Anzahl der Dateieintrage
im Verzeichnis verringert
wird.
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Verschiebung des
Aggregats fehlgeschlagen

64

KRITISCH

Dieses Ereignis tritt
wahrend der
Verschiebung eines
Aggregats auf, wenn der
Ziel-Node nicht die
Objektspeicher erreichen
kann.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch:...Uberpriifen Sie
mithilfe des Befehls
.Network Interface show",
ob lhre Intercluster-LIF
online und funktionsfahig
ist....Uberpriifen Sie die
Netzwerkverbindung mit
dem Objektspeicher-
Server mithilfe des
Befehls ,ping“ Gber das
Intercluster LIF im
Zielknoten. ...Uberpriifen
Sie, ob sich die
Konfiguration lhres
Objektspeicher nicht
geandert hat und dass die
Login- und
Konnektivitatsinformatione
n noch korrekt sind, indem
Sie den Befehl ,Aggregate
object-Store config show*
verwenden....Alternativ
konnen Sie den Fehler
Uuber den Parameter
yoverride-Destination-
checks* des Befehls
ocation
Uberschreiben....Wenden
Sie sich an den
technischen Support von
NetApp, um weitere
Informationen oder Hilfe
zu erhalten.



Shadow Copy KRITISCH
Fehlgeschlagen

Stromversorgung Des WARNUNG
Speicherschalters

Fehlgeschlagen

Zu viele CIFS- WARNUNG

Authentisierung

Ein Volume Shadow Copy
Service (VSS), ein
Backup- und
Wiederherstellungsdienst
fur Microsoft Server, ist
fehlgeschlagen.

Im Cluster-Switch fehlt ein
Netzteil. Die Redundanz
wird reduziert, das
Ausfallrisiko bei weiteren
Stromausfallen.

Viele
Authentifizierungsverhandl
ungen sind gleichzeitig
aufgetreten. Es gibt 256
unvollstandige neue
Sitzungsanfragen dieses
Kunden.

Uberprifen Sie Folgendes
anhand der in der
Ereignismeldung
angegebenen
Informationen:...ist die
Konfiguration der
Schattenkopie
aktiviert?...sind die
entsprechenden Lizenzen
installiert? ...Auf welchen
Shares wird die
Schattenkopie-Operation
durchgeflihrt?...ist der
Freigabenname
korrekt?...existiert der
Freigabepfad?...welche
Zustande gibt es fir den
Schattenkopie-Satz und
seine Schattenkopien?

Fihren Sie die folgenden
KorrekturmalRnahmen
durch:...Stellen Sie sicher,
dass das Netzteil, das den
Cluster-Switch mit Strom
versorgt, eingeschaltet
ist....Stellen Sie sicher,
dass das Netzkabel an
das Netzteil
angeschlossen
ist....Wenden Sie sich an
den technischen Support
von NetApp, wenn das
Problem weiterhin
besteht.

Untersuchen Sie, warum
der Client 256 oder mehr
neue
Verbindungsanfragen
erstellt hat.
Moglicherweise mussen
Sie den Anbieter des
Clients oder der
Anwendung kontaktieren,
um festzustellen, warum
der Fehler aufgetreten ist.

65



Nicht autorisierter
Benutzerzugriff auf die
Administratorfreigabe

Virus Erkannt

Volume Offline

Volume-Beschrankungen

Stopp der Storage-VM
erfolgreich

Knoten Panik

Zuruck nach oben
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WARNUNG

WARNUNG

INFO

INFO

INFO

WARNUNG

Ein Kunde hat versucht,
eine Verbindung zu der
privilegierten Version von
ONTAP_ADMIN
herzustellen, obwohl der
angemeldete Benutzer
kein berechtigter Benutzer
ist.

Ein Vscan-Server hat
einen Fehler an das
Speichersystem gemeldet.
Dies bedeutet in der
Regel, dass ein Virus
gefunden wurde. Andere
Fehler auf dem Vscan-
Server kdnnen jedoch
dieses Ereignis
verursachen....der Client-
Zugriff auf die Datei wird
verweigert. Der Vscan-
Server kann je nach
Einstellungen und
Konfiguration die Datei
bereinigen, in Quarantane
stellen oder I6schen.

Diese Meldung gibt an,
dass ein Volume offline
geschaltet wird.

Dieses Ereignis zeigt an,
dass ein flexibles Volume
eingeschrankt wird.

Diese Meldung tritt auf,
wenn eine Operation
.vserver stop* erfolgreich
ist.

Dieses Ereignis wird
ausgegeben, wenn ein
Panikzustand eintritt

Flhren Sie folgende
KorrekturmalRnahmen
durch:...Stellen Sie sicher,
dass der angegebene
Benutzername und die IP-
Adresse in einem der
aktiven Vscan-
Scannerpools konfiguriert
sind....Uberpriifen Sie die
Konfiguration des
Scannerpools, die derzeit
aktiv ist, indem Sie den
Befehl ,vserver vscan-
Pool show-Active®
verwenden.

Prifen Sie das Protokoll
des Vscan-Servers, der im
Ereignis ,syslog“ gemeldet
wurde, um zu sehen, ob
die infizierte Datei
erfolgreich bereinigt,
isoliert oder geldscht
werden konnte. Wenn
dies nicht mdglich war,
muss der
Systemadministrator die
Datei moglicherweise
manuell I16dschen.

Versetzen Sie das Volume
wieder in den Online-
Modus.

Versetzen Sie das Volume
wieder in den Online-
Modus.

Verwenden Sie den Befehl
Jvserver Start“, um den
Datenzugriff auf einer
Storage-VM zu starten.

Wenden Sie sich an den
NetApp Kundensupport.



Anti-Ransomware-Protokollmonitore

Monitorname

Anti-Ransomware-
Monitoring fur Storage VM
ist deaktiviert

Anti-Ransomware-
Monitoring von Storage
VMs aktiviert (Learning
Mode)

Volume-Anti-
Ransomware-Monitoring
ist aktiviert

Volume-Anti-
Ransomware-
Uberwachung deaktiviert

Volume Anti-Ransomware
Monitoring aktiviert
(Learning-Modus)

Volume Anti-Ransomware
Monitoring PaUsed
(Learning Mode)

Volume Anti-Ransomware
Monitoring angehalten

Volume Anti-Ransomware
Monitoring deaktiviert

Schweregrad

WARNUNG

INFO

INFO

WARNUNG

INFO

WARNUNG

WARNUNG

WARNUNG

Beschreibung

Das Anti-Ransomware-
Monitoring fir die
Storage-VM ist deaktiviert.
Anti-Ransomware
schutzen die Storage-VM.

Im Learning-Modus ist die
Anti-Ransomware-
Uberwachung fiir die
Storage-VM aktiviert.

Das Anti-Ransomware-
Monitoring fur das Volume
ist aktiviert.

Die Anti-Ransomware-
Uberwachung fiir das
Volume ist deaktiviert.
Anti-Ransomware-Angriffe
kénnen das Volume
schitzen.

Die Anti-Ransomware-
Uberwachung fiir das
Volume ist im Lernmodus
aktiviert.

Die Anti-Ransomware-
Uberwachung fiir das
Volume wird im
Lernmodus angehalten.

Die Anti-Ransomware-
Uberwachung fiir das
Volume wird angehalten.

Die Anti-Ransomware-
Uberwachung fiir das
Volume ist deaktiviert.

Korrekturmafnahme

Keine

Keine

Keine

Keine

Keine

Keine

Keine

Keine
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Ransomware-Aktivitat KRITISCH

Erkannt

Zurlck nach oben

FSX fiir NetApp ONTAP-Monitore

Monitorname Schwellenwerte

Die Kapazitat der FSX-
Volumes ist voll

Warnung @ > 85
%...Kritisch @ > 95 %

68

Zur Sicherung der Daten
gegen erkannte
Ransomware wurde eine
Snapshot Kopie erstellt,
die zur Wiederherstellung
der Originaldaten
eingesetzt werden kann.
Das System generiert und
Ubertragt eine
AutoSupport- oder ,Call
Home"“-Nachricht an den
technischen Support von
NetApp und alle
konfigurierten Ziele.
AutoSupport Message
verbessert die
Problembestimmung und
-Lésung.

Beschreibung Des
Monitors

Die Storage-Kapazitat
eines Volumes ist
erforderlich, um
Applikations- und
Kundendaten zu
speichern. Je mehr Daten
im ONTAP-Volume
gespeichert werden, desto
geringer ist die Storage-
Verfugbarkeit fur kiinftige
Daten. Wenn die
Datenspeicherkapazitat
innerhalb eines Volumes
die gesamte Storage-
Kapazitat erreicht, kann
der Kunde aufgrund des
Fehlens der
entsprechenden Storage-
Kapazitat moglicherweise
nicht in der Lage sein,
Daten zu speichern.
Durch das Monitoring der
verwendeten Storage-
Kapazitat wird die
Kontinuitat der
Datendienste
gewabhrleistet.

KorrekturmafRnahmen bei
Ransomware-Aktivitaten
sind mit dem Namen DES
FINALEN DOKUMENTS
zu beachten.

Korrekturmafnahme

Zur Minimierung von
Serviceunterbrechungen
sind sofortige
MafRnahmen erforderlich,
wenn kritische
Schwellenwerte nicht
eingehalten werden:...1.
Gehen Sie beispielsweise
davon aus, Daten zu
|6schen, die nicht mehr
bendtigt werden, um
Speicherplatz freizugeben



FSX Volume mit hoher
Latenz

Warnung @ > 1000
ps...kritisch @ > 2000 s

Volumes sind Objekte, die
den I/O-Verkehr bedienen.
Dabei werden haufig
Performance-kritische
Applikationen wie
DevOps-Applikationen,
Home Directorys und
Datenbanken verwendet.
Latenzen bei hohen
Mengen bedeuten, dass
die Applikationen selbst
unter Umstanden darunter
leiden und ihre Aufgaben
nicht ausfihren kdnnen.
Das Monitoring von
Volume-Latenzzeiten ist
von entscheidender
Bedeutung, um eine
applikationskonsistente
Performance zu
gewahrleisten.

Zur Minimierung von
Serviceunterbrechungen
sind sofortige
Maflnahmen erforderlich,
wenn kritische
Schwellenwerte nicht
eingehalten werden:...1.
Wenn dem Volume eine
QoS-Richtlinie
zugewiesen ist, bewerten
Sie dessen Grenzwerte
fur den Fall, dass der
Volume-Workload
gedrosselt wird...... Bitte
ergreifen Sie bei
Uberschreitung des
Warnungsschwellenwerts
die folgenden
Aktionen...1. Wenn dem
Volume eine QoS-
Richtlinie zugewiesen ist,
bewerten Sie dessen
Grenzwerte fur den Fall,
dass der Volume-
Workload gedrosselt
wird....2. Wenn zudem ein
Node hohe Auslastung
erzielt, verschieben Sie
das Volume auf einen
anderen Node oder
verringern Sie den
gesamten Workload des
Node.
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Limit fir FSX-Volume-
Inoden

Uberprovisionierung der
gtree Kontingente von
FSX

70

Warnung @ > 85
%...Kritisch @ > 95 %

Warnung @ > 95
%...Kritisch @ > 100 %

Volumes, in denen
Dateien gespeichert
werden, verwenden Index-
Nodes (Inode) zum
Speichern von
Dateimetadaten. Wenn
ein Volumen seine Inode-
Zuordnung erschopft,
kdonnen keine Dateien
mehr hinzugefligt werden.
Eine Warnmeldung gibt
an, dass geplante
MafRnahmen ergriffen
werden sollten, um die
Anzahl der verfugbaren
Inodes zu erhdhen. Eine
kritische Warnung zeigt
an, dass die Erschopfung
des Dateilimits unmittelbar
bevorsteht und
NotmalRnahmen ergriffen
werden missen, um
Inodes freizumachen, um
die Servicekontinuitat
sicherzustellen

Bei der
Uberprovisionierung von
Volume-qtree wird der
Prozentsatz angegeben,
bei dem ein Volume durch
die gtree Kontingente
Uberengagiert wird. Der
festgelegte Schwellenwert
fur die gtree-Quote wird
fir den Volumen erreicht.
Durch Monitoring der
Uberprovisionierung von
Volume-qtree wird
sichergestellt, dass der
Benutzer einen
unterbrechungsfreien
Datenservice erhalt.

Zur Minimierung von
Serviceunterbrechungen
sind sofortige
Maflnahmen erforderlich,
wenn kritische
Schwellenwerte nicht
eingehalten werden:...1.
Ziehen Sie in Betracht,
den Inodes-Wert fir das
Volumen zu erhéhen.
Wenn der Inodes-Wert
bereits auf dem Maximum
liegt, ziehen Sie in
Erwagung, das Volume in
zwei oder mehr Volumes
aufzuteilen, da das
Dateisystem Uber die
Maximalgrof3e gewachsen
ist...... Planen Sie bald die
folgenden Aktionen, wenn
der Warnschwellenwert
Uberschritten wird:...1.
Ziehen Sie in Betracht,
den Inodes-Wert fir das
Volumen zu erhéhen.
Wenn der Wert fiir Inodes
bereits auf dem Maximum
liegt, erliberlegen Sie sich,
das Volume in zwei oder
mehr Volumes aufzuteilen,
da das Dateisystem Uber
die maximale GroRRe
gewachsen ist

Wenn kritische
Schwellenwerte nicht
eingehalten werden, sind
sofortige Mallnahmen zur
Minimierung von
Serviceunterbrechungen
zu ergreifen: 1. Léschen
unerwinschter
Daten...bei
Uberschreitung der
Warnungsschwellenwerte
sollten Sie den
Speicherplatz des Volume
erhdhen.



FSX-Snapshot-Reserve
ist voll

Warnung @ > 90
%...Kritisch @ > 95 %

Die Storage-Kapazitat
eines Volumes ist
erforderlich, um
Applikations- und
Kundendaten zu
speichern. Ein Teil dieses
Speicherplatzes, der als
reservierter Snapshot-
Speicherplatz bezeichnet
wird, wird zum Speichern
von Snapshots verwendet,
mit denen Daten lokal
gesichert werden kdnnen.
Je mehr neue und
aktualisierte Daten in dem
ONTAP Volume
gespeichert sind, desto
mehr Snapshot-Kapazitat
wird bendtigt und weniger
Snapshot Storage-
Kapazitat wird fur
zuklnftige neue oder
aktualisierte Daten zur
Verfligung stehen. Wenn
die Snapshot-
Datenkapazitat innerhalb
eines Volumes den
gesamten Snapshot-
Reserveplatz erreicht,
kann dies dazu flihren,
dass der Kunde nicht in
der Lage ist, neue
Snapshot-Daten zu
speichern und den Schutz
der Daten im Volume zu
verringern. Durch das
Monitoring der
verwendeten Snapshot-
Kapazitat des Volumes
wird die Kontinuitat der
Datendienste
gewabhrleistet.

Zur Minimierung von
Serviceunterbrechungen
sind sofortige
Maflnahmen erforderlich,
wenn kritische
Schwellenwerte nicht
eingehalten werden:...1.
Erwagen Sie die
Konfiguration von
Snapshots, um Platz im
Volumen zu nutzen, wenn
die Snapshot-Reserve voll
ist...2. Erwagen Sie das
Léschen alterer
Snapshots, die
maoglicherweise nicht
mehr bendtigt werden, um
Speicherplatz
freizugeben....... Planen
Sie, bei Uberschreitung
eines
Warnungsschwellenwerts
die folgenden
Malnahmen zu
ergreifen:...1. Erwagen
Sie, den Speicherplatz
innerhalb des Volumes zu
erhéhen, um dem
Wachstum gerecht zu
werden...2. Es empfiehit
sich die Konfiguration von
Snapshots, um den Platz
im Volume zu nutzen,
wenn die Snapshot-
Reserve voll ist
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FSX Volume Cache Miss- Warnung @ > 95

Verhaltnis

Zuruck nach oben

K8s-Monitore

Monitorname

72

%...Kritisch @ > 100 %

Beschreibung

Das Miss-Verhéltnis des
Volume Cache ist der
Prozentsatz von
Leseanforderungen der
Client-Applikationen, die
von der Festplatte
zurtckgegeben werden,
anstatt vom Cache
zuruckgegeben zu
werden. Das bedeutet,
dass das Volumen den
eingestellten
Schwellenwert erreicht
hat.

Korrekturmafnahmen

Wenn kritische
Schwellenwerte nicht
eingehalten werden, sind
sofortige Mallnahmen zur
Minimierung von
Serviceunterbrechungen
zu ergreifen: 1.
Verschieben Sie einige
Workloads vom Node des
Volumes, um die I/O-Last
zu reduzieren 2. Weniger
Bedarf an Workloads mit
niedriger Prioritat auf
demselben Node Uber
QoS-Limits...sofortige
MafRnahmen ergreifen,
wenn Warnschwellenwert
nicht erreicht wird: 1
Verschieben Sie einige
Workloads vom Node des
Volumes, um die I/O-Last
zu reduzieren 2. Durch
QoS-Limits sinken die
Anforderungen von
Workloads mit niedriger
Prioritat auf demselben
Node 3. Anderung der
Workload-Merkmale
(Blockgrofie, Applikations-
Caching usw.)

Schweregrad/Schwellenw
ert



Hohe Persistent Volume
Latency

Hohe persistente Volume-
Latenzen bedeuten, dass
die Applikationen selbst
moglicherweise darunter
leiden und ihre Aufgaben
nicht ausfiihren kénnen.
Das Monitoring von
Latenzen bei persistenten
Volumes ist fUr eine
applikationskonsistente
Performance von
entscheidender
Bedeutung. Die folgenden
Latenzzeiten sind auf
Grundlage des
Medientyps zu erwarten —
SSD bis zu 1-2
Millisekunden, SAS bis zu
8-10 Millisekunden und
SATA-HDD 17-20
Millisekunden.

Cluster-Speichersattigung Die zuteilbare

Hoch

Arbeitsspeichersattigung
des Clusters ist hoch. Die
Cluster-CPU-Sattigung
wird als Summe der
Arbeitsspeicherauslastung
berechnet, geteilt durch
die Summe des
zuteilbaren
Arbeitsspeichers aller
K8s-Nodes.

Sofortige MaBnahmen
Wenn ein kritischer
Schwellenwert
Uberschritten wird, sollten
sofortige MalRnahmen zur
Minimierung der Service-
Unterbrechung in Betracht
gezogen werden: Wenn
dem Volume eine QoS-
Richtlinie zugewiesen
wurde, sollten die
Schwellenwerte fir den
Fall, dass die Volume-
Workload gedrosselt wird,
auswerten. MaBnahmen,
die bald zu tun sind
Wenn die
Warnungsschwelle
Uberschritten wird, planen
Sie folgende
Sofortmalinahmen: 1.
Wenn der Speicherpool
auch eine hohe
Auslastung erfahrt,
verschieben Sie das
Volume in einen anderen
Speicherpool. 2. Wenn
dem Volume eine QoS-
Richtlinie zugewiesen ist,
bewerten Sie seine
Grenzwerte, falls der
Volume-Workload
gedrosselt wird. 3. Wenn
der Controller auch eine
hohe Auslastung aufweist,
verschieben Sie das
Volume auf einen anderen
Controller oder verringern
Sie den gesamten
Workload des Controllers.

Nodes hinzufligen.
Beheben Sie alle nicht
geplanten Knoten. Pods
passender Grole zur
Freigabe von Speicher auf
Nodes

Warnung @ > 80 %
Kritisch @ > 90 %

Warnung @ > 6,000 us
kritisch @ > 12,000 us
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POD-Anbindung
fehlgeschlagen

Hohe
WiederUbertragungsrate

Kapazitat Des Node-
Dateisystems Hoch

Workload-Netzwerk-Jitter
Hoch
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Dieser Alarm tritt auf,
wenn ein Volume-Anhang
mit POD fehlgeschlagen
ist.

Hohe TCP-
Ubertragungsrate

Kapazitat Des Node-
Dateisystems Hoch

Hoher TCP Jitter (hohe
Latenz/Reaktionszeiten)

Warnung

Uberpriifung auf
NetzwerkUberlastung —
ermitteln von Workloads,
die eine hohe
Netzwerkbandbreite
verbrauchen. Uberpriifen
Sie die Pod-CPU-
Auslastung. Prifen Sie die
Leistung des
Hardwareletzwerks.

- Erhéhen Sie die GroRe
der Knotenplatten, um
sicherzustellen, dass
genugend Platz fiir die
Anwendungsdateien
vorhanden ist. - Verringern
Sie die Verwendung von
Anwendungsdateien.

Warnung @ > 10 %
Kritisch @ > 25 %

Warnung @ > 80 %
Kritisch @ > 90 %

Prifen Sie auf
Netzwerkuberlastung.
Ermittlung von Workloads,
die sehr viel
Netzwerkbandbreite in
Anspruch nehmen
Uberpriifen Sie die Pod-
CPU-Auslastung. Prifen
Sie die Leistung des
Hardwareletzwerks

Warnung @ > 30 ms
kritisch @ > 50 ms



Durchsatz Bei
Persistenten Volumes

Behalter, der Gefahr lauft,
OOM zu téten

Workload-Ausfall

Die Forderung Fur Das
Persistente Volume
Konnte Nicht Verbindlich
Sein

ResourceQuota Mem
Limits Uberschreiten

MBIT/S-Schwellenwerte  Sofortige MaBnahmen  Warnung @ > 10,000

auf persistenten Volumes Wenn der kritische MB/s kritisch @ > 15,000
kénnen verwendet Schwellenwert MB/s
werden, um einen Uberschritten wird, planen
Administrator zu Sie sofort MalRnahmen,
benachrichtigen, wenn um die

persistente Volumes die  Serviceunterbrechung zu
vordefinierten minimieren: 1. Einfihrung
Performance-Erwartungen von QoS-MBIT/S-Limits
Ubertreffen und flr das Volume 2.
moglicherweise andere Uberprifen Sie die

persistente Volumes Applikation, die fir den

beeintrachtigen. Durch Workload auf dem Volume
Aktivieren dieses Monitors verwendet wird, auf
werden Warnungen Anomalien. MaBnahmen,
generiert, die fir das die bald zu tun Wenn
typische Durchsatzprofil  Warnschwelle
persistenter Volumes auf  Uberschritten wird, planen

SSDs geeignet sind. Sie folgende unmittelbare
Dieser Monitor deckt alle  MalRnahmen zu ergreifen:
persistenten Volumes 1. Einflhrung von QoS-
Ihres Mandanten ab. Die  MBIT/S-Limits fir das
Warn- und kritischen Volume 2. Uberpriifen Sie
Schwellenwerte kdnnen  die Applikation, die flr den
basierend auf Ihren Workload auf dem Volume
Monitoring-Zielen verwendet wird, auf

angepasst werden, indem Anomalien.
dieser Monitor dupliziert

und Grenzwerte fur lhre
Storage-Klasse angepasst

werden. Ein duplizierter

Monitor kann zudem auf

einen Teil der persistenten

Volumes |Ihres Mandanten
ausgerichtet werden.

Die Speichergrenzen des Erhdhen Sie die Warnung @ > 95 %
Containers sind zu niedrig Speichergrenzen des

eingestellt. Der Container Containers.

ist in Gefahr der

Entfernung (Out of

Memory Kill).

Workload enthalt keine Kritisch @ < 1
funktionstlichtigen Pods.

Dieser Alarm tritt auf, Warnung
wenn eine Bindung an

einem PVC

fehlgeschlagen ist.

Die Speichergrenzen fiir Warnung @ > 80 %
Namespace Uberschreiten Kritisch @ > 90 %
ResourceQuota
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ResourceQuota Mem
Requests About to
Exceed

Fehler Beim Erstellen Des
Node

Die Ruckgewinnung Des
Persistenten Volumes st
Fehlgeschlagen

Container-CPU-
Drosselung

Fehler beim Loéschen des
Service Load Balancer

Persistente Volume-IOPS
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Speicheranforderungen
fur Namespace
Uberschreiten
ResourceQuota

Der Knoten konnte
aufgrund eines
Konfigurationsfehlers nicht
geplant werden.

Die automatische
Ruckgewinnung des
Volumes ist
fehlgeschlagen.

Die CPU-Grenzwerte des
Containers sind zu niedrig
eingestellt. Container-
Prozesse werden
verlangsamt.

IOPS-Schwellenwerte auf
persistenten Volumes
kénnen verwendet
werden, um einen
Administrator zu
benachrichtigen, wenn
persistente Volumes die
vordefinierten
Performance-Erwartungen
Ubertreffen. Durch die
Aktivierung dieser
Uberwachung werden
Warnungen generiert, die
fur das typische IOPS-
Profil von persistenten
Volumes geeignet sind.
Dieser Monitor deckt alle
persistenten Volumes
Ihres Mandanten ab. Die
Warn- und kritischen
Schwellenwerte kbnnen
basierend auf lhren
Monitoring-Zielen
angepasst werden, indem
dieser Monitor dupliziert
wird und Grenzwerte fur
Ihren Workload festgelegt
werden.

Prifen Sie das
Kubernetes-
Ereignisprotokoll auf die
Ursache des
Konfigurationsfehlers.

Erhéhen Sie die CPU-
Limits fir Container.

Sofortige MaBnahmen
Wenn kritische Schwelle
Uberschritten wird, planen
Sie sofortige MalRnahmen,
um
Serviceunterbrechungen
ZUu minimieren : 1.
Einflhrung von QoS-
IOPS-Limits flir das
Volume 2. Uberpriifen Sie
die Applikation, die fur den
Workload auf dem Volume
verwendet wird, auf
Anomalien. MaBnahmen,
die bald zu tun sind
Wenn die
Warnungsschwelle
Uberschritten wird, planen
Sie folgende
Sofortmalinahmen: 1.
Einfihrung von QoS-
IOPS-Limits fur das
Volume 2. Uberpriifen Sie
die Applikation, die fur den
Workload auf dem Volume
verwendet wird, auf
Anomalien.

Warnung @ > 80 %
Kritisch @ > 90 %

Kritisch

Warnung @ > 0B

Warnung @ > 95 %
Kritisch @ > 98 %

Warnung

Warnung @ > 20,000 IO/s
kritisch @ > 25,000 10/s



Fehler beim Aktualisieren
des Service Load
Balancer

POD-Mount
fehlgeschlagen

Knoten-PID-Druck

Fehler Beim Ziehen Des
Pod-Image

Job Wird Zu Lang
Ausgefihrt

Knotenspeicher Hoch

ResourceQuota CPU-
Limits Uberschreiten

Pod Crash Loop-
Rickmeldung

Diese Warnmeldung tritt
auf, wenn ein Mount auf
EINEM POD
fehlgeschlagen ist.

Die verfligbaren
Prozesskennungen auf
dem Knoten (Linux) sind
unter einen Schwellenwert
fur die Entfernung
gefallen.

Kubernetes konnte das
Pod-Container-Image
nicht abrufen.

Job wird zu lange
ausgefuhrt

Die Speichernutzung der
Nodes ist hoch

CPU-Limits flr
Namespace Uberschreiten
ResourceQuota

Pod ist abgestlrzt und
versucht, es mehrmals
neu zu starten.

Warnung

Warnung

Suchen und beheben Sie Kritisch @ >0
Pods, die viele Prozesse

generieren und den

Knoten der verfligbaren

Prozess-IDs aushungern.

Richten Sie PodPidsLimit

ein, um lhren Node vor

Pods oder Containern zu

schitzen, die zu viele

Prozesse hervorbringen.

- Stellen Sie sicher, dass  Warnung
das Bild des Pod korrekt
in der Pod-Konfiguration
geschrieben ist. - Check
Image Tag existiert in Ihrer
Registry. - Uberpriifen Sie
die Zugangsdaten fir die
Image Registry. -
Uberpriifen Sie auf
Registry-
Verbindungsprobleme. -
Uberpriifen Sie, dass Sie
nicht die von offentlichen
Registrierungsanbietern
auferlegten Ratenlimits

erreichen.
Warnung @ > 1 Std.
Kritisch @ > 5 Std
Nodes hinzufligen. Warnung @ > 85 %

Beheben Sie alle nicht Kritisch @ > 90 %
geplanten Knoten. Pods

passender Grole zur

Freigabe von Speicher auf

Nodes

Warnung @ > 80 %
Kritisch @ > 90 %

Kritisch @ > 3
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Knoten CPU hoch

Workload-Netzwerk-
Latenz RTT hoch

Job Fehlgeschlagen

Persistentes Volume in
wenigen Tagen vollstandig

Speicherdruck Des Node

Knoten Nicht Bereit
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CPU-Auslastung der
Knoten ist hoch.

Hohe TCP-RTT-Latenz
(Round Trip Time)

Der Job wurde aufgrund
eines Node-Absturzes
oder Neubootens,
Ressourcenerschdpfung,
Job-Zeitlberschreitung
oder Fehler bei der POD-
Planung nicht erfolgreich
abgeschlossen.

Dem persistenten Volume
geht in wenigen Tagen der
Speicherplatz aus

Dem Node geht der
Speicher aus. Der
verfugbare Speicher hat
den Schwellenwert fir die
Entfernung erreicht.

Der Node war 5 Minuten
lang nicht bereit

Nodes hinzufligen.
Beheben Sie alle nicht
geplanten Knoten. Pods
passender Grole zur
Freigabe von CPU auf
Nodes

Warnung @ > 80 %
Kritisch @ > 90 %

Auf Netzwerklberlastung  Warnung @ > 150 ms
Workloads kritisch @ > 300 ms
identifizieren, die eine

hohe Netzwerkbandbreite

verbrauchen. Uberpriifen

Sie die Pod-CPU-

Auslastung. Prifen Sie die

Leistung des

Hardwareletzwerks.

Prifen Sie die
Kubernetes-
Ereignisprotokolle auf
Fehlerursachen.

Warnung @ > 1

-Erhdhen Sie die
VolumegréfRe, um
sicherzustellen, dass
ausreichend Platz fUr die
Anwendungsdateien
vorhanden ist.
-Reduzieren Sie die
Menge der in
Anwendungen
gespeicherten Daten.

Warnung @ < 8 Tage
kritisch @ < 3 Tage

Nodes hinzuflgen.
Beheben Sie alle nicht
geplanten Knoten. Pods
passender Grole zur
Freigabe von Speicher auf
Nodes

Kritisch @ > 0

Uberpriifen Sie, ob der
Node Uber gentigend
CPU-, Arbeitsspeicher-
und
Festplattenressourcen
verflugt. Priifen Sie die
Konnektivitat des Node-
Netzwerks. Prifen Sie die
Kubernetes-
Ereignisprotokolle auf
Fehlerursachen.

Kritisch @ < 1



Kapazitat Des
Persistenten Volumes
Hoch

Fehler beim Erstellen des
Service Load Balancer

Workload-Replikatfehler

ResourceQuota CPU
Requests About to
Exceed

Hohe
WiederUbertragungsrate

Node-Festplattendruck

Cluster-CPU-Sattigung
hoch

Zuruck nach oben

Die von einem
persistenten Volume
genutzte Back-End-
Kapazitat ist hoch.

Erstellen Des Service
Load Balancer
Fehlgeschlagen

Einige Pods sind derzeit
nicht flr eine
Bereitstellung oder ein
DemonSet verfiigbar.

CPU-Anforderungen fur
Namespace Uberschreiten
ResourceQuota

Hohe TCP-
Ubertragungsrate

Verfligbarer Speicherplatz
und Inodes auf dem Root-
Dateisystem des Knotens
oder dem Image-
Dateisystem haben einen
Schwellenwert fur die
Entfernung erreicht.

Cluster-zuteilbare CPU-
Sattigung ist hoch. Die
Cluster-CPU-Sattigung
wird als Summe der CPU-
Auslastung berechnet,
geteilt durch die Summe
der zuteilbaren CPU aller
K8s-Nodes.

- Erh6hen Sie die Volume- Warnung @ > 80 %
Grole, um Kritisch @ > 90 %
sicherzustellen, dass

genugend Platz fur die

Anwendungsdateien

vorhanden ist. -

Reduzierung der in

Anwendungen

gespeicherten

Datenmenge.

Kritisch

Warnung @ > 1

Warnung @ > 80 %
Kritisch @ > 90 %

Uberpriifung auf
Netzwerkuberlastung —
ermitteln von Workloads,
die eine hohe
Netzwerkbandbreite
verbrauchen. Uberpriifen
Sie die Pod-CPU-
Auslastung. Prifen Sie die
Leistung des
Hardwareletzwerks.

- Erhéhen Sie die Grole
der Knotenplatten, um
sicherzustellen, dass
genlgend Platz fiir die
Anwendungsdateien
vorhanden ist. - Verringern
Sie die Verwendung von
Anwendungsdateien.

Warnung @ > 10 %
Kritisch @ > 25 %

Kritisch @ > 0

Nodes hinzufligen.
Beheben Sie alle nicht
geplanten Knoten. Pods
passender Grolie zur
Freigabe von CPU auf
Nodes

Warnung @ > 80 %
Kritisch @ > 90 %
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Protokollmonitore Andern

Monitorname

Internes Volume Erkannt

Internes Volume Geéandert

Storage-Node Erkannt

Speicherknoten Entfernt

Speicherpool Erkannt

Erkannte Storage Virtual Machine

Storage Virtual Machine Geandert

Zuruck nach oben

Datenerfassungsmonitore

Monitorname

Herunterfahren Der
Erfassungseinheit
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Schweregrad

Informativ

Informativ

Informativ

Informativ

Informativ

Informativ

Informativ

Beschreibung

Data Infrastructure Insights
Acquisition Units werden
regelmafig im Rahmen von
Upgrades neu gestartet, um neue
Funktionen einzuflhren. Dies
geschieht einmal pro Monat oder
weniger in einer typischen
Umgebung. Eine Warnung, dass
eine Erfassungseinheit
heruntergefahren wurde, sollte bald
darauf mit einer Auflésung folgen,
die feststellt, dass die neu neu neu
neu aufgestartete
Erfassungseinheit eine
Registrierung bei Data
Infrastructure Insights
abgeschlossen hat. In der Regel
dauert dieser Vorgang beim
Herunterfahren bis zur
Registrierung 5 bis 15 Minuten.

Beschreibung Des Monitors

Diese Meldung tritt auf, wenn ein
internes Volume erkannt wird.

Diese Meldung tritt auf, wenn ein
internes Volume geandert wird.

Diese Meldung wird angezeigt,
wenn ein Speicherknoten erkannt
wird.

Diese Meldung wird angezeigt,
wenn ein Speicherknoten entfernt
wird.

Diese Meldung tritt auf, wenn ein
Speicherpool erkannt wird.

Diese Meldung wird angezeigt,
wenn eine Storage Virtual Machine
erkannt wird.

Diese Meldung wird angezeigt,
wenn eine Storage Virtual Machine
geandert wird.

Korrekturmafnahme

Wenn der Alarm haufig auftritt oder
langer als 15 Minuten dauert,
Uberprifen Sie den Betrieb des
Systems, das die
Erfassungseinheit, das Netzwerk
und einen beliebigen Proxy hostet,
der die AU mit dem Internet
verbindet.



Collector Fehlgeschlagen

Sammlerwarnung

Zuruck nach oben
Sicherheitsmonitore

Monitorname

AutoSupport HTTPS-
Transport deaktiviert

Bei der Abfrage eines
Datensammlers ist eine
unerwartete Fehlersituation
aufgetreten.

Dieser Alarm kann in der Regel
aufgrund einer fehlerhaften
Konfiguration des Datensammlers
oder des Zielsystems auftreten.
Uberpriifen Sie die Konfigurationen,
um zukunftige Warnmeldungen zu
vermeiden. Es kann auch durch
einen Abruf von weniger als
vollstandigen Daten, wo der
Datensammler alle Daten, die es
konnte gesammelt werden. Dies
kann vorkommen, wenn sich
wahrend der Datenerfassung
Situationen andern (z. B. wird
wahrend der Datenerfassung eine
zu Beginn der Datenerfassung
vorhandene virtuelle Maschine
geldéscht und vor der Erfassung der

Weitere Informationen zur Situation
finden Sie auf der Seite
Datensammler unter Data
Infrastructure Insights.

Uberpriifen Sie die Konfiguration
des Datensammlers oder
Zielsystems. Beachten Sie, dass
der Monitor fiir Collector-Warnung
mehr Warnmeldungen als andere
Monitortypen senden kann. Es wird
daher empfohlen, keine
Alarmempfanger festzulegen, es
sei denn, Sie beheben die
Fehlerbehebung.

Daten).

Schwellenwert

Warnung @ < 1

Cluster unsichere Chiffren Warnung @ < 1

far SSH

Beschreibung Des
Monitors

AutoSupport untersttitzt
HTTPS, HTTP und SMTP
fur Transportprotokolle.
Aufgrund der sensible
Natur von AutoSupport
Meldungen empfiehlt
NetApp dringend, HTTPS
als Standard-
Transportprotokoll flr das
Senden von AutoSupport
Meldungen an die NetApp
Unterstutzung zu
verwenden.

Gibt an, dass SSH
unsichere Chiffren
verwendet, z. B. Chiffren,
die mit *cbc beginnen.

Korrekturmafnahme

Um HTTPS als
Transportprotokoll fir
AutoSupport Meldungen
festzulegen, fihren Sie
den folgenden ONTAP-
Befehl aus:...System
Node AutoSupport modify
-Transport https

Um die CBC-Chiffren zu
entfernen, fihren Sie den
folgenden ONTAP-Befehl
aus:...Security ssh
remove -vserver <admin
vserver> -Chiffers aes256-
cbc,aes192-cbc,aes128-
cbc,3des-cbc
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Das Cluster-Anmelde-
Banner Ist Deaktiviert

Warnung @ < 1

Cluster-Peer-
Kommunikation Ist Nicht
VerschlUsselt

Warnung @ < 1

Lokaler Admin-
Standardbenutzer Aktiviert

Warnung @ > 0

FIPS-Modus deaktiviert ~ Warnung @ < 1
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Zeigt an, dass das
Anmeldebanner flr
Benutzer, die auf das
ONTAP-System zugreifen,
deaktiviert ist. Die Anzeige
eines Anmeldebanners ist
hilfreich, um die
Erwartungen fir den
Zugriff und die
Verwendung des Systems
zu stellen.

Bei der Replizierung von
Daten fur Disaster
Recovery, Caching oder
Backup mussen die Daten
wahrend der Ubertragung
Uber das Netzwerk von
einem ONTAP Cluster
zum anderen gesichert
werden. Die
Verschlisselung muss
sowohl auf den Quell- als
auch auf den Ziel-Clustern
konfiguriert sein.

NetApp empfiehlt, alle
nicht bendtigten Standard-
Admin-Benutzer
(integriert) mit dem
Sperrbefehl zu sperren
(zu deaktivieren). Es
handelt sich dabei in
erster Linie um
Standardkonten, fur die
Passworter nie aktualisiert
oder geandert wurden.

Wenn die FIPS 140-2-
Konformitat aktiviert ist,
sind TLSv1 und SSLv3
deaktiviert, und nur
TLSv1.1 und TLSv1.2
bleiben aktiviert. ONTAP
verhindert, dass Sie
TLSv1 und SSLv3
aktivieren, wenn die FIPS
140-2-Compliance
aktiviert ist.

Flhren Sie zum
Konfigurieren des
Anmeldebanns fur ein
Cluster den folgenden
ONTAP-Befehl
aus:...Security Login
Banner modify -vserver
<admin svm> -message
LZugriff auf autorisierte
Benutzer beschrankt®.

Um die Verschlisselung
fur Cluster-Peer-
Beziehungen zu
aktivieren, die vor ONTAP
9.6 erstellt wurden, muss
das Quell- und Ziel-
Cluster auf 9.6 aktualisiert
werden. Verwenden Sie
dann den Befehl ,Cluster
Peer modify“, um sowohl
die Quell- als auch die
Ziel-Cluster-Peering-
Verschlisselung zu
andern....Details finden
Sie im NetApp Security
Hardening Guide for
ONTAP 9.

Um das integrierte
»=admin“-Konto zu sperren,
fUhren Sie den folgenden
ONTAP-Befehl
aus:...Security Login Lock
-username admin

Flhren Sie zum Aktivieren
der FIPS 140-2-
Compliance auf einem
Cluster den folgenden
ONTAP-Befehl im
erweiterten
Berechtigungsmodus
aus:...Security config
modify -Interface SSL -is
-fips-enabled true



Protokollweiterleitung
Nicht VerschlUsselt

Warnung @ < 1

MD5-Kennwort gehasht  Warnung @ > 0

Es sind keine NTP-Server Warnung @ < 1
konfiguriert

Die Anzahl der NTP-
Server ist niedrig

Warnung @ < 3

Das verlagern von Syslog-
Informationen ist nétig, um
den Umfang oder die
Auswirkungen einer
Sicherheitsverletzung auf
ein einzelnes System oder
eine einzelne Losung zu
beschranken. Daher
empfiehlt NetApp, Syslog-
Informationen sicher an
einen sicheren Storage-
oder Aufbewahrungsort zu
verlagern.

NetApp empfiehlt
dringend, die sicherere
SHA-512-Hash-Funktion
fur Passworter fir
ONTAP-Benutzerkonten
zu nutzen. Konten, die die
weniger sichere MD5-
Hash-Funktion
verwenden, sollten auf die
SHA-512-Hash-Funktion
migriert werden.

Gibt an, dass auf dem
Cluster keine
konfigurierten NTP-Server
vorhanden sind. Aus
Grinden der Redundanz
und des optimalen Service
empfiehlt NetApp,
mindestens drei NTP-
Server mit dem Cluster zu
verknupfen.

Gibt an, dass auf dem
Cluster weniger als 3
konfigurierte NTP-Server
vorhanden sind. Aus
Griinden der Redundanz
und des optimalen Service
empfiehlt NetApp,
mindestens drei NTP-
Server mit dem Cluster zu
verknUpfen.

Nach dem Erstellen eines
Protokollweiterleitungsziel
s kann sein Protokoll nicht
mehr geadndert werden.
Wenn Sie zu einem
verschlisselten Protokoll
wechseln mochten,
I6schen Sie das Ziel fir
die Protokollweiterleitung
und erstellen Sie es mit
dem folgenden ONTAP-
Befehl:...Cluster log-
fording create -Destination
<Ziel-ip> -Protocol tcp-
Encrypted

NetApp empfiehlt
Benutzerkonten, zur
sichereren SHA-512-
Lésung zu migrieren,
indem Benutzer ihre
Passworter andern....um
Konten mit Passwortern
zu sperren, die die MD5-
Hash-Funktion
verwenden, fihren Sie
den folgenden ONTAP-
Befehl aus:...Security
Login Lock -vserver *
-username * -Hash
-function md5

Um einen NTP-Server mit
dem Cluster zu
verknipfen, fihren Sie
den folgenden ONTAP-
Befehl aus: Cluster Time-
Service ntp-Server create
-Server <ntp-Server Host-
Name oder ip-Adresse>

Flhren Sie den folgenden
ONTAP-Befehl aus, um
einen NTP-Server mit
dem Cluster zu
verknUpfen:...Cluster
Time-Service ntp-Server
create -Server <ntp-
Server-Hostname oder ip-
Adresse>
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Remote Shell Aktiviert

Uberwachungsprotokoll
fur Storage VM ist
deaktiviert

Storage VM unsichere
Chiffren fir SSH

Anmeldebanner fiir
Storage VM deaktiviert
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Warnung @ > 0

Warnung @ < 1

Warnung @ < 1

Warnung @ < 1

Remote Shell ist keine
sichere Methode zum
Einrichten von
Befehlszeilenzugriff auf
die ONTAP Ldésung. Die
Remote-Shell sollte fiir
einen sicheren Remote-
Zugriff deaktiviert werden.

Gibt an, dass die
Uberwachungsprotokollier
ung fir SVM deaktiviert
ist.

Gibt an, dass SSH
unsichere Chiffren
verwendet, z. B. Chiffren,
die mit *cbc beginnen.

Zeigt an, dass das
Anmeldebanner flr
Benutzer, die auf SVMs
auf dem System
zugreifen, deaktiviert ist.
Die Anzeige eines
Anmeldebanners ist
hilfreich, um die
Erwartungen fur den
Zugriff und die
Verwendung des Systems
zu stellen.

NetApp empfiehlt Secure
Shell (SSH) fir sicheren
Remote-Zugriff....um die
Remote Shell auf einem
Cluster zu deaktivieren,
fUhren Sie den folgenden
ONTAP-Befehl im
erweiterten
Berechtigungsmodus
aus:...Security Protocol
modify -Application rsh-
enabled false

Um das
Uberwachungsprotokoll
fur einen vserver zu
konfigurieren, fihren Sie
den folgenden ONTAP-
Befehl aus:...vserver
Audit enable -vserver
<svm>

Um die CBC-Chiffren zu
entfernen, fihren Sie den
folgenden ONTAP-Befehl
aus:...Security ssh
remove -vserver
<vserver> -Chiffers
aes256-cbc, aes192-cbc,
aes128-cbc, 3des-cbc

Flhren Sie zum
Konfigurieren des
Anmeldebanns fir ein
Cluster den folgenden
ONTAP-Befehl
aus:...Security Login
Banner modify -vserver
<svm> -message ,Zugriff
auf autorisierte Benutzer
beschrankt®.



Telnet-Protokoll Aktiviert

Zuruck nach oben

Warnung @ > 0

Datensicherung Uberwacht

Monitorname

Schwellenwerte

Telnet ist keine sichere
Methode zum Einrichten
von Befehlszeilenzugriff
auf die ONTAP-LGsung.
Telnet sollte flir den
sicheren Remote-Zugriff
deaktiviert werden.

Beschreibung Des
Monitors

NetApp empfiehlt Secure
Shell (SSH) flr den
sicheren Remote-Zugriff.
Um Telnet auf einem
Cluster zu deaktivieren,
fUhren Sie den folgenden
ONTAP-Befehl im
erweiterten
Berechtigungsmodus
aus:...Security Protocol
modify -Application telnet
-enabled false

Korrekturmafnahme
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Nicht genligend
Speicherplatz fir LUN
Snapshot Kopie
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(Filter contains_luns = ja) Die Storage-Kapazitat

Warnung @ > 95
%...kritisch @ > 100 %

eines Volumes ist
erforderlich, um
Applikations- und
Kundendaten zu
speichern. Ein Teil dieses
Speicherplatzes, der als
reservierter Snapshot-
Speicherplatz bezeichnet
wird, wird zum Speichern
von Snapshots verwendet,
mit denen Daten lokal
gesichert werden kdnnen.
Je mehr neue und
aktualisierte Daten in dem
ONTAP Volume
gespeichert sind, desto
mehr Snapshot-Kapazitat
wird bendtigt und weniger
Snapshot Storage-
Kapazitat wird fur
zuklnftige neue oder
aktualisierte Daten zur
Verfligung stehen. Wenn
die Snapshot-
Datenkapazitat innerhalb
eines Volumes den
gesamten Snapshot-
Reserveplatz erreicht,
kann dies dazu flihren,
dass der Kunde nicht in
der Lage ist, neue
Snapshot-Daten zu
speichern und den Schutz
der Daten in den LUNs im
Volume zu verringern.
Durch das Monitoring der
verwendeten Snapshot-
Kapazitat des Volumes
wird die Kontinuitat der
Datendienste
gewabhrleistet.

SofortmaBnahmen bei
Uberschreitung kritischer
Schwelle sollten sofortige
Malinahmen zur
Minimierung von
Serviceunterbrechungen
in Betracht gezogen
werden: 1. Konfigurieren
Sie Snapshots so, dass
der Datenplatz im Volume
genutzt wird, wenn die
Snapshot-Reserve voll ist.
2. Loéschen Sie einige
altere unerwinschte
Snapshots, um
Speicherplatz
freizugeben.
MaRnahmen, die bald zu
tun Wenn Warnschwelle
Uberschritten wird, planen
Sie folgende unmittelbare
MafRnahmen zu ergreifen:
1. Erhdhen Sie den
Speicherplatz der
Snapshot Reserve
innerhalb des Volumes,
um dem Wachstum
gerecht zu werden. 2.
Konfigurieren Sie
Snapshots so, dass der
Datenplatz im Volume
genutzt wird, wenn die
Snapshot-Reserve voll ist.



SnapMirror

BeziehungsVerzogerunge %...Kritisch @ > 300 %

n

Zuruck nach oben

Warnung @ > 150

Cloud Volume (CVO) - Uberwachung

Monitorname

CVO Disk out of Service

Severity

INFO

Die SnapMirror
Beziehungsverzdgerung
ist der Unterschied
zwischen dem Snapshot-
Zeitstempel und der Zeit
auf dem Zielsystem. Die
lag_time_percent ist das
Verhaltnis der
Verzdgerungszeit zum
Zeitplan-Intervall der
SnapMirror Richtlinie.
Wenn die
Verzdgerungszeit dem
Zeitungsintervall
entspricht, ist
lag_time_percent 100 %.
Wenn die SnapMirror-
Richtlinie keinen Zeitplan
enthalt, wird
lag_time_percent nicht
berechnet.

Beschreibung Des
Monitors

Dieses Ereignis tritt auf,
wenn eine Festplatte aus
dem Dienst entfernt wird,
weil sie als
fehlgeschlagen markiert,
desinfiziert oder das
Maintenance Center
aufgerufen wurde.

Uberwachen Sie den
SnapMirror-Status mit
dem Befehl ,snapmirror
show*. Uberpriifen Sie
den SnapMirror
Ubertragungsverlauf
mithilfe des Befehls
»snapmirror show-history*

Korrekturmafnahme

Keine
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CVO Giveback vom
Speicherpool
fehlgeschlagen

88

KRITISCH

Dieses Ereignis tritt
wahrend der Migration
eines Aggregats im
Rahmen einer Storage
Failover (SFO)-Riickgabe
auf, wenn der Ziel-Node
nicht auf die
Objektspeicher zugreifen
kann.

Fihren Sie die folgenden
Korrekturmafinahmen
durch: Vergewissern Sie
sich, dass lhre Intercluster
LIF online und
funktionsfahig ist, indem
Sie den Befehl ,Network
Interface show*
verwenden. Uberpriifen
Sie die
Netzwerkverbindung mit
dem Objektspeicher-
Server mithilfe des ,Ping“-
Befehls Uber das Ziel-
Node Intercluster LIF.
Uberpriifen Sie, ob sich
die Konfiguration Ihres
Objektspeichers nicht
geandert hat und ob die
Login- und
Konnektivitatsinformatione
n noch korrekt sind, indem
Sie den Befehl ,Aggregate
object-Store config show*
verwenden. Alternativ
kénnen Sie den Fehler
Uberschreiben, indem Sie
beim Giveback-Befehl
Jfalse-Partner-waiting"“-
Parameter angeben.
Wenden Sie sich an den
technischen Support von
NetApp, um weitere
Informationen oder
Unterstltzung zu erhalten.



CVO HA Interconnect
herunter

WARNUNG

Der HA Interconnect ist
ausgefallen. Risiko eines
Serviceausfalls, wenn ein
Failover nicht verfigbar
ist.

KorrekturmafRnahmen
hangen von der Anzahl
und der Art der von der
Plattform unterstitzten HA
Interconnect Links ab
sowie vom Grund fur
einen Ausfall des
Interconnect. Wenn die
Links ausgefallen sind:
Vergewissern Sie sich,
dass beide Controller im
HA-Paar betriebsbereit
sind. Stellen Sie bei
extern angeschlossenen
Verbindungen sicher, dass
die Verbindungskabel
ordnungsgeman
angeschlossen sind und
dass die Small Form-
Factor Pluggables (SFPs),
falls zutreffend,
ordnungsgemalf auf
beiden Controllern
eingesetzt werden.
Deaktivieren und
aktivieren Sie bei intern
verbundenen
Verbindungen die Links
nacheinander, indem Sie
die Befehle ,IC Link off*
und ,ic Link On*
verwenden. Wenn Links
deaktiviert sind, aktivieren
Sie die Links mit dem
Befehl ,IC Link on“. Wenn
ein Peer nicht verbunden
ist, deaktivieren und
aktivieren Sie die Links
nacheinander, indem Sie
die Befehle ,IC Link off”
und ,ic Link ON*
verwenden. Wenden Sie
sich an den technischen
Support von NetApp,
wenn das Problem
weiterhin besteht.
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CVO max. Sitzungen pro  WARNUNG
Benutzer Uberschritten

90

Sie haben die maximal
zulassige Anzahl von
Sitzungen pro Benutzer
Uber eine TCP-

Verbindung Uberschritten.

Jede Anforderung zum
Errichten einer Sitzung
wird abgelehnt, bis einige
Sitzungen freigegeben
werden.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: Uberpriifen Sie alle
Anwendungen, die auf
dem Client ausgefiihrt
werden, und beenden Sie
alle, die nicht
ordnungsgeman
funktionieren. Booten Sie
den Client neu. Prifen
Sie, ob das Problem durch
eine neue oder
bestehende Anwendung
verursacht wird: Wenn die
Anwendung neu ist, legen
Sie einen hoheren
Schwellenwert flir den
Client fest, indem Sie den
Befehl ,cifs Option modify
-max-opens-same-file-per
-tree” verwenden. In
einigen Fallen arbeiten
Clients wie erwartet,
erfordern jedoch einen
hoheren Schwellenwert.
Sie sollten Uber erweiterte
Berechtigungen verfligen,
um einen hoheren
Schwellenwert flir den
Client festzulegen. Wenn
das Problem durch eine
vorhandene Anwendung
verursacht wird, kann es
zu einem Problem mit
dem Client kommen.
Wenden Sie sich an den
technischen Support von
NetApp, um weitere
Informationen oder
Unterstltzung zu erhalten.



CVO NetBIOS-Name-
Konflikt

KRITISCH

CVO NFSv4 Store Pool ist KRITISCH

nicht vorhanden

Panik des CVO-Knotens

WARNUNG

Der NetBIOS-
Namensdienst hat von
einem Remotecomputer
eine negative Antwort auf
eine Anfrage zur
Namensregistrierung
erhalten. Dies wird
typischerweise durch
einen Konflikt mit dem
NetBIOS-Namen oder
einem Alias verursacht.
Infolgedessen koénnen
Clients moglicherweise
nicht auf Daten zugreifen
oder eine Verbindung mit
dem richtigen
Datenservice-Node im
Cluster herstellen.

Ein NFSv4-Speicherpool
wurde erschopft.

Dieses Ereignis wird
ausgegeben, wenn ein
Panikzustand eintritt

Flhren Sie eine der
folgenden
KorrekturmalRnahmen
durch: Falls ein Konflikt
mit dem NetBIOS-Namen
oder einem Alias besteht,
fuhren Sie eine der
folgenden Schritte aus:
Ldschen Sie den
doppelten NetBIOS-Alias,
indem Sie den Befehl
"vserver cifs delete
-aliases alias -vserver
vServer" verwenden.
Benennen Sie einen
NetBIOS-Alias um, indem
Sie den doppelten Namen
|6schen und einen Alias
mit einem neuen Namen
mit dem Befehl ,vserver
cifs create -aliases alias
-vServer vServer*
hinzufligen. Wenn keine
Aliase konfiguriert sind
und es einen Konflikt im
NetBIOS-Namen gibt,
benennen Sie den CIFS-
Server mit den Befehlen
Lvserver cifs delete
-vserver vserver und
,vserver cifs create -cifs
-Server netbiosname® um.
HINWEIS: Das Loschen
eines CIFS-Servers kann
auf Daten zugreifen.
Entfernen Sie den
NetBIOS-Namen, oder
benennen Sie das
NetBIOS auf dem
Remotecomputer um.

Wenn der NFS-Server
nach diesem Ereignis
langer als 10 Minuten
nicht mehr reagiert,
wenden Sie sich an den
technischen Support von
NetApp.

Wenden Sie sich an den
NetApp Kundensupport.
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CVO Node Root-Volume-
Speicherplatz niedrig

CVO - nicht vorhandene
Admin-Freigabe

CVO Object Store Host
nicht I6sbar
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KRITISCH

KRITISCH

KRITISCH

Das System hat
festgestellt, dass das
Root-Volumen Uber einen
gefahrlich niedrigen
Speicherplatz verfiigt. Der
Node ist nicht vollstandig
betriebsbereit. Daten-LIFs
sind méglicherweise ein
Failover innerhalb des
Clusters durchgefihrt, da
der NFS- und CIFS-Zugriff
auf den Node begrenzt ist.
Die administrative
Funktion ist auf lokale
Recovery-Verfahren
beschrankt, um
Speicherplatz auf dem
Root-Volume freizugeben.

Vscan-Problem: Ein
Kunde hat versucht, eine
Verbindung zu einer nicht
vorhandenen
ONTAP_ADMIN-Freigabe
zu herstellen.

Der Hostname des
Objektspeicherservers
kann nicht in eine IP-
Adresse aufgelost
werden. Der
Objektspeicher-Client
kann nicht mit dem
Objektspeicher-Server
kommunizieren, ohne sich
auf eine IP-Adresse zu
|6sen. Aus diesem Grund
ist der Zugriff auf Daten
mdglicherweise nicht
moglich.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: Geben Sie
Speicherplatz auf dem
Root-Volume frei, indem
Sie alte Snapshot-Kopien
I6schen, nicht mehr
bendtigte Dateien aus
dem /mroot-Verzeichnis
I6schen oder die Root-
Volume-Kapazitat
erweitern. Booten Sie den
Controller neu. Wenden
Sie sich an den
technischen Support von
NetApp, um weitere
Informationen oder
Unterstltzung zu erhalten.

Stellen Sie sicher, dass
Vscan fir die erwahnte
SVM-ID aktiviert ist. Wenn
Sie Vscan auf einer SVM
aktivieren, wird die
Dateifreigabe von
ONTAP_ADMIN
automatisch fur die SVM
erstellt.

Uberpriifen Sie die DNS-
Konfiguration, um zu
Uberprifen, ob der
Hostname mit einer IP-
Adresse korrekt
konfiguriert ist.



CVO Object Store
Intercluster LIF
ausgefallen

Signature des CVO-
Objektspeichern stimmt
nicht tGberein

Speicherzuordnung von
CVO QoS Monitor

KRITISCH

KRITISCH

KRITISCH

Der Objektspeicher-Client
kann keine
funktionsfahige LIF finden,
die mit dem
Objektspeicher-Server
kommunizieren kann. Der
Node ermdglicht dem
Client-Datenverkehr
zwischen Objekten erst
dann, wenn die
Intercluster LIF
funktionsfahig ist. Aus
diesem Grund ist der
Zugriff auf Daten
moglicherweise nicht
maglich.

Die an den
Objektspeicherserver
gesendete
Anforderungssignatur
stimmt nicht mit der vom
Client berechneten
Signatur Gberein. Aus
diesem Grund ist der
Zugriff auf Daten
madglicherweise nicht
mdglich.

Der dynamische Speicher
des QoS-Subsystems hat
die Grenze fur die aktuelle
Plattform-Hardware
erreicht. Einige QoS-
Funktionen kdnnen mit
einer begrenzten
Kapazitat betrieben
werden.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: Prifen Sie den LIF-
Intercluster-Status mithilfe
des Befehls ,Network
Interface show -role
intercluster”. Uberpriifen
Sie, ob die Intercluster-LIF
ordnungsgeman
konfiguriert und
betriebsbereit ist. Wenn
eine Intercluster-LIF nicht
konfiguriert ist, fligen Sie
sie mithilfe des Befehls
,Network Interface create
-role intercluster” hinzu.

Vergewissern Sie sich,
dass der Schlussel fir den
geheimen Zugriff richtig
konfiguriert ist. Wenn er
korrekt konfiguriert ist,
wenden Sie sich an den
technischen Support von
NetApp, um Hilfe zu
erhalten.

Léschen Sie einige aktive
Workloads oder Streams,
um Speicher
freizumachen. Bestimmen
Sie mithilfe des Befehls
~otatistics show -object
Workload -counter ops®,
welche Workloads aktiv
sind. Aktive Workloads
weisen keine Vorgange
auf. Verwenden Sie dann
mehrmals den Befehl
~Workload delete
<Workload_Name>“, um
bestimmte Workloads zu
entfernen. Alternativ
kdnnen Sie mit dem
Befehl ,Stream delete
-Workload <Workload
Name> ** die
zugeordneten Streams
aus dem aktiven Workload
I6schen.
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Zeitiberschreitung FUR
CVO-LESEDIUM

94

KRITISCH

Ein VORGANG DER
READDIR-Datei hat die
Zeitiberschreitung
Uberschritten, die in WAFL
ausgeflhrt werden darf.
Dies kann wegen sehr
groler oder sparlicher
Verzeichnisse erfolgen.
Eine KorrekturmafRnahme
wird empfohlen.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: Suchen Sie
Informationen, die flr
aktuelle Verzeichnisse
spezifisch sind, bei denen
READDIR-Dateivorgange
ablaufen, indem Sie den
folgenden Befehl 'diag’
Privilege nodeshell CLI
verwenden: WAFL readdir
notice show. Prifen Sie,
ob Verzeichnisse als
wenig angezeigt werden
oder nicht: Wenn ein
Verzeichnis als wenig
angegeben wird, wird
empfohlen, den Inhalt des
Verzeichnisses in ein
neues Verzeichnis zu
kopieren, um die
Sparseness der
Verzeichnisdatei zu
entfernen. Wenn ein
Verzeichnis nicht als diinn
angegeben wird und das
Verzeichnis grof ist, wird
empfohlen, die GroRRe der
Verzeichnisdatei zu
reduzieren, indem die
Anzahl der Dateieintrage
im Verzeichnis verringert
wird.



CVO-Verlagerung des
Speicherpools
fehlgeschlagen

KRITISCH

Dieses Ereignis tritt
wahrend der
Verschiebung eines
Aggregats auf, wenn der
Ziel-Node nicht die
Objektspeicher erreichen
kann.

Fihren Sie die folgenden
Korrekturmaflinahmen
durch: Vergewissern Sie
sich, dass lhre Intercluster
LIF online und
funktionsfahig ist, indem
Sie den Befehl ,Network
Interface show*
verwenden. Uberpriifen
Sie die
Netzwerkverbindung mit
dem Objektspeicher-
Server mithilfe des ,Ping“-
Befehls Uber das Ziel-
Node Intercluster LIF.
Uberpriifen Sie, ob sich
die Konfiguration Ihres
Objektspeichers nicht
geandert hat und ob die
Login- und
Konnektivitatsinformatione
n noch korrekt sind, indem
Sie den Befehl ,Aggregate
object-Store config show*
verwenden. Alternativ
kénnen Sie den Fehler
Uber den Parameter
,Override-Destination-
Checks" des Befehls
»Relocation®
Uberschreiben. Wenden
Sie sich an den
technischen Support von
NetApp, um weitere
Informationen oder
Unterstutzung zu erhalten.
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CVO Shadow Copy
fehlgeschlagen

CVO Storage VM Stop
erfolgreich durchgeflhrt

CVO zu viele CIFS-
Authentifizierung

Nicht zugewiesene CVO-
Festplatten

96

KRITISCH

INFO

WARNUNG

INFO

Ein Volume Shadow Copy
Service (VSS), ein
Backup- und
Wiederherstellungsdienst
fur Microsoft Server, ist
fehlgeschlagen.

Diese Meldung tritt auf,
wenn eine Operation
.vserver stop“ erfolgreich
ist.

Viele
Authentifizierungsverhandl|
ungen sind gleichzeitig
aufgetreten. Es gibt 256
unvollstéandige neue
Sitzungsanfragen dieses
Kunden.

System verfligt Uber nicht
zugewiesene Festplatten
— Kapazitat wird
verschwendet.
Moglicherweise ist bei
Ihrem System eine
fehlerhafte Konfiguration
oder ein Teil der
Konfigurationsanderungen
zu finden.

Uberprifen Sie Folgendes
anhand der in der
Ereignismeldung
angegebenen
Informationen: Ist die
Konfiguration der
Schattenkopie aktiviert?
Sind die entsprechenden
Lizenzen installiert? Auf
welchen Freigaben wird
der
Schattenkopiervorgang
durchgefuhrt? Ist der
Share-Name korrekt? Gibt
es den Share-Pfad? Wie
lauten die Zustande des
Schattenkopie-Satzes und
seiner Schattenkopien?

Verwenden Sie den Befehl
,vserver Start“, um den
Datenzugriff auf einer
Storage-VM zu starten.

Untersuchen Sie, warum
der Client 256 oder mehr
neue
Verbindungsanfragen
erstellt hat.
Moéglicherweise missen
Sie den Anbieter des
Clients oder der
Anwendung kontaktieren,
um festzustellen, warum
der Fehler aufgetreten ist.

Flhren Sie die folgenden
KorrekturmaRnahmen
durch: Bestimmen Sie
mithilfe des Befehls ,Disk
show -n“, welche
Festplatten nicht
zugewiesen werden.
Weisen Sie die
Festplatten einem System
Uber den Befehl ,Disk
assign“ zu.



CVO nicht autorisierter
Benutzerzugriff auf die
Administratorfreigabe

CVO-Virus erkannt

CVO Volume offline

CVO-Volume beschrankt

Zurlck nach oben

WARNUNG

WARNUNG

INFO

INFO

Ein Kunde hat versucht,
eine Verbindung zu der
privilegierten Version von
ONTAP_ADMIN
herzustellen, obwohl der
angemeldete Benutzer
kein berechtigter Benutzer
ist.

Ein Vscan-Server hat
einen Fehler an das
Speichersystem gemeldet.
Dies bedeutet in der
Regel, dass ein Virus
gefunden wurde. Andere
Fehler auf dem Vscan-
Server kdnnen jedoch
dieses Ereignis
verursachen. Der Client-
Zugriff auf die Datei wird
verweigert. Der Vscan-
Server kann je nach
Einstellungen und
Konfiguration die Datei
bereinigen, in Quarantane
stellen oder I6schen.

Diese Meldung gibt an,
dass ein Volume offline
geschaltet wird.

Dieses Ereignis zeigt an,
dass ein flexibles Volume
eingeschrankt wird.

SnapMirror fiir Business Continuity (SMBC) Mediator Log Monitore

Monitorname

ONTAP Mediator
hinzugefugt

Schweregrad

INFO

Beschreibung Des
Monitors

Diese Meldung tritt auf,
wenn ONTAP Mediator
erfolgreich in einem
Cluster hinzugefuigt
wurde.

Fihren Sie die folgenden
KorrekturmalRnahmen
durch: Stellen Sie sicher,
dass der angegebene
Benutzername und die IP-
Adresse in einem der
aktiven Vscan-
Scannerpools konfiguriert
sind. Uberpriifen Sie die
Konfiguration des
Scannerpools, die derzeit
aktiv ist, indem Sie den
Befehl ,vserver vscan
Scanner Pool show-
Active® verwenden.

Prifen Sie das Protokoll
des Vscan-Servers, der im
Ereignis ,syslog“ gemeldet
wurde, um zu sehen, ob
die infizierte Datei
erfolgreich bereinigt,
isoliert oder geldscht
werden konnte. Wenn
dies nicht mdglich war,
muss der
Systemadministrator die
Datei moglicherweise
manuell I16dschen.

Versetzen Sie das Volume
wieder in den Online-
Modus.

Versetzen Sie das Volume
wieder in den Online-
Modus.

Korrekturmafnahme

Keine
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Zugriff auf ONTAP KRITISCH

Mediator nicht mdglich

ONTAP Mediator entfernt INFO

ONTAP Mediator nicht WARNUNG
erreichbar
SMBC CA-Zertifikat KRITISCH

abgelaufen

98

Diese Meldung tritt auf,
wenn entweder der
ONTAP Mediator neu
verwendet wird oder das
Mediator-Paket nicht mehr
auf dem Mediator-Server
installiert ist. Daher ist ein
SnapMirror Failover nicht
mdglich.

Diese Meldung tritt auf,
wenn der ONTAP
Mediator erfolgreich aus
einem Cluster entfernt
wurde.

Diese Meldung tritt auf,
wenn der ONTAP-
Mediator auf einem
Cluster nicht erreichbar
ist. Daher ist ein
SnapMirror Failover nicht
maglich.

Diese Meldung wird
angezeigt, wenn das
Zertifikat der ONTAP
Mediator-
Zertifizierungsstelle (CA)
abgelaufen ist. Dadurch
wird eine weitere
Kommunikation zum
ONTAP Mediator nicht
maoglich sein.

Entfernen Sie die
Konfiguration des
aktuellen ONTAP
Mediators mithilfe des
Befehls ,snapmirror
Mediator remove®.
Konfigurieren Sie den
Zugriff auf den ONTAP
Mediator mit dem Befehl
»Shapmirror Mediator add”
neu.

Keine

Uberprifen Sie die
Netzwerkverbindung zum
ONTAP Mediator mithilfe
der Befehle ,Netzwerk
ping“ und ,Network
traceroute®. Wenn das
Problem weiterhin
besteht, entfernen Sie die
Konfiguration des
aktuellen ONTAP
Mediators mithilfe des
Befehls ,snapmirror
Mediator remove®.
Konfigurieren Sie den
Zugriff auf den ONTAP
Mediator mit dem Befehl
»snapmirror Mediator add*“
neu.

Entfernen Sie die
Konfiguration des
aktuellen ONTAP
Mediators mithilfe des
Befehls ,snapmirror
Mediator remove®.
Aktualisieren eines neuen
CA-Zertifikats auf dem
ONTAP Mediator-Server.
Konfigurieren Sie den
Zugriff auf den ONTAP
Mediator mit dem Befehl
»snapmirror Mediator add”
neu.



SMBC CA-Zertifikat [auft WARNUNG
ab

SMBC-Clientzertifikat
abgelaufen

KRITISCH

SMBC-Clientzertifikat lauft WARNUNG
ab

Diese Meldung erscheint,
wenn das Zertifikat der
ONTAP Mediator-
Zertifizierungsstelle (CA)
innerhalb der nachsten 30
Tage auslauft.

Diese Meldung wird
angezeigt, wenn das
Zertifikat des ONTAP
Mediator-Clients
abgelaufen ist. Dadurch
wird eine weitere
Kommunikation zum
ONTAP Mediator nicht
moglich sein.

Diese Meldung tritt auf,
wenn das ONTAP
Mediator-Clientzertifikat
innerhalb der nachsten 30
Tage ablauft.

Entfernen Sie vor Ablauf
dieses Zertifikats die
Konfiguration des
aktuellen ONTAP
Mediators mithilfe des
Befehls ,snapmirror
Mediator remove*.
Aktualisieren eines neuen
CA-Zertifikats auf dem
ONTAP Mediator-Server.
Konfigurieren Sie den
Zugriff auf den ONTAP
Mediator mit dem Befehl
»snhapmirror Mediator add”
neu.

Entfernen Sie die
Konfiguration des
aktuellen ONTAP
Mediators mithilfe des
Befehls ,snapmirror
Mediator remove*.
Konfigurieren Sie den
Zugriff auf den ONTAP
Mediator mit dem Befehl
»snapmirror Mediator add*“
neu.

Entfernen Sie vor Ablauf
dieses Zertifikats die
Konfiguration des
aktuellen ONTAP
Mediators mithilfe des
Befehls ,snapmirror
Mediator remove*.
Konfigurieren Sie den
Zugriff auf den ONTAP
Mediator mit dem Befehl
»snapmirror Mediator add*“
neu.
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SMBC-Beziehung aus
Sync Hinweis: UM hat
diese nicht

SMBC-Serverzertifikat
abgelaufen

SMBC-Serverzertifikat
lauft ab
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KRITISCH

KRITISCH

WARNUNG

Diese Meldung erscheint,
wenn eine SnapMirror for
Business Continuity
(SMBC)-Beziehung den
Status ,in-Sync® zu ,out-
of-Sync* andert. Aufgrund
dieser RPO=0 wird die
Datensicherung
unterbrochen.

Diese Meldung tritt auf,
wenn das Zertifikat des
ONTAP Mediator-Servers
abgelaufen ist. Dadurch
wird eine weitere
Kommunikation zum
ONTAP Mediator nicht
mdglich sein.

Diese Meldung tritt auf,
wenn das Zertifikat des
ONTAP Mediator-Servers
innerhalb der nachsten 30
Tage ablauft.

Uberpriifen Sie die
Netzwerkverbindung
zwischen Quell- und Ziel-
Volumes. Uberwachen Sie
den SMBC-
Beziehungsstatus mithilfe
des Befehls ,snapmirror
show* auf dem Ziel und
unter Verwendung des
Befehls ,snapmirror list-
destinations” auf der
Quelle. Die automatische
Neusynchronisierung
versucht, die Beziehung
wieder auf den Status ,im
synchronen® zu bringen.
Falls die
Resynchronisierung
fehlschlagt, Gberprifen
Sie, ob alle Nodes im
Cluster sich im Quorum
befinden und sich in
einem ordnungsgemalen
Zustand befinden.

Entfernen Sie die
Konfiguration des
aktuellen ONTAP
Mediators mithilfe des
Befehls ,snapmirror
Mediator remove*.
Aktualisieren eines neuen
Serverzertifikats auf dem
ONTAP Mediator-Server.
Konfigurieren Sie den
Zugriff auf den ONTAP
Mediator mit dem Befehl
~snapmirror Mediator add”
neu.

Entfernen Sie vor Ablauf
dieses Zertifikats die
Konfiguration des
aktuellen ONTAP
Mediators mithilfe des
Befehls ,snapmirror
Mediator remove*.
Aktualisieren eines neuen
Serverzertifikats auf dem
ONTAP Mediator-Server.
Konfigurieren Sie den
Zugriff auf den ONTAP
Mediator mit dem Befehl
»snapmirror Mediator add*®
neu.



Zuruck nach oben

Zusatzliche Monitore fiir Stromversorgung, Heartbeat und Sonstiges System

Monitorname Schweregrad

Erkannte Festplatten- INFORMATIV

Shelf-Stromversorgung

Netzteil Der Platten-Shelfs INFORMATIV
Entfernt

MetroCluster KRITISCH
Automatische ungeplante

Umschaltung deaktiviert

MetroCluster KRITISCH
Speicherbriicke nicht

erreichbar

MetroCluster- KRITISCH
Brickentemperatur

anormal - unter kritisch

Beschreibung Des
Monitors

Diese Meldung tritt auf,
wenn dem Festplatten-
Shelf ein Netzteil
hinzugefltigt wird.

Diese Meldung tritt auf,
wenn ein Netzteil aus dem
Festplatten-Shelf entfernt
wird.

Diese Meldung tritt auf,
wenn die Funktion zur
automatischen
ungeplanten Umschaltung
deaktiviert ist.

Die Speicherbrucke ist
Uber das
Managementnetzwerk
nicht erreichbar

Der Sensor auf der Fibre
Channel-Bridge meldet
eine Temperatur, die unter
dem kritischen
Schwellenwert liegt.

KorrekturmaBnahme

KEINE

KEINE

Fihren Sie den Befehl
.MetroCluster modify
-Node-Name
<nodename> -automatic
-Switchover-onFailure
True” fir jeden Node im
Cluster aus, um die
automatische
Umschaltung zu
ermoglichen.

1) Wenn die Bridge durch
SNMP Uberwacht wird,
Uberprifen Sie, ob die
Knoten-Management-LIF
Uber den Befehl ,Network
Interface show* verfigt.
Stellen Sie sicher, dass
die Bridge aktiv ist, indem
Sie den Befehl ,Network
ping“ verwenden. 2) Wenn
die Bridge im Band
Uberwacht wird,
Uberprifen Sie die Fabric-
Verkabelung zur Bridge
und stellen Sie dann
sicher, dass die Bridge
eingeschaltet ist.

1) Uberpriifen Sie den
Betriebsstatus der Lufter
auf der Speicherbriicke. 2)
Uberpriifen Sie, ob die
Briicke unter den
empfohlenen
Temperaturbedingungen
funktioniert.
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Monitorname

MetroCluster-
Bruckentemperatur
anormal - Uber kritisch

MetroCluster Aggregat
links ab

102

Schweregrad

KRITISCH

WARNUNG

Beschreibung Des
Monitors

Der Sensor auf der Fibre
Channel-Bridge meldet
eine Temperatur, die Uber
dem kritischen
Schwellenwert liegt.

Das Aggregat wurde
wahrend des
Umschalttaschens
zurtckgelassen.

KorrekturmaBnahme

1) Uberpriifen Sie den
Betriebsstatus des
Chassis-
Temperatursensor auf der
Storage Bridge mit dem
Befehl ,Storage Bridge
show -cooling*“. 2)
Uberpriifen Sie, ob die
Speicherbriicke unter den
empfohlenen
Temperaturbedingungen
funktioniert.

1) Uberprifen Sie den
Aggregatzustand mit dem
Befehl ,aggr show*. 2)
Wenn das Aggregat online
ist, geben Sie es mit dem
Befehl ,MetroCluster
switchback” an seinen
urspriinglichen
Eigentimer zurtck.



Monitorname Schweregrad

Alle Links zwischen KRITISCH
MetroCluster-Partnern
sind ausgefallen

MetroCluster Partner tGber KRITISCH
Peering-Netzwerk nicht
erreichbar

Beschreibung Des
Monitors

RDMA Interconnect-
Adapter und Intercluster
LIFs haben beschadigte
Verbindungen mit dem
Peering-Cluster bzw. der
Peering-Cluster ist
ausgefallen.

Die Konnektivitat zum
Peer-Cluster ist
unterbrochen.

KorrekturmaBnahme

1) Stellen Sie sicher, dass
die Intercluster LIFs
betriebsbereit sind und
ausgefuhrt werden.
Reparieren Sie die
Intercluster-LIFs, wenn sie
ausgefallen sind. 2)
Uberpriifen Sie, ob der
Peering-Cluster mit dem
Befehl ,Cluster Peer ping*
betriebsbereit ist und
ausgefluhrt wird. Sollte das
Peering Cluster ausfallen,
sind Sie im MetroCluster
Leitfaden fur Disaster
Recovery zu finden. 3)
Uberpriifen Sie bei Fabric
MetroCluster, ob die ISLs
der Back-End-Fabric-
Strategie verfugbar sind.
Reparieren Sie die ISLs
des Back-End Fabric,
wenn sie ausgefallen sind.
4) Uberpriifen Sie bei
nicht-Fabric-
Konfigurationen mit
MetroCluster, ob die
Verkabelung zwischen
den RDMA Interconnect
Adaptern korrekt ist.
Konfigurieren Sie die
Verkabelung neu, wenn
die Links ausgefallen sind.

1) Stellen Sie sicher, dass
der Port mit dem richtigen
Netzwerk/Switch
verbunden ist. 2) Stellen
Sie sicher, dass die
Intercluster LIF mit dem
Peering Cluster
verbunden ist. 3) Stellen
Sie sicher, dass der
Peering-Cluster durch den
Befehl ,Cluster Peer ping“
betriebsbereit ist und
ausgefuhrt wird. Sollte das
Peering Cluster ausfallen,
lesen Sie den
MetroCluster Leitfaden fiir
Disaster Recovery nach.
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Monitorname

MetroCluster Inter KRITISCH
Schalten Sie alle

Verbindungen ab

Link zu MetroCluster- WARNUNG

Knoten zu Storage-Stack
SAS ausgefallen

MetroClusterFC Initiator ~ KRITISCH
Links ausgefallen

FC-VI Interconnect-Link KRITISCH
ausgefallen

104

Schweregrad

Beschreibung Des
Monitors

Alle Inter-Switch Links
(ISLs) auf dem Storage
Switch sind ausgefallen.

Der SAS-Adapter oder
das angeschlossene
Kabel befinden sich
moglicherweise auf dem
Fehler.

Der FC-Initiator-Adapter
befindet sich auf einem
Fehler.

Die physische Verbindung
auf dem FC-VI-Port ist
offline.

KorrekturmaBnahme

1) Reparieren Sie die ISLs
des Back-End Fabric auf
dem Storage Switch. 2)
sicherstellen dass der
Partner-Switch an ist und
seine ISLs betriebsbereit
sind. 3) sicherstellen, dass
Zwischengerate, wie z.B.
xWDM-Geréte,
betriebsbereit sind.

1. Vergewissern Sie sich,
dass der SAS-Adapter
online ist und ausgefiihrt
wird. 2. Uberpriifen Sie,
ob die physische
Kabelverbindung sicher
und in Betrieb ist, und
ersetzen Sie das Kabel
ggf.. 3. Wenn der SAS-
Adapter mit Festplatten-
Shelfs verbunden ist,
stellen Sie sicher, dass
EAMs und Festplatten
ordnungsgeman
eingesetzt sind.

1. Stellen Sie sicher, dass
der FC-Initiator-Link nicht
manipuliert wurde. 2.
Uberpriifen Sie den
Betriebsstatus des FC
Initiator-Adapters mit dem
Befehl ,System Node run
-Node local -command
Storage show Adapter*.

1. Stellen Sie sicher, dass
der FC-VI-Link nicht
manipuliert wurde. 2.
Uberpriifen Sie mit dem
Befehl ,MetroCluster
Interconnect Adapter
show", ob der physische
Status des FC-VI-
Adapters ,up” lautet. 3.
Wenn die Konfiguration
Fabric Switches umfasst,
stellen Sie sicher, dass sie
ordnungsgemal’ verkabelt
und konfiguriert sind.



Monitorname

MetroCluster Spare-
Festplatten Ubrig

Port der MetroCluster-
Speicherbriicke unten

Fehler bei den
MetroCluster Storage-
Switch-Liftern

MetroCluster-
Speicherschalter nicht
erreichbar

Schweregrad

WARNUNG

KRITISCH

KRITISCH

KRITISCH

Beschreibung Des
Monitors

Die Ersatzfestplatte wurde
wahrend des
Umschalttaschens
zuruckgelassen.

Der Port auf der
Speicherbriicke ist offline.

Der Lufter am
Speicherschalter ist
fehlgeschlagen.

Der Storage-Switch ist
Uber das
Managementnetzwerk
nicht erreichbar.

KorrekturmaBnahme

Wenn die Festplatte nicht
ausgemustert wird,
senden Sie sie mit dem
Befehl ,MetroCluster
switchback® an den
ursprunglichen
Eigentiimer zuriick.

1) Uberprifen Sie den
Betriebsstatus der Ports
auf der Speicherbriicke
mit dem Befehl ,Storage
Bridge show -Ports". 2)
Uberprifung der logischen
und physischen
Verbindung zum Port

1) Stellen Sie sicher, dass
die Lufter im Switch
ordnungsgeman
funktionieren, indem Sie
den Befehl ,Storage
Switch show -cooling*
verwenden. 2) Stellen Sie
sicher, dass die LlUfter-
FRUs ordnungsgeman
eingesetzt und
betriebsbereit sind.

1) Stellen Sie sicher, dass
die Node-Management-
LIF Gber den Befehl
.Network Interface show*"
verfugt. 2) Stellen Sie
sicher, dass der Switch
aktiv ist, indem Sie den
Befehl ,Network ping"
verwenden. 3) Stellen Sie
sicher, dass der Switch
uber SNMP erreichbar ist,
indem Sie seine SNMP-
Einstellungen nach der
Anmeldung am Switch
Uberprifen.
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Monitorname Schweregrad

MetroCluster-Switch- KRITISCH

Netzteile fehlgeschlagen

Fehler beim MetroCluster- KRITISCH
Schalter der
Temperatursensoren

MetroCluster-Schalter KRITISCH

Temperatur anormal
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Beschreibung Des
Monitors

Eine Netzteileinheit am
Speicherschalter ist nicht
funktionsfahig.

Der Sensor am Fibre
Channel-Switch ist
fehlgeschlagen.

Der Temperatursensor am
Fibre Channel-Schalter
meldet eine anormale
Temperatur.

KorrekturmaBnahme

1) Uberpriifen Sie die
Fehlerdetails mit dem
Befehl ,Storage Switch
show -error -Switch-Name
<swtich name>“. 2)
Identifizieren Sie das
fehlerhafte Netzteil mit
dem Befehl ,Storage
Switch show -Power
-Switch-Name <switch
name>*“. 3) Stellen Sie
sicher, dass das Netztell
ordnungsgemal in das
Gehause des
Speicherschalters
eingesetzt und voll
funktionsfahig ist.

1) Uberprifen Sie den
Betriebsstatus der
Temperatursensoren am
Speicherschalter mit dem
Befehl ,Storage Switch
show -cooling®. 2)
Uberpriifen Sie, ob der
Schalter unter den
empfohlenen
Temperaturbedingungen
funktioniert.

1) Uberpriifen Sie den
Betriebsstatus der
Temperatursensoren am
Speicherschalter mit dem
Befehl ,Storage Switch
show -cooling®. 2)
Uberpriifen Sie, ob der
Schalter unter den
empfohlenen
Temperaturbedingungen
funktioniert.



Monitorname

Heartbeat Des Service-
Prozessors Nicht Erreicht

Schweregrad

INFORMATIV

Beschreibung Des
Monitors

Diese Meldung tritt auf,
wenn ONTAP kein
erwartetes ,Heartbeat"-
Signal vom Service-
Prozessor (SP) empfangt.
Zusammen mit dieser
Meldung werden
Protokolldateien vom SP
zum Debuggen
ausgesendet. ONTAP
setzt den SP zurlick, um
die Kommunikation
wiederherzustellen. Der
SP ist wahrend eines
Neustarts fur bis zu zwei
Minuten nicht verflgbar.

KorrekturmaBnahme

Wenden Sie sich an den
technischen Support von
NetApp.
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Monitorname Schweregrad

Der Heartbeat Des WARNUNG

Service-Prozessors
Wurde Angehalten

Zurick nach oben

Weitere Informationen

* "Anzeigen und Fehlstellen von Warnungen"

Beschreibung Des
Monitors

Diese Meldung tritt auf,
wenn ONTAP keine
Heartbeats mehr vom
Service-Prozessor (SP)
empfangt. Je nach
Hardwaredesign kann das
System weiterhin Daten
bereitstellen oder das
Herunterfahren
bestimmen, um
Datenverluste oder
Hardware-Schaden zu
vermeiden. Das System
stellt weiterhin Daten
bereit, da der SP jedoch
mdglicherweise nicht
funktioniert, kann das
System keine
Benachrichtigungen tber
heruntergekommen
Appliances, Boot-Fehler
oder Open Firmware
(OFW) Power-On Self-
Test (POST)-Fehler
senden. Wenn lhr System
so konfiguriert ist,
generiert und Ubertragt
eine AutoSupport-
Meldung (oder ,Call
Home") an den
technischen Support von
NetApp und an die
konfigurierten Ziele. Die
erfolgreiche Bereitstellung
einer AutoSupport-
Botschaft verbessert die
Problembestimmung und
-Lésung erheblich.

KorrekturmaBnahme

Wenn das System
heruntergefahren wurde,
versuchen Sie ein
schwieriges Ausschalten:
Ziehen Sie den Controller
aus dem Chassis heraus,
driicken Sie ihn zurick,
und schalten Sie das
System ein. Wenden Sie
sich an den technischen
Support von NetApp,
wenn das Problem nach
dem aus- und
Wiedereinschalten oder
andere moglicherweise
Aufmerksamkeitsbedingun
gen weiterhin besteht.

E-Mail-Benachrichtigungen Werden Konfiguriert

Sie kdnnen eine E-Mail-Liste fir abonnementbezogene Benachrichtigungen sowie eine

globale E-Mail-Liste mit Empfangern fur die Benachrichtigung Uber

Schwellenverletzungen fur Leistungsrichtlinien konfigurieren.
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Um die Einstellungen fir Benachrichtigungen-E-Mail-Empfanger zu konfigurieren, gehen Sie zur Seite Admin
> Benachrichtigungen und wahlen Sie die Registerkarte E-Mail aus.

Subscription Notification Recipients

Send subscription related notifications to the following:
All Account Owners

All Monitor & Optimize Administrators

Additional Email Addresses

name@email.com X

Global Monitor Notification Recipients

Default email recipients for monitor related notifications:
[] All Account Owners

All Monitor & Optimize Administrators

[ Additional Email Addresses

Save

Empfanger Fur Abonnementbenachrichtigung

Um Empfanger fir abonnementbezogene Ereignisbenachrichtigungen zu konfigurieren, gehen Sie zum
Abschnitt ,Empfanger fir Abonnementbenachrichtigungen®. Sie kbnnen wahlen, dass E-Mail-
Benachrichtigungen flir abonnierte Ereignisse an einen oder alle der folgenden Empfanger gesendet werden:

* Alle Account-Inhaber

 Alle Monitor & Optimize Administratoren

 Zusatzliche E-Mail-Adressen, die Sie angeben

Im Folgenden finden Sie Beispiele flr die Art von Benachrichtigungen, die gesendet werden kénnen, und

Benutzeraktionen, die Sie durchfiihren kdnnen.

Hinweis:

Testversion oder Abonnement wurde aktualisiert

Das Abonnement lauft in 90 Tagen ab das
Abonnement lauft in 30 Tagen ab

Die Testversion endet in 2 Tagen

Benutzeraktion:

Lesen Sie die Abonnementdetails auf der
"Abonnement" Seite

Bei Aktivierung von ,,Automatische Verlangerung® sind
keine MaRnahmen erforderlich. Wenden Sie sich an
den NetApp Vertrieb, um das Abonnement zu
verlangern

Testversion von der Seite erneuern"Abonnement”. Sie
konnen eine einmalige Testversion erneuern. Wenden
Sie sich an den NetApp Vertrieb, um ein Abonnement
zu erwerben
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Testversion oder Abonnement abgelaufen Konto wird Wenden Sie sich an den NetApp Vertrieb, um ein
das Sammeln von Daten in 48 Stunden beendet Abonnement zu erwerben
Konto wird nach 48 Stunden geldscht

Um sicherzustellen, dass lhre Empfanger Benachrichtigungen von Data Infrastructure Insights
erhalten, figen Sie die folgenden E-Mail-Adressen zu beliebigen ,Zulassen®-Listen hinzu:
+ accounts@service.cloudinsights.netapp.com

» DoNotReply@cloudinsights.netapp.com

Globale Empfangerliste fiir Warnungen

Fir jede Aktion der Warnmeldung werden E-Mail-Benachrichtigungen an die Benachrichtigungsliste gesendet.
Sie kdnnen Benachrichtigungen an eine globale Empfangerliste senden.

Wahlen Sie zum Konfigurieren von Empfangern fur globale Warnmeldungen die gewtinschten Empfanger im
Abschnitt Empfanger fiir globale Monitorbenachrichtigungen aus.

Sie kénnen die globale Empfangerliste fir einen einzelnen Monitor immer tberschreiben, wenn Sie den
Monitor erstellen oder andern.

ONTAP Data Collector-Benachrichtigungen haben Vorrang vor allen spezifischen Monitoring-
Benachrichtigungen, die fir den Cluster/den Datensammler relevant sind. Die Empfangerliste,
@ die Sie fur den Data Collector selbst festgelegt haben, erhalt die Warnungen zum
Datensammler. Wenn keine aktiven Warnungen zur Datenerfassung vorhanden sind, werden
die von Monitor erzeugten Warnmeldungen an bestimmte Uberwachungsempfanger gesendet.

Bearbeiten von Benachrichtigungen fiur ONTAP

Sie kdnnen Benachrichtigungen fir ONTAP-Cluster andern, indem Sie in der oberen rechten Dropdown-Liste
auf einer Storage-Landing-Page ,,_Benachrichtigungen bearbeiten* auswahlen.

Z Edit ¥
Poll Again
Postpone 3 Days
Postpone 7 Days
Postpone 30 Days

Edit Motifications

Von hier aus kénnen Sie Benachrichtigungen fur kritische, Warn-, Informations- und/oder geldste
Warnmeldungen festlegen. Jedes Szenario kann die Liste der globalen Empfanger oder andere von Ihnen
ausgewahlte Empfanger benachrichtigen.
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Edit Notifications X

By Email
Notify team on Send to m
O clobal Monitor Recipient List
Critical, Warn... =
(® other Email Recipients
email@email.one %
email2@email2.two X |
Notify team on Send to m

ved (® Global Monitor Recipient List
Resolve hd

(O other Email Recipients

[ ] Bywebhook

Enable webhook notification to add recipients

Webhook-Benachrichtigungen

Benachrichtigung liber Webhooks

Mit Webhooks konnen Benutzer Uber einen benutzerdefinierten Webhook-Kanal
Benachrichtigungen an verschiedene Anwendungen senden.

Viele kommerzielle Anwendungen unterstitzen Webhooks als Standard-Input-Schnittstelle, zum Beispiel
Slack, PagerDuty, Teams und Discord unterstlitzen Webhooks. Durch die Unterstlitzung eines generischen,
anpassbaren Webhook-Kanals kann Data Infrastructure Insights viele dieser Bereitstellungskanale
unterstitzen. Informationen zu Webhooks finden Sie auf diesen Anwendungs-Websites. Slack bietet zum
Beispiel "Dieser Leitfaden ist hilfreich".

Sie kbnnen mehrere Webhook-Kanale erstellen, jeden Kanal flr einen anderen Zweck ausgerichtet; separate
Anwendungen, verschiedene Empfanger, etc..
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https://api.slack.com/messaging/webhooks

Die Instanz des Webhook-Kanals besteht aus folgenden Elementen:

Name Eindeutiger Name

URL Webhook-Ziel-URL, einschlie3lich der Prafix http./
oder https.// zusammen mit den url-Params

Methode GET, POST - Standard ist POST

Benutzerdefinierte Kopfzeile Geben Sie hier alle benutzerdefinierten Kopfzeilen an

Nachrichtentext Setzen Sie den Text lhrer Nachricht hier ein

Standardwarnparameter Listet die Standardparameter fur den Webhook auf

Benutzerdefinierte Parameter und Geheimnisse Benutzerdefinierte Parameter und Geheimnisse

ermoglichen es lhnen, eindeutige Parameter und
sichere Elemente wie Passworter hinzuzufligen

Erstellen eines Webhook

Um einen Data Infrastructure Insights Webhook zu erstellen, gehen Sie zu Admin > Benachrichtigungen und
wahlen Sie die Registerkarte Webhooks aus.

Das folgende Bild zeigt einen Beispiel-Webhook, der fir Slack konfiguriert ist:
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Edit a Webhook

Name

Slack Test

Template Type

Slack v

URL

hitps:/ hooks.slack.com/services/<token=

Method
FOST -

Custom Header

Content-Type: application/json
Accept: application/json

b

Message Body

"blocks":[

"type™: "saction",
"t "]
"type":"mrkdwn",
"taxt";"*Cloud Insights Alert - 2c%alertid %
Sevarity - *%severity20e™"
¥ .

L5 )
r £

Cancel ‘ ‘ Test Webhook Save Webhook

Geben Sie die entsprechenden Informationen fir die einzelnen Felder ein, und klicken Sie anschlieRend auf
»opeichern®.

Sie kdnnen auch auf die Schaltflache "Webhook testen” klicken, um die Verbindung zu testen. Beachten Sie,
dass der Nachrichtentext (ohne Ersatz) entsprechend der ausgewahlten Methode an die definierte URL
gesendet wird.

Data Infrastructure Insights Webhooks umfassen eine Reihe von Standardparametern. Au3erdem kénnen Sie
eigene benutzerdefinierte Parameter oder Geheimnisse erstellen.
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Default Alert Parameters

Name
%o%alertDescription%a%o

Ya%alertid®e%s

2% alertRelativelrl%:%

Yo%metricName%:%0
Bp%monitorMamefa’
%o%objectTypelods
Yo%oseveritydo%o
%u%alertCondition%a%
Yo%ctriggerTime%®o
Yo%etriggerTimeEpochado
So%etriggeredOn%%%
%o%valueteo

%o%cloudinsightsLogoUrl%%

%o%ecloudinsightsHostname%6%

Description
Alert description
AlertID

Relative URL to the Alert page. To build alert link use
hitps://%%cloudinsightsHostMame®:%%%alertRelativeUrl%%

Monitored metric

Monitor name

Monitored object type

Alert saverity level

Alert condition

Alert trigger time in GMT (Tue, 27 Oct 2020 01:20:30 GMT’)
Alert trigger time in Epoch format (milliseconds)
Triggered On (key:value pairs separated by commas)
Metric value that triggered the alert

Cloud Insights logo URL

Cloud Insights Hostname (concatenate with relative URL to build
alert link}

Custom Parameters and Secrets ©

Name

Mo Data Available

Parameter: Was sind sie und wie benutze ich sie?

Value

Description

Bei den Alarmparametern handelt es sich um dynamische Werte, die pro Meldung ausgefullt werden.
Beispielsweise wird der Parameter %% TriggeredOn% % durch das Objekt ersetzt, auf dem die Warnung
ausgeldst wurde.

Sie kénnen ein beliebiges Objektattribut (z. B. Speichername) als Parameter zu einem Webhook hinzufligen.
Sie kdnnen beispielsweise Parameter flr den Volume-Namen und den Speichernamen in einer Webhook-
Beschreibung wie: ,Hohe Latenz fur Volume: % %relatedObject.volume.name %%, Speicher:
%%relatedObject.storage.name%%".
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Beachten Sie, dass in diesem Abschnitt beim Klicken auf die Schaltflache ,Webhook testen” Substitutionen Not
durchgefuhrt werden. Die Schaltflache sendet eine Nutzlast, die die % Substitutionen anzeigt, sie jedoch nicht
durch Daten ersetzt.

Benutzerdefinierte Parameter und Geheimnisse

In diesem Abschnitt kbnnen Sie benutzerdefinierte Parameter und/oder Geheimnisse hinzufiigen, die Sie
wunschen. Aus Sicherheitsgrinden kann dieser Webhook-Kanal nur dann geandert werden, wenn ein
Geheimnis definiert ist. Es ist schreibgeschitzt fur andere. Sie kdnnen Geheimnisse in URL/Headern als
%%<secret_ Name>% verwenden.

Seite ,,Webhooks List*

Auf der Listenseite Webhooks werden der Name, erstellt von, erstellt am, Status, sicher, und zuletzt gemeldete
Felder.

Wahlen Sie Webhook Notification in einem Monitor

Um die Webhook-Benachrichtigung in einem auszuwahlen"Uberwachen"”, gehen Sie zu Alarme > Monitore
verwalten und wahlen den gewlinschten Monitor aus, oder figen Sie einen neuen Monitor hinzu. Wahlen Sie
im Abschnitt ,, Team notifications__ einrichten die Option ,Webhook" als Bereitstellungsmethode aus. Wahlen
Sie die Alarmstufen (kritisch, Warnung, gel6st), und wahlen Sie dann den gewlinschten Webhook.

e Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Motify team on Use Webhook m

Critical, Warning, Resolved - Please Select -

ci-alerts-notifications-dev

ci-alerts-notifications-aa

Beispiele Fiir Webhook:

Webhooks fiir "Slack" Webhooks "PagerDuty"fir Webhooks "Teams Aus""Abschnur"”

Beispiel fur den Webhook fur die Kabeltrennleitung

Mit Webhooks kdnnen Benutzer Uber einen benutzerdefinierten Webhook-Kanal
Benachrichtigungen an verschiedene Anwendungen senden. Diese Seite enthalt ein
Beispiel zum Einrichten von Webhooks fur Discord.

@ Diese Seite bezieht sich auf Anweisungen von Dritten, die mdglicherweise geandert werden
konnen. Die aktuellsten Informationen finden Sie im"Dokumentation zum Auflésen von Kabel".

Kabelabschalt Einrichten:

» Wahlen Sie in Discord den Server unter Textkanale die Option Kanal bearbeiten (Zahnradsymbol) aus.

» Wahlen Sie Integrationen > Webhooks anzeigen und klicken Sie auf Neuer Webhook
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» Kopieren Sie die Webhook-URL. Sie mussen diese in die Data Infrastructure Insights Webhook-
Konfiguration einfligen.

Data Infrastructure Insights Webhook Erstellen:

1. Navigieren Sie in Data Infrastructure Insights zu Admin > Notifications und wahlen Sie die Registerkarte
Webhooks aus. Klicken Sie auf +Webhook, um einen neuen Webhook zu erstellen.

2. Geben Sie dem Webhook einen aussagekraftigen Namen, z. B. ,Discord".
3. Wahlen Sie in der Dropdown-Liste Template Type die Option Discord aus.
4. Fugen Sie die URL von oben in das Feld URL ein.

Edit a Webhook

Name

Discord Webhook

Template Type

Discord v

URL

https://discord.com/api/webhooks/ <token string>

Method
POST b

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

"content™ null,
"embeds™ [

"color™: 3244733,
"fields™ [ -

5 B i %

s LD i Rl e CRS TR

Cancel Test Webhook Save Webhook
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Um den Webhook zu testen, ersetzen Sie voriibergehend den url-Wert im Nachrichtentext durch
@ eine beliebige gtiltige URL (z.B. https:/NetApp.com) und klicken Sie dann auf den Webhook
-Button testen. Stellen Sie den Nachrichtentext nach Abschluss des Tests wieder ein.

Benachrichtigungen tiber Webhook

Um Ereignisse Uber Webhook zu benachrichtigen, navigieren Sie in Data Infrastructure Insights zu Alerts >
Monitors und klicken Sie auf +Monitor, um eine neue zu erstellen"Uberwachen".

« Wahlen Sie eine Metrik aus, und definieren Sie die Bedingungen des Monitors.

« Wabhlen Sie unter ,, Team-Benachrichtigung(en) einrichten“ die Option ,, Webhook Liefermethode®.

« Wahlen Sie den Webhook ,Discord” fiir die gewlinschten Ereignisse (kritisch, Warnung, gelost).
o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhookis) i

Critical, Warning, Resolved v Discord x

Webhook-Beispiel fur PagerDuty

Mit Webhooks kdnnen Benutzer Gber einen benutzerdefinierten Webhook-Kanal
Benachrichtigungen an verschiedene Anwendungen senden. Diese Seite enthalt ein
Beispiel zum Einrichten von Webhooks fur PagerDuty.

@ Diese Seite bezieht sich auf Anweisungen von Dritten, die moglicherweise geadndert werden
koénnen. Die aktuellsten Informationen finden Sie im"PagerDuty-Dokumentation”.

PagerDuty Setup:

1. Navigieren Sie in PagerDuty zu Services > Service Directory und klicken Sie auf +New Service button

2. Geben Sie einen Name ein, und wahlen Sie Use our API direkt aus. Klicken Sie auf Dienst hinzufiigen.
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3.

4.
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Add a Service

A service may represent an application, component or team you wish to open incidents against
General Settings

MName
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Integration Settings
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Data Infrastructure Insights Webhook Erstellen:

1. Navigieren Sie in Data Infrastructure Insights zu Admin > Notifications und wahlen Sie die Registerkarte
Webhooks aus. Klicken Sie auf +Webhook, um einen neuen Webhook zu erstellen.

2. Geben Sie dem Webhook einen aussagekraftigen Namen, z. B. ,PagerDuty Trigger®. Sie verwenden
diesen Webhook fir kritische und warning-Level-Ereignisse.

3. Wahlen Sie in der Dropdown-Liste Vorlagenart die Option PagerDuty aus.

4. Erstellen Sie ein benutzerdefiniertes Parametergeheimnis namens routingKey und setzen Sie den Wert
von oben auf den PagerDuty_Integration Key_ -Wert.

Custom Parameters and Secrets ©@

Name Value T Description
2o%routingkey% FrEmEEs
Name © Value
routingkey
Type Description
Secret v

Wiederholen Sie diese Schritte, um einen Webhook ,PagerDuty Resolve® fir aufgeldste Ereignisse zu
erstellen.

Feldzuordnung von PagerDuty zu Data Infrastructure Insights

Die folgende Tabelle und Abbildung zeigen die Zuordnung von Feldern zwischen PagerDuty und Data
Infrastructure Insights:

PagerDuty Einblicke In Die Dateninfrastruktur
Warntaste Alarm-1D

Quelle Ausgelost Am

Komponente Metrischer Name

Gruppieren Objekttyp
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PagerDuty Einblicke In Die Dateninfrastruktur

Klasse Monitorname

Message Body
{

"dedup_key": "% %alertld%%",
"eyent_action™: "trigger”,
"links": [
"href": "hitps://@a%cloudinsightsHostname%% et oalertRelativeUrl%a%a",
"text": ""Ho%metricMame®e®o’ value of %0%value?o (Y% 0aleriCondition%%o) for
Yotriggered On®o%"

]l

"payload": |
"class™: "M% monitorMame?.9e,
"component”: "%%metricNamea®?a”,
"group™: "%%objectTypedolt”,

"severity™: "critical”,

"source™: "%SotriggeredOn®ota”,

"summary": "%a%severity®%e | %o%alertld%te | %o%triggeredOnate”
h

"routing_key™: "%%routingkey?ata"
1

Benachrichtigungen iiber Webhook

Um Ereignisse Uber Webhook zu benachrichtigen, navigieren Sie in Data Infrastructure Insights zu Alerts >
Monitors und klicken Sie auf +Monitor, um eine neue zu erstellen"Uberwachen".

» Wahlen Sie eine Metrik aus, und definieren Sie die Bedingungen des Monitors.

« Wahlen Sie unter ,, Team-Benachrichtigung(en) einrichten“ die Option , Webhook Liefermethode®.

« Wahlen Sie den Webhook ,PagerDuty Trigger® fir Ereignisse auf kritischen und Warnstufen.

» Wahlen Sie ,PagerDuty Resolve* fir aufgeldste Ereignisse.

o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s)
Critical, Warning v PagerDuty Trigger x

Notify team on Use Webhook(s)
Resolved v PagerDuty Resolve x
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Die Festlegung separater Benachrichtigungen fiir Trigger-Ereignisse und aufgeldste Ereignisse
ist eine bewahrte Vorgehensweise, da PagerDuty Trigger-Ereignisse anders als geltste
Ereignisse verarbeitet.

Webhook-Beispiel fiur Slack

Mit Webhooks konnen Benutzer Uber einen benutzerdefinierten Webhook-Kanal
Benachrichtigungen an verschiedene Anwendungen senden. Diese Seite enthalt ein
Beispiel zum Einrichten von Webhooks fur Slack.

@ Diese Seite bezieht sich auf Anweisungen von Dritten, die moglicherweise geandert werden
koénnen. Die aktuellsten Informationen finden Sie im"Slack-Dokumentation".

Slack-Beispiel:

* Gehen Sie zu https://api.slack.com/apps und erstellen Sie eine neue App Gib ihm einen aussagekraftigen
Namen und wahle den Slack Workspace aus.

Create a Slack App X

App Name

e.g. Super Service ‘

Don't worry; you'll be able to change this later.

Development Slack Workspace

‘ Development Slack Workspace - ‘

Your app belongs to this workspace—leaving this workspace will remove your
ability to manage this app. Unfortunately, this can't be changed later.

By creating a Web API Application, you agree to the Slack API Terms of
Service.

Cancel Create App

* Gehen Sie zu eingehenden Webhooks, klicken Sie auf eingehende Webhooks aktivieren, Anforderung an
Neuen Webhook hinzufiigen, und wahlen Sie den Kanal aus, auf dem Sie den Posten erhalten méchten.

» Kopieren Sie die Webhook-URL. Sie missen diese in die Data Infrastructure Insights Webhook-
Konfiguration einflgen.
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Data Infrastructure Insights Webhook Erstellen:

1. Navigieren Sie in Data Infrastructure Insights zu Admin > Notifications und wahlen Sie die Registerkarte
Webhooks aus. Klicken Sie auf +Webhook, um einen neuen Webhook zu erstellen.

2. Gib dem Webhook einen aussagekraftigen Namen, wie "Slack Webhook".
3. Wahlen Sie im Drop-down_Template Type_ Slack aus.
4. Fugen Sie die URL von oben in das Feld URL ein.

Edit a Webhook

MName

Slack

Template Type
Slack v

URL

https://hooks.slack.com/services/ <token string=

Method
POST v

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

{
"blocks":[
"type":"section",
"t
"type":"mrkdwn",
"text":"*Cloud Insights Alert - %:%alertld%%”
Severity - "%0%severity®ol™"
} v

1
Eh

r P

‘ Cancel H Test Webhook ‘

Benachrichtigungen tiber Webhook

Um Ereignisse Gber Webhook zu benachrichtigen, navigieren Sie in Data Infrastructure Insights zu Alerts >
Monitors und klicken Sie auf +Monitor, um eine neue zu erstellen"Uberwachen".
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« Wahlen Sie eine Metrik aus, und definieren Sie die Bedingungen des Monitors.
» Wahlen Sie unter , Team-Benachrichtigung(en) einrichten” die Option ,, Webhook Liefermethode®.

» Wahle den Webhook ,Slack® fir die gewtinschten Ereignisse (kritisch, Warnung, gelost)
o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s)

Critical, Warning, Resolved A Slack x

Weitere Informationen:

+ Informationen zum Andern von Nachrichtenformat und -Layout finden Sie unter https://api.slack.com/
messaging/composing

* Fehlerbehandlung: https://api.slack.com/messaging/webhooks#handling_errors

Webhook-Beispiel fur Microsoft-Teams

Mit Webhooks konnen Benutzer Uber einen benutzerdefinierten Webhook-Kanal
Benachrichtigungen an verschiedene Anwendungen senden. Diese Seite enthalt ein
Beispiel fur das Einrichten von Webhooks fur Teams.

@ Diese Seite bezieht sich auf Anweisungen von Dritten, die moglicherweise geandert werden
kdnnen. Die aktuellsten Informationen finden Sie im"Die Dokumentation des Teams".

Teameinstellungen:

1. Wahlen Sie in Teams den Kebab aus, und suchen Sie nach eingehender Webhook.

incoming webhook Q

» Incoming Webhook
€D Send data from a service to your Office 365 grou

2. Wahlen Sie zu einem Team hinzufiigen > Team auswahlen > Connector einrichten.

3. Kopieren Sie die Webhook-URL. Sie miissen diese in die Data Infrastructure Insights Webhook-
Konfiguration einfiigen.
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Data Infrastructure Insights Webhook Erstellen:

1. Navigieren Sie in Data Infrastructure Insights zu Admin > Notifications und wahlen Sie die Registerkarte
Webhooks aus. Klicken Sie auf +Webhook, um einen neuen Webhook zu erstellen.

2. Geben Sie dem Webhook einen aussagekraftigen Namen, z. B. ,Teams Webhook".

3. Wahlen Sie in der Dropdown-Liste Template Type die Option Teams aus.

Edit a Webhook

Name

Teams Webhook

Template Type

Teams b

URL
https://netapp.webhook.office.com/webhookb2/ <token string>

Method
POST -

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

"@type": "MessageCard",
"@context™ "hitp:/fschema.org/extensions”,
"themeColor™: "0076DT",
"summary": "Cloud Insights Alert”,
"sections™: [

[

“activityTitle": "%2aseverity?t | %e%alertid®%% | %%triggeradOn®ele",
"activitySubtitle": "%%6triggarTimales”,

“"markdown": false,

U mi ™y T f‘l:

Cancel H Test Webhook ‘ Save Webhook

1. Flgen Sie die URL von oben in das Feld URL ein.

Benachrichtigungen tiber Webhook

Um Ereignisse Gber Webhook zu benachrichtigen, navigieren Sie in Data Infrastructure Insights zu Alerts >
Monitors und klicken Sie auf +Monitor, um eine neue zu erstellen"Uberwachen".
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« Wahlen Sie eine Metrik aus, und definieren Sie die Bedingungen des Monitors.
» Wahlen Sie unter , Team-Benachrichtigung(en) einrichten” die Option ,, Webhook Liefermethode®.

« Wahlen Sie den Webhook ,Teams* flir die gewlinschten Ereignisse (kritisch, Warnung, gelost)

e Set up team notification(s) (alert your team via email, or Webhook
By Webhook Motify team on Use Webhook{s)
Critical, Warning. Resolved hd Teams - Edwin X w
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