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NetApp

NetApp Cloud Volumes ONTAP Datenkollektor

Dieser Datensammler unterstutzt die Bestandserfassung von Cloud Volumes ONTAP

-Konfigurationen.

Konfiguration

Feld
NetApp -Verwaltungs-IP-Adresse
Benutzername

Passwort

Erweiterte Konfiguration

Feld

Verbindungstyp
Kommunikationsanschluss Uberschreiben
Inventarabfrageintervall (min)
Inventar gleichzeitige Thread-Anzahl
TLS fur HTTPS erzwingen
Netzgruppen automatisch suchen
Netgroup-Erweiterung
HTTP-Lesezeitlimit (Sekunden)
Erzwingen Sie Antworten als UTF-8
Leistungsabfrageintervall (min)
Leistung: Gleichzeitige Threadanzahl

Erweiterte Zahlerdatenerfassung

Fehlerbehebung

Beschreibung
IP-Adresse flr Cloud Volumes ONTAP
Benutzername flir Cloud Volumes ONTAP

Passwort fiir den oben genannten Benutzer

Beschreibung

HTTPS empfohlen. Zeigt auch den Standardport an.
Zu verwendender Port, wenn nicht Standard.
Der Standardwert ist 60 Minuten.

Anzahl gleichzeitiger Threads.

TLS Gber HTTPS erzwingen

Netzgruppen automatisch suchen

Shell oder Datei auswahlen

Der Standardwert ist 30 Sekunden
Erzwingen Sie Antworten als UTF-8

Der Standardwert ist 900 Sekunden.

Anzahl gleichzeitiger Threads.

Aktivieren Sie diese Option, damit Data Infrastructure
Insights die erweiterten Metriken aus der folgenden
Liste erfasst.

Weitere Informationen zu diesem Datensammler finden Sie im"Support" Seite oder in der"Datensammler-

Supportmatrix" .

NetApp ONTAP AFX-Datenkollektor

Dieser Datensammler erfasst mithilfe von REST-API-Aufrufen Inventar-, EMS-Protokoll-
und Leistungsdaten von Speichersystemen mit ONTAP 9.16.0 und hoher.


concept_requesting_support.html
reference_data_collector_support_matrix.html
reference_data_collector_support_matrix.html

Anforderungen

Fir die Konfiguration und Verwendung dieses Datensammlers gelten die folgenden Voraussetzungen:

» Sie mussen Zugriff auf ein Benutzerkonto mit der erforderlichen Zugriffsebene haben. Beachten Sie, dass
zum Erstellen eines neuen REST-Benutzers/einer neuen REST-Rolle Administratorberechtigungen
erforderlich sind.

o Funktional stellt Data Infrastructure Insights in erster Linie Leseanforderungen, fir die Registrierung
von Data Infrastructure Insights beim ONTAP Array sind jedoch einige Schreibberechtigungen
erforderlich. Siehe den Hinweis zu Berechtigungen direkt unten.

* ONTAP Version 9.16.0 oder hoher.
* Portanforderungen: 443

Ein Hinweis zu Berechtigungen

Da eine Reihe von ONTAP -Dashboards von Data Infrastructure Insights auf erweiterten ONTAP Zahlern
basieren, sollten Sie im Abschnitt ,,Erweiterte Konfiguration* des Datensammlers die Option ,Erweiterte
Zahlerdatenerfassung aktivieren* aktiviert lassen.

Um ein lokales Konto flir Data Infrastructure Insights auf Clusterebene zu erstellen, melden Sie sich bei
ONTAP mit dem Benutzernamen/Passwort des Clusterverwaltungsadministrators an und fiihren Sie die
folgenden Befehle auf dem ONTAP -Server aus:

1. Bevor Sie beginnen, missen Sie mit einem Administrator-Konto bei ONTAP angemeldet sein und Befehle
auf Diagnoseebene mussen aktiviert sein.

2. Rufen Sie den Namen des virtuellen Servers vom Typ admin ab. Sie werden diesen Namen in
nachfolgenden Befehlen verwenden.

vserver show -type admin
Erstellen Sie eine Rolle mit den folgenden Befehlen:

security login rest-role create -role {role name} -api /api -access
readonly

security login rest-role create -role {role name} -api
/api/cluster/agents -access all

vserver services web access create -name spi -role {role name} -vserver
{vserver name as retrieved above}

security login create -user-or-group-name {username} -application http
—authentication-method password -role {role name}

3. Erstellen Sie den schreibgeschitzten Benutzer mit dem folgenden Befehl. Nachdem Sie den Befehl
.Erstellen” ausgeflhrt haben, werden Sie aufgefordert, ein Kennwort fur diesen Benutzer einzugeben.

security login create -username ci user -application http
—authentication-method password -role ci readonly



Wenn ein AD/LDAP-Konto verwendet wird, sollte der Befehl

security login create -user-or-group-name DOMAIN\aduser/adgroup
-application http -authentication-method domain -role ci readonly
Die resultierende Rolle und Benutzeranmeldung werden etwa wie folgt
aussehen. TIhre tatsdchliche Ausgabe kann abweichen:

security login rest-role show -vserver <vserver name> -role restRole

Role Access
Vserver Name APT Level
<vserver name> restRole /api readonly
/api/cluster/agents all

2 entries were displayed.

security login show -vserver <vserver name> -user-or-group-name restUser

Vserver: <vserver name>

Second
User/Group Authentication Acct
Authentication
Name Application Method Role Name Locked Method
restUser http password restRole no none
Migration

Um von einem friiheren ONTAP Datensammler (ontapi) zum neueren ONTAP REST-Sammler zu migrieren,
gehen Sie wie folgt vor:

1. Flgen Sie den REST-Collector hinzu. Es wird empfohlen, die Informationen fir einen anderen Benutzer
einzugeben als den, der fur den vorherigen Collector konfiguriert wurde. Verwenden Sie beispielsweise
den im Abschnitt ,Berechtigungen® oben angegebenen Benutzer.

2. Halten Sie den vorherigen Collector an, damit er nicht weiter Daten sammelt.

3. Lassen Sie den neuen REST-Collector mindestens 30 Minuten lang Daten erfassen. Ignorieren Sie
wahrend dieser Zeit alle Daten, die nicht ,normal erscheinen.

4. Nach der Ruhephase sollten sich Ihre Daten stabilisieren, da der REST-Collector weiterhin Daten erfasst.

Mit demselben Verfahren kénnen Sie bei Bedarf zum vorherigen Collector zurlickkehren.

Konfiguration



Feld Beschreibung

ONTAP -Verwaltungs-IP-Adresse IP-Adresse oder vollqualifizierter Domanenname des
NetApp Clusters. Muss eine Cluster-Verwaltungs-
IP/ein FQDN sein.

ONTAP REST-Benutzername Benutzername fur NetApp Cluster
ONTAP REST-Passwort Passwort fur NetApp -Cluster

Erweiterte Konfiguration

Feld Beschreibung

Inventarabfrageintervall (min) Der Standardwert ist 60 Minuten.
Leistungsabfrageintervall (Sek.) Der Standardwert ist 60 Sekunden.

Erweiterte Zahlerdatenerfassung Wahlen Sie diese Option aus, um ONTAP Advanced

Counter-Daten in Umfragen einzubeziehen.
Standardmafig aktiviert.

EMS-Ereigniserfassung aktivieren Wahlen Sie diese Option aus, um ONTAP EMS-
Protokollereignisdaten einzuschlie3en.
Standardmafig aktiviert.

EMS-Abfrageintervall (Sek.) Der Standardwert ist 60 Sekunden.

Terminologie

Data Infrastructure Insights erfasst Inventar-, Protokoll- und Leistungsdaten vom ONTAP Datensammler. Fir
jeden erworbenen Vermdgenswerttyp wird die am haufigsten verwendete Terminologie flir den Vermdgenswert
angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die folgende
Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Cluster Storage

Node Speicherknoten

Volumen/ FlexVol/ FlexGroup Internes Volumen

Qtree/FlexTree Qtree (Typ: Explixit/Standard)
S3-Bucket Qtree (Typ: Bucket)
StoragePod/StorageAvailabilityZone Speicherpool

Aktie Aktie

Quote Quote

SVM (Storage Virtual Machine) Virtuelle Speichermaschine

ONTAP Datenmanagement-Terminologie

Die folgenden Bedingungen gelten fir Objekte oder Verweise, die Sie mdglicherweise auf den Zielseiten der
ONTAP Data Management-Speicherressourcen finden. Viele dieser Begriffe gelten auch flr andere



Datensammler.

Storage

Modell — Eine durch Kommas getrennte Liste der eindeutigen, diskreten Knotenmodellnamen innerhalb
dieses Clusters. Wenn alle Knoten in den Clustern vom gleichen Modelltyp sind, wird nur ein Modellname
angezeigt.

Anbieter — derselbe Anbietername, den Sie sehen wirden, wenn Sie eine neue Datenquelle konfigurieren
wdurden.

Seriennummer — Die Array-UUID

IP —im Allgemeinen handelt es sich dabei um die in der Datenquelle konfigurierten IPs oder Hostnamen.
Mikrocode-Version — Firmware.

Rohkapazitat — Summe aller physischen Festplatten im System zur Basis 2, unabhangig von ihrer Rolle.

Latenz — eine Darstellung der Arbeitslasten, die der Host sowohl beim Lesen als auch beim Schreiben
erfahrt. Im Idealfall bezieht Data Infrastructure Insights diesen Wert direkt, dies ist jedoch haufig nicht der
Fall. Anstelle des Arrays, das dies anbietet, fiihrt Data Infrastructure Insights im Allgemeinen eine IOP-
gewichtete Berechnung durch, die aus den Statistiken der einzelnen internen Volumes abgeleitet wird.

Durchsatz — aggregiert aus internen Volumes. Verwaltung — dies kann einen Hyperlink zur
Verwaltungsschnittstelle des Gerats enthalten. Programmgesteuert von der Data Infrastructure Insights
Datenquelle als Teil der Bestandsberichterstattung erstellt.

Speicherpool

Speicher — auf welchem Speicher-Array dieser Pool lebt. Obligatorisch.

Typ — ein beschreibender Wert aus einer Liste mit aufgezahlten Mdglichkeiten. Am haufigsten wird
~Aggregat” oder ,RAID-Gruppe® verwendet.

Knoten — Wenn die Architektur dieses Speicherarrays so ist, dass Pools zu einem bestimmten
Speicherknoten gehoéren, wird sein Name hier als Hyperlink zu seiner eigenen Zielseite angezeigt.

Verwendet Flash-Pool — Ja/Nein-Wert — verfligt dieser SATA/SAS-basierte Pool Gber SSDs, die zur
Caching-Beschleunigung verwendet werden?

Redundanz — RAID-Level oder Schutzschema. RAID_DP ist doppelte Paritat, RAID_TP ist dreifache
Paritat.

Kapazitat — die Werte hier sind die logisch genutzte, nutzbare Kapazitat und die logische Gesamtkapazitat
sowie der davon genutzte Prozentsatz.

Uberbelegte Kapazitat — Wenn Sie durch den Einsatz von Effizienztechnologien eine Gesamtsumme an
Volume- oder internen Volume-Kapazitdten zugewiesen haben, die grofer ist als die logische Kapazitat
des Speicherpools, ist der Prozentwert hier grofier als 0 %.

Snapshot — verwendete und gesamte Snapshot-Kapazitaten, wenn lhre Speicherpoolarchitektur einen Teil
ihrer Kapazitat Segmentbereichen ausschlielich fir Snapshots zuweist. Bei ONTAP in MetroCluster
-Konfigurationen ist dies wahrscheinlich, bei anderen ONTAP Konfigurationen ist dies weniger der Fall.

Auslastung — ein Prozentwert, der den hdchsten Prozentsatz der Festplattenauslastung aller Festplatten
anzeigt, die Kapazitat zu diesem Speicherpool beitragen. Die Festplattenauslastung weist nicht unbedingt
eine starke Korrelation mit der Array-Leistung auf. Die Auslastung kann aufgrund von
Festplattenneuaufbauten, Deduplizierungsaktivitaten usw. hoch sein, wenn keine vom Host gesteuerten
Workloads vorliegen. Dartiber hinaus kénnen Replikationsimplementierungen vieler Arrays die
Festplattenauslastung erhéhen, ohne dass dies als internes Volume oder Volume-Workload angezeigt
wird.



* IOPS — die Summe der IOPs aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen. Durchsatz
— der Gesamtdurchsatz aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen.

Speicherknoten

» Speicher — zu welchem Speicherarray dieser Knoten gehdrt. Obligatorisch.

* HA-Partner — auf Plattformen, auf denen ein Knoten auf einen und nur einen anderen Knoten umgeschaltet
wird, wird er im Allgemeinen hier angezeigt.

 Status — Integritat des Knotens. Nur verfligbar, wenn das Array fehlerfrei genug ist, um von einer
Datenquelle inventarisiert zu werden.

* Modell — Modellname des Knotens.

* Version — Versionsname des Gerats.

» Seriennummer — Die Seriennummer des Knotens.
» Speicher — Basis-2-Speicher, falls verfiigbar.

 Auslastung — Bei ONTAP ist dies ein Controller-Stressindex aus einem proprietaren Algorithmus. Bei jeder
Leistungsabfrage wird eine Zahl zwischen 0 und 100 % gemeldet, die entweder der héheren WAFL
Festplattenkonflikt- oder der durchschnittlichen CPU-Auslastung entspricht. Wenn Sie anhaltende Werte >
50 % beobachten, deutet dies auf eine Unterdimensionierung hin — méglicherweise ist ein
Controller/Knoten nicht grof3 genug oder es sind nicht genligend rotierende Festplatten vorhanden, um die
Schreibarbeitslast aufzunehmen.

IOPS — Direkt abgeleitet von ONTAP REST-Aufrufen des Knotenobjekts.
» Latenz — Wird direkt aus ONTAP REST-Aufrufen des Knotenobjekts abgeleitet.
 Durchsatz — Direkt abgeleitet von ONTAP REST-Aufrufen des Knotenobjekts.

* Prozessoren — CPU-Anzahl.

ONTAP Leistungsmetriken

Mehrere ONTAP -Modelle bieten Leistungsmetriken fiir Data Infrastructure Insights , die zur Uberwachung
oder fur Warnmeldungen verwendet werden kénnen. Die unten stehenden Listen unterstitzter und nicht
unterstitzter Modelle sind nicht vollstandig, sollen aber als Orientierung dienen. Im Allgemeinen gilt: Wenn ein
Modell zur selben Familie gehort wie eines auf der Liste, sollte auch die Unterstiitzung dieselbe sein.

Unterstutzte Modelle:

A200 A220 A250 A300 A320 A400 A700 A700s A800 A900 C190 FAS2240-4 FAS2552 FAS2650 FAS2720
FAS2750 FAS8200 FAS8300 FAS8700 FAS9000

Nicht unterstitzte Modelle:

FAS2620 FAS3250 FAS3270 FAS500f FAS6280 FAS/ AFF 8020 FAS/ AFF 8040 FAS/ AFF 8060 FAS/ AFF
8080

Fehlerbehebung

Wenn bei diesem Datensammler Probleme auftreten, kdnnen Sie Folgendes versuchen:



Problem:

Beim Versuch, einen ONTAP REST-Datensammler zu
erstellen, wird ein Fehler wie der folgende angezeigt:
Konfiguration: 10.193.70.14: ONTAP Rest-API unter
10.193.70.14 ist nicht verfugbar: 10.193.70.14 konnte
/api/cluster nicht abrufen: 400 Ungtiltige Anforderung

Ich sehe leere oder ,0“-Metriken, wo der ONTAP
ontapi-Collector Daten anzeigt.

Versuchen Sie Folgendes:

Dies liegt wahrscheinlich an einem alteren ONTAP
Array (z. B. ONTAP 9.6), das Uber keine REST-API-
Funktionen verfligt. ONTAP 9.14.1 ist die minimale
ONTAP Version, die vom ONTAP REST Collector
unterstitzt wird. Bei Versionen vor REST ONTAP sind
Antworten vom Typ ,400 Bad Request* zu erwarten.
Bei ONTAP Versionen, die REST unterstitzen, aber
nicht 9.14.1 oder héher sind, wird moglicherweise die
folgende ahnliche Meldung angezeigt: Konfiguration:
10.193.98.84: ONTAP Rest-API unter 10.193.98.84 ist
nicht verfigbar: 10.193.98.84: ONTAP Rest-API unter
10.193.98.84 ist verfugbar: cheryl5-cluster-2 9.10.1
a3ch3247-3d3c-11ee-8ff3-005056b364a7, hat aber
nicht mindestens die Version 9.14.1.

ONTAP REST meldet keine Metriken, die nur intern
auf dem ONTAP -System verwendet werden.
Beispielsweise werden von ONTAP REST keine
Systemaggregate erfasst, sondern nur SVMs vom Typ
,Daten”. Weitere Beispiele fir ONTAP REST-Metriken,
die mdglicherweise Null- oder leere Daten melden:
InternalVolumes: REST meldet nicht mehr vol0.
Aggregate: REST meldet nicht mehr aggr0. Speicher:
Die meisten Metriken sind eine Zusammenfassung
der Metriken des internen Volumes und werden von
den oben genannten Faktoren beeinflusst. Speicher-
Virtual Machines: REST meldet keine SVMs mehr
vom Typ ,Daten” (z. B. ,Cluster”, ,MGM*, ,Knoten®).
Méglicherweise stellen Sie auch eine Anderung im
Erscheinungsbild von Diagrammen fest, die Daten
enthalten. Grund hierfir ist die Anderung des
Standardabfragezeitraums fiir die Leistung von 15
Minuten auf 5 Minuten. Haufigere Abfragen bedeuten
mehr Datenpunkte zum Aufzeichnen.

Weitere Informationen finden Sie in der"Support" Seite oder in der"Datensammler-Supportmatrix” .

NetApp ONTAP ASA r2 (All-SAN Array) Datenkollektor

Dieser Datensammler erfasst mithilfe von REST-API-Aufrufen Inventar-, EMS-Protokoll-
und Leistungsdaten von Speichersystemen mit ONTAP 9.16.0 und hoher.

Anforderungen

Fir die Konfiguration und Verwendung dieses Datensammlers gelten die folgenden Voraussetzungen:

« Sie mussen Zugriff auf ein Benutzerkonto mit der erforderlichen Zugriffsebene haben. Beachten Sie, dass
zum Erstellen eines neuen REST-Benutzers/einer neuen REST-Rolle Administratorberechtigungen

erforderlich sind.

o Funktional stellt Data Infrastructure Insights in erster Linie Leseanforderungen, fiir die Registrierung
von Data Infrastructure Insights beim ONTAP Array sind jedoch einige Schreibberechtigungen


concept_requesting_support.html
reference_data_collector_support_matrix.html

erforderlich. Siehe den Hinweis zu Berechtigungen direkt unten.
* ONTAP Version 9.16.0 oder hdher.
* Portanforderungen: 443

@ ASA R2 bezeichnet die Modelle der neuesten Generation der ONTAP ASA Speicherplattform.
Dazu gehoren die Array-Modelle ASA A1K, A90, A70, A50, A30 und A20.

Fir alle ASA -Systeme der vorherigen Generation verwenden Sie bitte die"ONTAP REST" Kollektor.

Ein Hinweis zu Berechtigungen

Da eine Reihe von ONTAP -Dashboards von Data Infrastructure Insights auf erweiterten ONTAP Zahlern
basieren, sollten Sie im Abschnitt ,Erweiterte Konfiguration“ des Datensammlers die Option ,Erweiterte
Zahlerdatenerfassung aktivieren® aktiviert lassen.

Um ein lokales Konto fiir Data Infrastructure Insights auf Clusterebene zu erstellen, melden Sie sich bei
ONTAP mit dem Benutzernamen/Passwort des Clusterverwaltungsadministrators an und fiihren Sie die
folgenden Befehle auf dem ONTAP -Server aus:

1. Bevor Sie beginnen, missen Sie mit einem Administrator-Konto bei ONTAP angemeldet sein und Befehle
auf Diagnoseebene mussen aktiviert sein.

2. Rufen Sie den Namen des virtuellen Servers vom Typ admin ab. Sie werden diesen Namen in
nachfolgenden Befehlen verwenden.

vserver show -type admin
Erstellen Sie eine Rolle mit den folgenden Befehlen:

security login rest-role create -role {role name} -api /api -access
readonly

security login rest-role create -role {role name} -api
/api/cluster/agents -access all

vserver services web access create -name spi -role {role name} -vserver
{vserver name as retrieved above}

security login create -user-or-group-name {username} -application http
-—authentication-method password -role {role name}

3. Erstellen Sie den schreibgeschitzten Benutzer mit dem folgenden Befehl. Nachdem Sie den Befehl
.Erstellen ausgefihrt haben, werden Sie aufgefordert, ein Kennwort fiir diesen Benutzer einzugeben.

security login create -username ci user -application http
—authentication-method password -role ci readonly

Wenn ein AD/LDAP-Konto verwendet wird, sollte der Befehl


task_dc_na_ontap_rest.html

security login create -user-or-group-name DOMAIN\aduser/adgroup
—application http -authentication-method domain -role ci readonly
Die resultierende Rolle und Benutzeranmeldung werden etwa wie folgt
aussehen. TIhre tatsdchliche Ausgabe kann abweichen:

security login rest-role show -vserver <vserver name> -role restRole

Role Access
Vserver Name APIT Level
<vserver name> restRole /api readonly
/api/cluster/agents all

2 entries were displayed.

security login show -vserver <vserver name> -user-or-group-name restUser

Vserver: <vserver name>

Second
User/Group Authentication Acct
Authentication
Name Application Method Role Name Locked Method
restUser http password restRole no none
Migration

Um von einem friheren ONTAP Datensammler (ontapi) zum neueren ONTAP REST-Sammler zu migrieren,
gehen Sie wie folgt vor:

1. Flgen Sie den REST-Collector hinzu. Es wird empfohlen, die Informationen fir einen anderen Benutzer
einzugeben als den, der fur den vorherigen Collector konfiguriert wurde. Verwenden Sie beispielsweise
den im Abschnitt ,Berechtigungen® oben angegebenen Benutzer.

2. Halten Sie den vorherigen Collector an, damit er nicht weiter Daten sammelt.

3. Lassen Sie den neuen REST-Collector mindestens 30 Minuten lang Daten erfassen. Ignorieren Sie
wahrend dieser Zeit alle Daten, die nicht ,normal“ erscheinen.

4. Nach der Ruhephase sollten sich lhre Daten stabilisieren, da der REST-Collector weiterhin Daten erfasst.

Mit demselben Verfahren kdnnen Sie bei Bedarf zum vorherigen Collector zurickkehren.

Konfiguration



Feld Beschreibung

ONTAP -Verwaltungs-IP-Adresse IP-Adresse oder vollqualifizierter Domanenname des
NetApp Clusters. Muss eine Cluster-Verwaltungs-
IP/ein FQDN sein.

ONTAP REST-Benutzername Benutzername fur NetApp Cluster
ONTAP REST-Passwort Passwort fur NetApp -Cluster

Erweiterte Konfiguration

Feld Beschreibung

Inventarabfrageintervall (min) Der Standardwert ist 60 Minuten.
Leistungsabfrageintervall (Sek.) Der Standardwert ist 60 Sekunden.

Erweiterte Zahlerdatenerfassung Wahlen Sie diese Option aus, um ONTAP Advanced

Counter-Daten in Umfragen einzubeziehen.
Standardmafig aktiviert.

EMS-Ereigniserfassung aktivieren Wahlen Sie diese Option aus, um ONTAP EMS-
Protokollereignisdaten einzuschlie3en.
Standardmafig aktiviert.

EMS-Abfrageintervall (Sek.) Der Standardwert ist 60 Sekunden.

Terminologie

Data Infrastructure Insights erfasst Inventar-, Protokoll- und Leistungsdaten vom ONTAP Datensammler. Fir
jeden erworbenen Vermdgenswerttyp wird die am haufigsten verwendete Terminologie flir den Vermdgenswert
angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die folgende
Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Scheibe Scheibe

Raid-Gruppe Datentragergruppe

Cluster Storage

Node Speicherknoten

Aggregat Speicherpool

LUN Volumen

Volumen Internes Volumen

Virtuelle Speichermaschine/VServer Virtuelle Speichermaschine

ONTAP Datenmanagement-Terminologie

Die folgenden Bedingungen gelten fur Objekte oder Verweise, die Sie moglicherweise auf den Zielseiten der
ONTAP Data Management-Speicherressourcen finden. Viele dieser Begriffe gelten auch fir andere
Datensammler.
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Storage

* Modell — Eine durch Kommas getrennte Liste der eindeutigen, diskreten Knotenmodellnamen innerhalb
dieses Clusters. Wenn alle Knoten in den Clustern vom gleichen Modelltyp sind, wird nur ein Modellname
angezeigt.

Anbieter — derselbe Anbietername, den Sie sehen wirden, wenn Sie eine neue Datenquelle konfigurieren
wdurden.

» Seriennummer — Die Array-UUID

* I[P —im Allgemeinen handelt es sich dabei um die in der Datenquelle konfigurierten IPs oder Hostnamen.
» Mikrocode-Version — Firmware.

* Rohkapazitadt — Summe aller physischen Festplatten im System zur Basis 2, unabhangig von ihrer Rolle.

 Latenz — eine Darstellung der Arbeitslasten, die der Host sowohl beim Lesen als auch beim Schreiben
erfahrt. Im Idealfall bezieht Data Infrastructure Insights diesen Wert direkt, dies ist jedoch haufig nicht der
Fall. Anstelle des Arrays, das dies anbietet, fiihrt Data Infrastructure Insights im Allgemeinen eine |OP-
gewichtete Berechnung durch, die aus den Statistiken der einzelnen internen Volumes abgeleitet wird.

* Durchsatz — aggregiert aus internen Volumes. Verwaltung — dies kann einen Hyperlink zur
Verwaltungsschnittstelle des Gerats enthalten. Programmgesteuert von der Data Infrastructure Insights
Datenquelle als Teil der Bestandsberichterstattung erstellt.

Speicherpool

» Speicher — auf welchem Speicher-Array dieser Pool lebt. Obligatorisch.

» Typ — ein beschreibender Wert aus einer Liste mit aufgezahlten Moglichkeiten. Am haufigsten wird
»<Aggregat” oder ,RAID-Gruppe” verwendet.

» Knoten — Wenn die Architektur dieses Speicherarrays so ist, dass Pools zu einem bestimmten
Speicherknoten gehoéren, wird sein Name hier als Hyperlink zu seiner eigenen Zielseite angezeigt.

* Verwendet Flash-Pool — Ja/Nein-Wert — verflgt dieser SATA/SAS-basierte Pool Uber SSDs, die zur
Caching-Beschleunigung verwendet werden?

* Redundanz — RAID-Level oder Schutzschema. RAID_DP ist doppelte Paritat, RAID_TP ist dreifache
Paritat.

« Kapazitat — die Werte hier sind die logisch genutzte, nutzbare Kapazitat und die logische Gesamtkapazitat
sowie der davon genutzte Prozentsatz.

+ Uberbelegte Kapazitat — Wenn Sie durch den Einsatz von Effizienztechnologien eine Gesamtsumme an
Volume- oder internen Volume-Kapazitaten zugewiesen haben, die grofer ist als die logische Kapazitat
des Speicherpools, ist der Prozentwert hier grofier als 0 %.

* Snapshot — verwendete und gesamte Snapshot-Kapazitaten, wenn lhre Speicherpoolarchitektur einen Teil
ihrer Kapazitat Segmentbereichen ausschlielich fur Snapshots zuweist. Bei ONTAP in MetroCluster
-Konfigurationen ist dies wahrscheinlich, bei anderen ONTAP Konfigurationen ist dies weniger der Fall.

Auslastung — ein Prozentwert, der den hochsten Prozentsatz der Festplattenauslastung aller Festplatten
anzeigt, die Kapazitat zu diesem Speicherpool beitragen. Die Festplattenauslastung weist nicht unbedingt
eine starke Korrelation mit der Array-Leistung auf. Die Auslastung kann aufgrund von
Festplattenneuaufbauten, Deduplizierungsaktivitdten usw. hoch sein, wenn keine vom Host gesteuerten
Workloads vorliegen. Dartber hinaus kénnen Replikationsimplementierungen vieler Arrays die
Festplattenauslastung erhdhen, ohne dass dies als internes Volume oder Volume-Workload angezeigt
wird.

* |OPS — die Summe der IOPs aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen. Durchsatz
— der Gesamtdurchsatz aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen.
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Speicherknoten

» Speicher — zu welchem Speicherarray dieser Knoten gehort. Obligatorisch.

* HA-Partner — auf Plattformen, auf denen ein Knoten auf einen und nur einen anderen Knoten umgeschaltet
wird, wird er im Allgemeinen hier angezeigt.

« Status — Integritat des Knotens. Nur verfligbar, wenn das Array fehlerfrei genug ist, um von einer
Datenquelle inventarisiert zu werden.

* Modell — Modellname des Knotens.

* Version — Versionsname des Gerats.

» Seriennummer — Die Seriennummer des Knotens.
« Speicher — Basis-2-Speicher, falls verfiigbar.

 Auslastung — Bei ONTAP ist dies ein Controller-Stressindex aus einem proprietaren Algorithmus. Bei jeder
Leistungsabfrage wird eine Zahl zwischen 0 und 100 % gemeldet, die entweder der héheren WAFL
Festplattenkonflikt- oder der durchschnittlichen CPU-Auslastung entspricht. Wenn Sie anhaltende Werte >
50 % beobachten, deutet dies auf eine Unterdimensionierung hin — mdglicherweise ist ein
Controller/Knoten nicht gro3 genug oder es sind nicht gentigend rotierende Festplatten vorhanden, um die
Schreibarbeitslast aufzunehmen.

» IOPS — Direkt abgeleitet von ONTAP REST-Aufrufen des Knotenobjekts.

» Latenz — Wird direkt aus ONTAP REST-Aufrufen des Knotenobjekts abgeleitet.

* Durchsatz — Direkt abgeleitet von ONTAP REST-Aufrufen des Knotenobjekts.

* Prozessoren — CPU-Anzahl.
ONTAP Leistungsmetriken
Mehrere ONTAP -Modelle bieten Leistungsmetriken fir Data Infrastructure Insights , die zur Uberwachung
oder fir Warnmeldungen verwendet werden kénnen. Die unten stehenden Listen unterstiitzter und nicht
unterstitzter Modelle sind nicht vollstandig, sollen aber als Orientierung dienen. Im Allgemeinen gilt: Wenn ein
Modell zur selben Familie gehdrt wie eines auf der Liste, sollte auch die Unterstitzung dieselbe sein.

Unterstitzte Modelle:

A200 A220 A250 A300 A320 A400 A700 A700s A800 A900 C190 FAS2240-4 FAS2552 FAS2650 FAS2720
FAS2750 FAS8200 FAS8300 FAS8700 FAS9000

Nicht unterstitzte Modelle:

FAS2620 FAS3250 FAS3270 FAS500f FAS6280 FAS/ AFF 8020 FAS/ AFF 8040 FAS/ AFF 8060 FAS/ AFF
8080

Fehlerbehebung

Wenn bei diesem Datensammler Probleme auftreten, kénnen Sie Folgendes versuchen:
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Problem: Versuchen Sie Folgendes:

Beim Versuch, einen ONTAP REST-Datensammler zu Dies liegt wahrscheinlich an einem alteren ONTAP

erstellen, wird ein Fehler wie der folgende angezeigt: Array (z. B. ONTAP 9.6), das Uber keine REST-API-

Konfiguration: 10.193.70.14: ONTAP Rest-APIl unter  Funktionen verfiigt. ONTAP 9.14.1 ist die minimale

10.193.70.14 ist nicht verfugbar: 10.193.70.14 konnte ONTAP Version, die vom ONTAP REST Collector

/api/cluster nicht abrufen: 400 Ungultige Anforderung  unterstitzt wird. Bei Versionen vor REST ONTAP sind
Antworten vom Typ ,400 Bad Request* zu erwarten.
Bei ONTAP Versionen, die REST unterstitzen, aber
nicht 9.14.1 oder héher sind, wird moglicherweise die
folgende ahnliche Meldung angezeigt: Konfiguration:
10.193.98.84: ONTAP Rest-API unter 10.193.98.84 ist
nicht verfigbar: 10.193.98.84: ONTAP Rest-API unter
10.193.98.84 ist verfugbar: cheryl5-cluster-2 9.10.1
a3cb3247-3d3c-11ee-8ff3-005056b364a7, hat aber
nicht mindestens die Version 9.14.1.

Ich sehe leere oder ,0“-Metriken, wo der ONTAP ONTAP REST meldet keine Metriken, die nur intern

ontapi-Collector Daten anzeigt. auf dem ONTAP -System verwendet werden.
Beispielsweise werden von ONTAP REST keine
Systemaggregate erfasst, sondern nur SVMs vom Typ
,Daten”. Weitere Beispiele fir ONTAP REST-Metriken,
die mdglicherweise Null- oder leere Daten melden:
InternalVolumes: REST meldet nicht mehr vol0.
Aggregate: REST meldet nicht mehr aggr0. Speicher:
Die meisten Metriken sind eine Zusammenfassung
der Metriken des internen Volumes und werden von
den oben genannten Faktoren beeinflusst. Speicher-
Virtual Machines: REST meldet keine SVMs mehr
vom Typ ,Daten” (z. B. ,Cluster”, ,MGM*, ,Knoten®).
Méglicherweise stellen Sie auch eine Anderung im
Erscheinungsbild von Diagrammen fest, die Daten
enthalten. Grund hierfir ist die Anderung des
Standardabfragezeitraums fiir die Leistung von 15
Minuten auf 5 Minuten. Haufigere Abfragen bedeuten
mehr Datenpunkte zum Aufzeichnen.

Weitere Informationen finden Sie in der"Support" Seite oder in der"Datensammler-Supportmatrix” .

Datenkollektor der NetApp ONTAP Data Management
Software

Dieser Datensammler erfasst Inventar- und Leistungsdaten von Speichersystemen, auf
denen ONTAP ausgefuhrt wird, mithilfe von schreibgeschitzten API-Aufrufen von einem
ONTAP Konto. Dieser Datensammler erstellt aul3erdem einen Datensatz im Cluster-
Anwendungsregister, um den Support zu beschleunigen.

Terminologie

Data Infrastructure Insights erfasst Bestands- und Leistungsdaten vom ONTAP Datensammler. Fir jeden
erworbenen Vermdgenswerttyp wird die am haufigsten verwendete Terminologie flr den Vermégenswert
angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die folgende
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concept_requesting_support.html
reference_data_collector_support_matrix.html

Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Scheibe Scheibe

Raid-Gruppe Datentragergruppe

Cluster Storage

Node Speicherknoten

Aggregat Speicherpool

LUN Volumen

Volumen Internes Volumen

ONTAP Datenmanagement-Terminologie

Die folgenden Bedingungen gelten fiir Objekte oder Verweise, die Sie mdglicherweise auf den Zielseiten der
ONTAP Data Management-Speicherressourcen finden. Viele dieser Begriffe gelten auch fir andere
Datensammler.

Storage

* Modell — Eine durch Kommas getrennte Liste der eindeutigen, diskreten Knotenmodellnamen innerhalb
dieses Clusters. Wenn alle Knoten in den Clustern vom gleichen Modelltyp sind, wird nur ein Modellname
angezeigt.

* Anbieter — derselbe Anbietername, den Sie sehen wirden, wenn Sie eine neue Datenquelle konfigurieren
wdarden.

» Seriennummer — Die Seriennummer des Arrays. Bei Speichersystemen mit Clusterarchitektur wie ONTAP
Data Management ist diese Seriennummer mdglicherweise weniger nitzlich als die Seriennummern der
einzelnen ,Storage Nodes*.

* I[P —im Allgemeinen handelt es sich dabei um die in der Datenquelle konfigurierten IPs oder Hostnamen.
* Mikrocode-Version — Firmware.
* Rohkapazitat — Summe aller physischen Festplatten im System zur Basis 2, unabhangig von ihrer Rolle.

» Latenz — eine Darstellung der Arbeitslasten, die der Host sowohl beim Lesen als auch beim Schreiben
erfahrt. Im Idealfall bezieht Data Infrastructure Insights diesen Wert direkt, dies ist jedoch haufig nicht der
Fall. Anstelle des Arrays, das dies anbietet, fihrt Data Infrastructure Insights im Allgemeinen eine |OP-
gewichtete Berechnung durch, die aus den Statistiken der einzelnen internen Volumes abgeleitet wird.

* Durchsatz — aggregiert aus internen Volumes. Verwaltung — dies kann einen Hyperlink zur
Verwaltungsschnittstelle des Gerats enthalten. Programmgesteuert von der Data Infrastructure Insights
Datenquelle als Teil der Bestandsberichterstattung erstellt.

Speicherpool

» Speicher — auf welchem Speicher-Array dieser Pool lebt. Obligatorisch.

» Typ — ein beschreibender Wert aus einer Liste mit aufgezahlten Méglichkeiten. Am haufigsten wird
~<Aggregat” oder ,RAID-Gruppe® verwendet.

* Knoten — Wenn die Architektur dieses Speicherarrays so ist, dass Pools zu einem bestimmten
Speicherknoten gehoéren, wird sein Name hier als Hyperlink zu seiner eigenen Zielseite angezeigt.
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Verwendet Flash-Pool — Ja/Nein-Wert — verflgt dieser SATA/SAS-basierte Pool Uber SSDs, die zur
Caching-Beschleunigung verwendet werden?

Redundanz — RAID-Level oder Schutzschema. RAID_DP ist doppelte Paritat, RAID_TP ist dreifache
Paritat.

Kapazitat — die Werte hier sind die logisch genutzte, nutzbare Kapazitat und die logische Gesamtkapazitat
sowie der davon genutzte Prozentsatz.

Uberbelegte Kapazitat — Wenn Sie durch den Einsatz von Effizienztechnologien eine Gesamtsumme an
Volume- oder internen Volume-Kapazitdten zugewiesen haben, die grofer ist als die logische Kapazitat
des Speicherpools, ist der Prozentwert hier groRer als 0 %.

Snapshot — verwendete und gesamte Snapshot-Kapazitaten, wenn lhre Speicherpoolarchitektur einen Teil
ihrer Kapazitat Segmentbereichen ausschlielich fur Snapshots zuweist. Bei ONTAP in MetroCluster
-Konfigurationen ist dies wahrscheinlich, bei anderen ONTAP Konfigurationen ist dies weniger der Fall.

Auslastung — ein Prozentwert, der den hochsten Prozentsatz der Festplattenauslastung aller Festplatten
anzeigt, die Kapazitat zu diesem Speicherpool beitragen. Die Festplattenauslastung weist nicht unbedingt
eine starke Korrelation mit der Array-Leistung auf. Die Auslastung kann aufgrund von
Festplattenneuaufbauten, Deduplizierungsaktivitdten usw. hoch sein, wenn keine vom Host gesteuerten
Workloads vorliegen. Dartber hinaus kdnnen Replikationsimplementierungen vieler Arrays die
Festplattenauslastung erhdhen, ohne dass dies als internes Volume oder Volume-Workload angezeigt
wird.

IOPS — die Summe der IOPs aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen. Durchsatz
— der Gesamtdurchsatz aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen.

Speicherknoten

Speicher — zu welchem Speicherarray dieser Knoten gehort. Obligatorisch.

HA-Partner — auf Plattformen, auf denen ein Knoten auf einen und nur einen anderen Knoten umgeschaltet
wird, wird er im Allgemeinen hier angezeigt.

Status — Integritat des Knotens. Nur verflgbar, wenn das Array fehlerfrei genug ist, um von einer
Datenquelle inventarisiert zu werden.

Modell — Modellname des Knotens.

Version — Versionsname des Gerats.
Seriennummer — Die Seriennummer des Knotens.
Speicher — Basis-2-Speicher, falls verfligbar.

Auslastung — Bei ONTAP ist dies ein Controller-Stressindex aus einem proprietaren Algorithmus. Bei jeder
Leistungsabfrage wird eine Zahl zwischen 0 und 100 % gemeldet, die entweder der héheren WAFL
Festplattenkonflikt- oder der durchschnittlichen CPU-Auslastung entspricht. Wenn Sie anhaltende Werte >
50 % beobachten, deutet dies auf eine Unterdimensionierung hin — mdglicherweise ist ein
Controller/Knoten nicht grof3 genug oder es sind nicht gentigend rotierende Festplatten vorhanden, um die
Schreibarbeitslast aufzunehmen.

IOPS — Direkt abgeleitet von ONTAP ZAPI-Aufrufen des Knotenobjekts.
Latenz — Wird direkt aus ONTAP ZAPI-Aufrufen des Knotenobjekts abgeleitet.
Durchsatz — Wird direkt aus ONTAP ZAPI-Aufrufen des Knotenobjekts abgeleitet.

Prozessoren — CPU-Anzahl.
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Anforderungen

Fir die Konfiguration und Verwendung dieses Datensammlers gelten die folgenden Voraussetzungen:

» Sie missen Zugriff auf ein Administratorkonto haben, das flir schreibgeschitzte API-Aufrufe konfiguriert

ist.

Portanforderungen: 80 oder 443

» Kontoberechtigungen:

Zu den Kontodetails gehoéren Benutzername und Passwort.

o Nur-Lese-Rollennamen fir die Ontapi-Anwendung auf dem Standard-Vserver

o Mdglicherweise bendtigen Sie zusatzliche optionale Schreibberechtigungen. Siehe den Hinweis zu

Berechtigungen weiter unten.

ONTAP -Lizenzanforderungen:

o FCP-Lizenz und zugeordnete/maskierte Volumes fur die Fibre-Channel-Erkennung erforderlich

Berechtigungsanforderungen fiir die Erfassung von ONTAP Switch-Metriken

Data Infrastructure Insights bietet die Méglichkeit, ONTAP Cluster-Switch-Daten als Option im Collector zu
sammelnErweiterte Konfiguration Einstellungen. Zusatzlich zur Aktivierung auf dem Data Infrastructure
Insights Kollektor missen Sie auch das ONTAP -System selbst konfigurieren, um Folgendes
bereitzustellen:"Switch-Informationen” und stellen Sie sicher, dass die richtigeBerechtigungen gesetzt, um die
Switch-Daten an Data Infrastructure Insights senden zu kénnen.

Konfiguration

Feld
NetApp Management IP

Benutzername

Passwort

Erweiterte Konfiguration

Feld

Anschlussart
Kommunikationsanschluss Uberschreiben

Inventarabfrageintervall (min)

Far TLS fur HTTPS

Netzgruppen automatisch suchen
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Beschreibung

IP-Adresse oder vollqualifizierter Domanenname des
NetApp -Clusters

Benutzername fir NetApp Cluster

Passwort fur NetApp -Cluster

Beschreibung

Wahlen Sie HTTP (Standardport 80) oder HTTPS
(Standardport 443). Der Standardwert ist HTTPS

Geben Sie einen anderen Port an, wenn Sie nicht den
Standardport verwenden mdchten

Der Standardwert ist 60 Minuten.

Lassen Sie TLS nur als Protokoll zu, wenn Sie HTTPS
verwenden

Aktivieren Sie die automatische Netzgruppensuche fiir
Exportrichtlinienregeln


https://docs.netapp.com/us-en/ontap-cli-98/system-switch-ethernet-create.html

Feld Beschreibung

Netgroup-Erweiterung Expansionsstrategie der Netgroup. Wahlen Sie Datei
oder Shell. Der Standardwert ist shell.

HTTP-Lesezeitlimit (Sekunden) Der Standardwert ist 30

Erzwingen Sie Antworten als UTF-8 Zwingt den Datensammlercode, Antworten von der
CLI als in UTF-8 vorliegend zu interpretieren

Leistungsabfrageintervall (Sek.) Der Standardwert ist 900 Sekunden.

Erweiterte Zahlerdatenerfassung Aktivieren Sie die ONTAP Integration. Wahlen Sie

diese Option aus, um ONTAP Advanced Counter-
Daten in Umfragen einzubeziehen. Wahlen Sie die
gewunschten Zahler aus der Liste aus.

Cluster-Switch-Metriken Erlauben Sie Data Infrastructure Insights , Cluster-
Switch-Daten zu erfassen. Beachten Sie, dass Sie
zusatzlich zur Aktivierung auf der Data Infrastructure
Insights Seite auch das ONTAP -System so
konfigurieren miissen, dass es"Switch-Informationen
und stellen Sie sicher, dass die
richtigeBerechtigungen gesetzt, um die Switch-Daten
an Data Infrastructure Insights senden zu kénnen.
Siehe ,Hinweis zu Berechtigungen® weiter unten.

ONTAP Leistungsmetriken

Mehrere ONTAP -Modelle bieten Leistungsmetriken fiir Data Infrastructure Insights , die zur Uberwachung
oder fir Warnmeldungen verwendet werden koénnen.

Diese Listen sind nicht vollstdndig und kdnnen sich &ndern. Wenn ein Modell zur selben Familie

@ gehort wie ein Modell auf der Liste, sollte die Unterstiitzung grundsatzlich dieselbe sein, dies
kann jedoch nicht garantiert werden. Wenn Sie nicht sicher sind, ob Ihr Modell
Leistungsmetriken unterstitzt, wenden Sie sich an den ONTAP Support.

Unterstitzte Modelle:

A200 A220 A250 A300 A320 A400 A700 A700s A800 A900 C190 FAS2240-4 FAS2552 FAS2650 FAS2720
FAS2750 FAS8200 FAS8300 FAS8700 FAS9000

Nicht unterstitzte Modelle:

FAS2620 FAS3250 FAS3270 FAS500f FAS6280 FAS/ AFF 8020 FAS/ AFF 8040 FAS/ AFF 8060 FAS/ AFF
8080

Ein Hinweis zu Berechtigungen

Da eine Reihe von ONTAP -Dashboards von Data Infrastructure Insights auf erweiterten ONTAP -Z&hlern
basieren, mussen Sie im Abschnitt ,Erweiterte Konfiguration“ des Datensammlers die Option ,Erweiterte
Zahlerdatenerfassung“ aktivieren.

Sie sollten auRerdem sicherstellen, dass die Schreibberechtigung fir die ONTAP -API aktiviert ist. Dies
erfordert normalerweise ein Konto auf Clusterebene mit den erforderlichen Berechtigungen.
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https://docs.netapp.com/us-en/ontap-cli-98/system-switch-ethernet-create.html

Um ein lokales Konto fir Data Infrastructure Insights auf Clusterebene zu erstellen, melden Sie sich bei
ONTAP mit dem Benutzernamen/Passwort des Clusterverwaltungsadministrators an und fiihren Sie die
folgenden Befehle auf dem ONTAP -Server aus:

1. Bevor Sie beginnen, mussen Sie mit einem Administrator-Konto bei ONTAP angemeldet sein und Befehle
auf Diagnoseebene missen aktiviert sein.

2. Erstellen Sie mit den folgenden Befehlen eine schreibgeschutzte Rolle.

security login role create -role ci readonly -cmddirname DEFAULT -access
readonly

security login role create -role ci readonly -cmddirname security
—access readonly

security login role create -role ci readonly -access all -cmddirname
{cluster application-record create}

3. Erstellen Sie den schreibgeschitzten Benutzer mit dem folgenden Befehl. Nachdem Sie den Befehl
,Erstellen” ausgeflihrt haben, werden Sie aufgefordert, ein Kennwort fiir diesen Benutzer einzugeben.

security login create -username ci user -application ontapi
—authentication-method password -role ci readonly

Wenn ein AD/LDAP-Konto verwendet wird, sollte der Befehl

security login create -user-or-group-name DOMAIN\aduser/adgroup
-application ontapi -authentication-method domain -role ci readonly
Wenn Sie Cluster-Switch-Daten erfassen:

security login rest-role create -role ci readonly rest -api
/api/network/ethernet -access readonly

security login create -user-or-group-name ci user -application http
—authmethod password -role ci readonly rest

Die resultierende Rolle und Benutzeranmeldung werden etwa wie folgt aussehen. lhre tatsachliche Ausgabe
kann abweichen:

Role Command/ Access

Vserver Name Directory Query Level
clusterl ci readonly DEFAULT read only
clusterl ci readonly security readonly
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clusterl:security login> show
Vserver: clusterl
Authentication Acct

UserName Application Method Role Name

password ci readonly no

Wenn die ONTAP Zugriffskontrolle nicht richtig eingestellt ist, kdnnen Data Infrastructure
Insights REST-Aufrufe fehlschlagen, was zu Datenllcken fur das Gerat fuhrt. Wenn Sie es

@ beispielsweise auf dem Data Infrastructure Insights -Collector aktiviert, die Berechtigungen auf
dem ONTAP jedoch nicht konfiguriert haben, schlagt die Erfassung fehl. Wenn die Rolle zuvor
auf ONTAP definiert wurde und Sie die Rest-API-Funktionen hinzufliigen, stellen Sie auflerdem
sicher, dass http zur Rolle hinzugeflgt wird.

Fehlerbehebung

Wenn bei diesem Datensammler Probleme auftreten, kdnnen Sie Folgendes versuchen:

Inventar

Problem:

Erhalten Sie die HTTP-Antwort 401 oder den ZAPI-
Fehlercode 13003 und ZAPI gibt ,Unzureichende
Berechtigungen® oder ,Nicht fiir diesen Befehl
autorisiert” zurtick.

Clusterversion ist < 8.1

ZAPI gibt ,Clusterrolle ist nicht cluster_mgmt LIF*
zuruck.

Fehler: ,7-Modus-Filer werden nicht unterstutzt*

ZAPI-Befehl schlagt nach erneutem Versuch fehl

AU konnte keine Verbindung zu ZAPI Uber HTTP
herstellen

Die Kommunikation schlagt mit SSLException fehl

Versuchen Sie Folgendes:

Uberpriifen Sie Benutzernamen und Passwort sowie
Benutzerrechte/Berechtigungen.

Die minimal unterstltzte Clusterversion ist 8.1.
Aktualisieren Sie auf die minimal unterstitzte Version.

AU muss mit der Cluster-Management-IP
kommunizieren. Uberpriifen Sie die IP und wechseln
Sie gegebenenfalls zu einer anderen IP

Dies kann passieren, wenn Sie diesen Datensammler
verwenden, um 7-Modus-Filer zu ermitteln. Andern
Sie die IP, sodass sie stattdessen auf den CDOT-
Cluster verweist.

AU hat ein Kommunikationsproblem mit dem Cluster.
Uberpriifen Sie Netzwerk, Portnummer und IP-
Adresse. Der Benutzer sollte auch versuchen, einen
Befehl tber die Befehlszeile der AU-Maschine
auszufuhren.

Uberpriifen Sie, ob der ZAPI-Port Klartext akzeptiert.
Wenn AU versucht, Klartext an einen SSL-Socket zu
senden, schlagt die Kommunikation fehl.

AU versucht, SSL an einen Klartext-Port auf einem
Filer zu senden. Uberpriifen Sie, ob der ZAPI-Port
SSL akzeptiert, oder verwenden Sie einen anderen
Port.
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Problem: Versuchen Sie Folgendes:

Weitere Verbindungsfehler: Die ZAPI-Antwort hat den  Uberpriifen Sie Netzwerk, Portnummer und IP-
Fehlercode 13001, ,Datenbank ist nicht getffnet®. Der Adresse. Der Benutzer sollte auch versuchen, einen
ZAPI-Fehlercode ist 60 und die Antwort enthalt ,API  Befehl Gber die Befehlszeile der AU-Maschine
wurde nicht rechtzeitig beendet®. Die ZAPI-Antwort auszufuhren.

enthalt ,initialize_session() hat eine NULL-Umgebung

zuruckgegeben®. Der ZAPI-Fehlercode ist 14007 und

die Antwort enthalt ,Knoten ist nicht fehlerfrei®.

Performance

Problem: Versuchen Sie Folgendes:

Fehler ,Leistung konnte nicht von ZAPI erfasst Dies liegt normalerweise daran, dass die

werden® Leistungsstatistik nicht ausgefihrt wird. Versuchen

Sie auf jedem Knoten den folgenden Befehl: > system
node systemshell -node * -command “spmctl -h cmd
—stop; spmctl -h cmd —exec”

Weitere Informationen finden Sie in der"Support” Seite oder in der"Datensammler-Supportmatrix" .

NetApp ONTAP REST-Datenkollektor

Dieser Datensammler erfasst mithilfe von REST-API-Aufrufen Inventar-, EMS-Protokoll-
und Leistungsdaten von Speichersystemen mit ONTAP 9.14.1 und héher. Verwenden Sie
fur ONTAP -Systeme friherer Versionen den ZAPI-basierten Collectortyp ,NetApp
ONTAP Data Management Software®.

Der ONTAP REST-Collector kann als Ersatz fir den vorherigen ONTAPI-basierten Collector

@ verwendet werden. Daher kann es zu Unterschieden bei den erfassten oder gemeldeten
Messwerten kommen. Weitere Informationen zu den Unterschieden zwischen ONTAPI und
REST finden Sie im"ONTAP 9.14.1 ONTAPI-zu-REST-Zuordnung" Dokumentation.

Anforderungen
Fur die Konfiguration und Verwendung dieses Datensammlers gelten die folgenden Voraussetzungen:

» Sie mussen Zugriff auf ein Benutzerkonto mit der erforderlichen Zugriffsebene haben. Beachten Sie, dass
zum Erstellen eines neuen REST-Benutzers/einer neuen REST-Rolle Administratorberechtigungen
erforderlich sind.

o Funktional stellt Data Infrastructure Insights in erster Linie Leseanforderungen, fur die Registrierung
von Data Infrastructure Insights beim ONTAP Array sind jedoch einige Schreibberechtigungen
erforderlich. Siehe den Hinweis zu Berechtigungen direkt unten.

* ONTAP Version 9.14.1 oder hoher.
» Portanforderungen: 443

* Beachten Sie, dass Fpolicy-Metriken im ONTAP REST-Collector nicht unterstitzt werden (Workload
Security-Datenkollektoren verwenden FPolicy-Server und FPolicy-Metriken ermoglichen Ihnen die
Uberwachung der Workload Security-Datenerfassungsaktivitat). Um Fpolicy-Metriken zu unterstiitzen,
verwenden Sie die "ONTAP Datenmanagement" Kollektor.
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Ein Hinweis zu Berechtigungen

Da eine Reihe von ONTAP -Dashboards von Data Infrastructure Insights auf erweiterten ONTAP Zahlern
basieren, sollten Sie im Abschnitt ,Erweiterte Konfiguration“ des Datensammlers die Option ,Erweiterte
Zahlerdatenerfassung aktivieren* aktiviert lassen.

Um ein lokales Konto fir Data Infrastructure Insights auf Clusterebene zu erstellen, melden Sie sich bei
ONTAP mit dem Benutzernamen/Passwort des Clusterverwaltungsadministrators an und fiihren Sie die
folgenden Befehle auf dem ONTAP -Server aus:

1. Bevor Sie beginnen, missen Sie mit einem Administrator-Konto bei ONTAP angemeldet sein und Befehle
auf Diagnoseebene mussen aktiviert sein.

2. Rufen Sie den Namen des virtuellen Servers vom Typ admin ab. Sie werden diesen Namen in
nachfolgenden Befehlen verwenden.

vserver show -type admin
Erstellen Sie eine Rolle mit den folgenden Befehlen:

security login rest-role create -role {role name} -api /api -access
readonly

security login rest-role create -role {role name} -api
/api/cluster/agents -access all

vserver services web access create -name spi -role {role name} -vserver

{vserver name as retrieved above}

3. Erstellen Sie den schreibgeschitzten Benutzer mit dem folgenden Befehl. Nachdem Sie den Befehl
.Erstellen“ ausgefihrt haben, werden Sie aufgefordert, ein Kennwort fir diesen Benutzer einzugeben.
Beachten Sie, dass wir im folgenden Befehl die auf c¢i_readonly eingestellte Rolle anzeigen. Wenn Sie in
Schritt 3 oben eine Rolle mit einem anderen Namen erstellen, verwenden Sie stattdessen diesen
benutzerdefinierten Rollennamen.

security login create -user-or-group-name {username} -application http
-authentication-method password -role {role name}
Wenn ein AD/LDAP-Konto verwendet wird, sollte der Befehl

security login create -user-or-group-name DOMAIN\aduser/adgroup
—application http -authentication-method domain -role ci readonly
Die resultierende Rolle und Benutzeranmeldung werden etwa wie folgt
aussehen. TIhre tatsadchliche Ausgabe kann abweichen:

21



security login

Vserver

<vserver name>

2 entries were

rest-role show

Role
Name

restRole

displayed.

-vserver <vserver name> -role restRole

/api
/api/cluster/agents

Access
Level
readonly
all

security login show -vserver <vserver name> -user-or-group-name restUser

Vserver: <vserver name>

Second
User/Group Authentication Acct
Authentication
Name Application Method Role Name Locked Method
restUser http password restRole no none

Sie kénnen bei Bedarf den SPI-Zugriff Gberprifen:

**Vserver:> vserver services web access show -name spi

Vserver Type Service Name Role
<vserver name > admin spi admin
<vserver name > admin spi csrestrole

2 entries were displayed.**

Migration

Um von einem friheren ONTAP Datensammler (ontapi) zum neueren ONTAP REST-Sammler zu migrieren,
gehen Sie wie folgt vor:

1. Flgen Sie den REST-Collector hinzu. Es wird empfohlen, die Informationen fir einen anderen Benutzer
einzugeben als den, der fur den vorherigen Collector konfiguriert wurde. Verwenden Sie beispielsweise
den im Abschnitt ,Berechtigungen® oben angegebenen Benutzer.

2. Halten Sie den vorherigen Collector an, damit er nicht weiter Daten sammelt.

3. Lassen Sie den neuen REST-Collector mindestens 30 Minuten lang Daten erfassen. Ignorieren Sie
wahrend dieser Zeit alle Daten, die nicht ,normal“ erscheinen.

4. Nach der Ruhephase sollten sich Ihre Daten stabilisieren, da der REST-Collector weiterhin Daten erfasst.

Mit demselben Verfahren kénnen Sie bei Bedarf zum vorherigen Collector zurlickkehren.
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Konfiguration

Feld
ONTAP -Verwaltungs-IP-Adresse

ONTAP REST-Benutzername
ONTAP REST-Passwort

Erweiterte Konfiguration

Feld
Inventarabfrageintervall (min)
Leistungsabfrageintervall (Sek.)

Erweiterte Zahlerdatenerfassung

EMS-Ereigniserfassung aktivieren

EMS-Abfrageintervall (Sek.)

Terminologie

Beschreibung

IP-Adresse oder vollqualifizierter Domanenname des
NetApp Clusters. Muss eine Cluster-Verwaltungs-
IP/ein FQDN sein.

Benutzername fir NetApp Cluster

Passwort fur NetApp -Cluster

Beschreibung
Der Standardwert ist 60 Minuten.
Der Standardwert ist 60 Sekunden.

Wahlen Sie diese Option aus, um ONTAP Advanced
Counter-Daten in Umfragen einzubeziehen.
StandardmaRig aktiviert.

Wahlen Sie diese Option aus, um ONTAP EMS-
Protokollereignisdaten einzuschlie3en.
StandardmaRig aktiviert.

Der Standardwert ist 60 Sekunden.

Data Infrastructure Insights erfasst Inventar-, Protokoll- und Leistungsdaten vom ONTAP Datensammler. Fur
jeden erworbenen Vermdgenswerttyp wird die am haufigsten verwendete Terminologie flir den Vermégenswert
angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die folgende

Terminologie:

Anbieter/Modellbegriff
Scheibe

Raid-Gruppe

Cluster

Node

Aggregat

LUN

Volumen

Virtuelle Speichermaschine/VServer

ONTAP Datenmanagement-Terminologie

Begriff ,,Data Infrastructure Insights*
Scheibe

Datentragergruppe

Storage

Speicherknoten

Speicherpool

Volumen

Internes Volumen

Virtuelle Speichermaschine

Die folgenden Bedingungen gelten fiir Objekte oder Verweise, die Sie mdglicherweise auf den Zielseiten der
ONTAP Data Management-Speicherressourcen finden. Viele dieser Begriffe gelten auch fir andere
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Datensammler.

Storage

Modell — Eine durch Kommas getrennte Liste der eindeutigen, diskreten Knotenmodellnamen innerhalb
dieses Clusters. Wenn alle Knoten in den Clustern vom gleichen Modelltyp sind, wird nur ein Modellname
angezeigt.

Anbieter — derselbe Anbietername, den Sie sehen wirden, wenn Sie eine neue Datenquelle konfigurieren
wdurden.

Seriennummer — Die Array-UUID

IP —im Allgemeinen handelt es sich dabei um die in der Datenquelle konfigurierten IPs oder Hostnamen.
Mikrocode-Version — Firmware.

Rohkapazitat — Summe aller physischen Festplatten im System zur Basis 2, unabhangig von ihrer Rolle.

Latenz — eine Darstellung der Arbeitslasten, die der Host sowohl beim Lesen als auch beim Schreiben
erfahrt. Im Idealfall bezieht Data Infrastructure Insights diesen Wert direkt, dies ist jedoch haufig nicht der
Fall. Anstelle des Arrays, das dies anbietet, fiihrt Data Infrastructure Insights im Allgemeinen eine IOP-
gewichtete Berechnung durch, die aus den Statistiken der einzelnen internen Volumes abgeleitet wird.

Durchsatz — aggregiert aus internen Volumes. Verwaltung — dies kann einen Hyperlink zur
Verwaltungsschnittstelle des Gerats enthalten. Programmgesteuert von der Data Infrastructure Insights
Datenquelle als Teil der Bestandsberichterstattung erstellt.

Speicherpool
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Speicher — auf welchem Speicher-Array dieser Pool lebt. Obligatorisch.

Typ — ein beschreibender Wert aus einer Liste mit aufgezahlten Mdglichkeiten. Am haufigsten wird
~Aggregat” oder ,RAID-Gruppe® verwendet.

Knoten — Wenn die Architektur dieses Speicherarrays so ist, dass Pools zu einem bestimmten
Speicherknoten gehoéren, wird sein Name hier als Hyperlink zu seiner eigenen Zielseite angezeigt.

Verwendet Flash-Pool — Ja/Nein-Wert — verfligt dieser SATA/SAS-basierte Pool Gber SSDs, die zur
Caching-Beschleunigung verwendet werden?

Redundanz — RAID-Level oder Schutzschema. RAID_DP ist doppelte Paritat, RAID_TP ist dreifache
Paritat.

Kapazitat — die Werte hier sind die logisch genutzte, nutzbare Kapazitat und die logische Gesamtkapazitat
sowie der davon genutzte Prozentsatz.

Uberbelegte Kapazitat — Wenn Sie durch den Einsatz von Effizienztechnologien eine Gesamtsumme an
Volume- oder internen Volume-Kapazitdten zugewiesen haben, die grofer ist als die logische Kapazitat
des Speicherpools, ist der Prozentwert hier grofier als 0 %.

Snapshot — verwendete und gesamte Snapshot-Kapazitaten, wenn lhre Speicherpoolarchitektur einen Teil
ihrer Kapazitat Segmentbereichen ausschlielich fir Snapshots zuweist. Bei ONTAP in MetroCluster
-Konfigurationen ist dies wahrscheinlich, bei anderen ONTAP Konfigurationen ist dies weniger der Fall.

Auslastung — ein Prozentwert, der den hdchsten Prozentsatz der Festplattenauslastung aller Festplatten
anzeigt, die Kapazitat zu diesem Speicherpool beitragen. Die Festplattenauslastung weist nicht unbedingt
eine starke Korrelation mit der Array-Leistung auf. Die Auslastung kann aufgrund von
Festplattenneuaufbauten, Deduplizierungsaktivitaten usw. hoch sein, wenn keine vom Host gesteuerten
Workloads vorliegen. Dartiber hinaus kénnen Replikationsimplementierungen vieler Arrays die
Festplattenauslastung erhéhen, ohne dass dies als internes Volume oder Volume-Workload angezeigt
wird.



* IOPS — die Summe der IOPs aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen. Durchsatz
— der Gesamtdurchsatz aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen.

Speicherknoten

» Speicher — zu welchem Speicherarray dieser Knoten gehdrt. Obligatorisch.

* HA-Partner — auf Plattformen, auf denen ein Knoten auf einen und nur einen anderen Knoten umgeschaltet
wird, wird er im Allgemeinen hier angezeigt.

 Status — Integritat des Knotens. Nur verfligbar, wenn das Array fehlerfrei genug ist, um von einer
Datenquelle inventarisiert zu werden.

* Modell — Modellname des Knotens.

* Version — Versionsname des Gerats.

» Seriennummer — Die Seriennummer des Knotens.
» Speicher — Basis-2-Speicher, falls verfiigbar.

 Auslastung — Bei ONTAP ist dies ein Controller-Stressindex aus einem proprietaren Algorithmus. Bei jeder
Leistungsabfrage wird eine Zahl zwischen 0 und 100 % gemeldet, die entweder der héheren WAFL
Festplattenkonflikt- oder der durchschnittlichen CPU-Auslastung entspricht. Wenn Sie anhaltende Werte >
50 % beobachten, deutet dies auf eine Unterdimensionierung hin — méglicherweise ist ein
Controller/Knoten nicht grof3 genug oder es sind nicht genligend rotierende Festplatten vorhanden, um die
Schreibarbeitslast aufzunehmen.

IOPS — Direkt abgeleitet von ONTAP REST-Aufrufen des Knotenobjekts.
» Latenz — Wird direkt aus ONTAP REST-Aufrufen des Knotenobjekts abgeleitet.
 Durchsatz — Direkt abgeleitet von ONTAP REST-Aufrufen des Knotenobjekts.

* Prozessoren — CPU-Anzahl.

ONTAP Leistungsmetriken

Mehrere ONTAP -Modelle bieten Leistungsmetriken fiir Data Infrastructure Insights , die zur Uberwachung
oder fur Warnmeldungen verwendet werden kénnen. Die unten stehenden Listen unterstitzter und nicht
unterstitzter Modelle sind nicht vollstandig, sollen aber als Orientierung dienen. Im Allgemeinen gilt: Wenn ein
Modell zur selben Familie gehort wie eines auf der Liste, sollte auch die Unterstiitzung dieselbe sein.

Unterstutzte Modelle:

A200 A220 A250 A300 A320 A400 A700 A700s A800 A900 C190 FAS2240-4 FAS2552 FAS2650 FAS2720
FAS2750 FAS8200 FAS8300 FAS8700 FAS9000

Nicht unterstitzte Modelle:

FAS2620 FAS3250 FAS3270 FAS500f FAS6280 FAS/ AFF 8020 FAS/ AFF 8040 FAS/ AFF 8060 FAS/ AFF
8080

Fehlerbehebung

Wenn bei diesem Datensammler Probleme auftreten, kdnnen Sie Folgendes versuchen:
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Problem:

Beim Versuch, einen ONTAP REST-Datensammler zu
erstellen, wird ein Fehler wie der folgende angezeigt:
Konfiguration: 10.193.70.14: ONTAP Rest-API unter
10.193.70.14 ist nicht verfugbar: 10.193.70.14 konnte
/api/cluster nicht abrufen: 400 Ungtiltige Anforderung

Ich sehe leere oder ,0“-Metriken, wo der ONTAP
ontapi-Collector Daten anzeigt.

Versuchen Sie Folgendes:

Dies liegt wahrscheinlich an einem alteren ONTAP
Array (z. B. ONTAP 9.6), das Uber keine REST-API-
Funktionen verfligt. ONTAP 9.14.1 ist die minimale
ONTAP Version, die vom ONTAP REST Collector
unterstitzt wird. Bei Versionen vor REST ONTAP sind
Antworten vom Typ ,400 Bad Request* zu erwarten.
Bei ONTAP Versionen, die REST unterstitzen, aber
nicht 9.14.1 oder héher sind, wird moglicherweise die
folgende ahnliche Meldung angezeigt: Konfiguration:
10.193.98.84: ONTAP Rest-API unter 10.193.98.84 ist
nicht verfigbar: 10.193.98.84: ONTAP Rest-API unter
10.193.98.84 ist verfugbar: cheryl5-cluster-2 9.10.1
a3ch3247-3d3c-11ee-8ff3-005056b364a7, hat aber
nicht mindestens die Version 9.14.1.

ONTAP REST meldet keine Metriken, die nur intern
auf dem ONTAP -System verwendet werden.
Beispielsweise werden von ONTAP REST keine
Systemaggregate erfasst, sondern nur SVMs vom Typ
,Daten”. Weitere Beispiele fir ONTAP REST-Metriken,
die mdglicherweise Null- oder leere Daten melden:
InternalVolumes: REST meldet nicht mehr vol0.
Aggregate: REST meldet nicht mehr aggr0. Speicher:
Die meisten Metriken sind eine Zusammenfassung
der Metriken des internen Volumes und werden von
den oben genannten Faktoren beeinflusst. Speicher-
Virtual Machines: REST meldet keine SVMs mehr
vom Typ ,Daten” (z. B. ,Cluster”, ,MGM*, ,Knoten®).
Méglicherweise stellen Sie auch eine Anderung im
Erscheinungsbild von Diagrammen fest, die Daten
enthalten. Grund hierfir ist die Anderung des
Standardabfragezeitraums fiir die Leistung von 15
Minuten auf 5 Minuten. Haufigere Abfragen bedeuten
mehr Datenpunkte zum Aufzeichnen.

Weitere Informationen finden Sie in der"Support" Seite oder in der"Datensammler-Supportmatrix” .

NetApp Data ONTAP im 7-Mode-Datenkollektor

Fur Speichersysteme mit Data ONTAP -Software im 7-Mode verwenden Sie den 7-Mode-
Datenkollektor, der die CLI zum Abrufen von Kapazitats- und Leistungsdaten nutzt.

Terminologie

Data Infrastructure Insights erhalt die folgenden Bestandsinformationen vom NetApp 7-Mode-Datenkollektor.
Fir jeden erworbenen Vermogenswerttyp wird die am haufigsten verwendete Terminologie fir diesen
Vermogenswert angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers

die folgende Terminologie:

®

Dieser Datensammler ist"veraltet" .
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Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights“

Scheibe Scheibe
Raid-Gruppe Datentragergruppe
Filer Storage

Filer Speicherknoten
Aggregat Speicherpool

LUN Volumen

Volumen Internes Volumen

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdoglicherweise nicht
jeden Fall fir diesen Datensammler darstellen.

Anforderungen
Zur Konfiguration und Nutzung dieses Datensammlers bendétigen Sie Folgendes:

 IP-Adressen des FAS Speichercontrollers und -Partners.
* Port 443

» Ein benutzerdefinierter Benutzername und ein Passwort auf Administratorebene fiir Controller und Partner-
Controller mit den folgenden Rollenfunktionen fur 7-Mode:

o ,api-*“: Verwenden Sie dies, um OnCommand Insight die Ausfuihrung aller NetApp Speicher-API-
Befehle zu erméglichen.

o login-http-admin®: Verwenden Sie dies, um OnCommand Insight die Verbindung zum NetApp
-Speicher Uber HTTP zu ermdglichen.

o ,security-api-vfiler’: Verwenden Sie dies, um OnCommand Insight die Ausflihrung von NetApp
-Speicher-API-Befehlen zum Abrufen von vFiler-Einheiteninformationen zu ermdglichen.

o cli-options”: Verwenden Sie dies, um Speichersystemoptionen zu lesen.

o cli-lun®: Greifen Sie auf diese Befehle zum Verwalten von LUNs zu. Zeigt den Status (LUN-Pfad,
Grofe, Online-/Offline-Status und Freigabestatus) der angegebenen LUN oder LUN-Klasse an.

o cli-df*: Verwenden Sie dies, um den freien Speicherplatz anzuzeigen.

o cli-ifconfig“: Verwenden Sie dies, um Schnittstellen und IP-Adressen anzuzeigen.

Konfiguration

Feld Beschreibung

Adresse des Speichersystems IP-Adresse oder vollqualifizierter Domanenname fiir
das NetApp -Speichersystem

Benutzername Benutzername fiir das NetApp -Speichersystem

Passwort Passwort fur das NetApp -Speichersystem

Adresse des HA-Partners im Cluster IP-Adresse oder vollqualifizierter Domanenname flr

den HA-Partner

Benutzername des HA-Partners im Cluster Benutzername fir den HA-Partner
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Feld

Kennwort des HA-Partner-Filers im Cluster

Erweiterte Konfiguration

Feld

Inventarabfrageintervall (min)

Verbindungstyp

Verbindungsport Uberschreiben

Leistungsabfrageintervall (Sek.)

Speichersystemanbindung

Beschreibung

Passwort fir den HA-Partner

Beschreibung

Intervall zwischen den Bestandsabfragen. Der
Standardwert betragt 20 Minuten.

HTTPS oder HTTP, zeigt auch den Standardport an

Wenn das Feld ,Verbindungstyp® leer ist, verwenden
Sie den Standardport. Andernfalls geben Sie den zu
verwendenden Verbindungsport ein.

Intervall zwischen Leistungsabfragen. Der
Standardwert betragt 300 Sekunden.

Alternativ zur Verwendung des standardmaRigen Administratorbenutzers fiir diesen Datensammler kdnnen Sie
einen Benutzer mit Administratorrechten direkt auf den NetApp -Speichersystemen konfigurieren, sodass
dieser Datensammler Daten von NetApp -Speichersystemen abrufen kann.

Fir die Verbindung mit NetApp -Speichersystemen muss der Benutzer, der beim Erwerb des Haupt-Pfilers (auf
dem sich das Speichersystem befindet) angegeben wird, die folgenden Bedingungen erflllen:

» Der Benutzer muss sich auf vfilerO (Root-Filer/Pfiler) befinden.

Speichersysteme werden beim Erwerb des Haupt-Pfilers erworben.

* Die folgenden Befehle definieren die Funktionen der Benutzerrolle:

o ,api-*“: Verwenden Sie dies, um Data Infrastructure Insights die Ausfiihrung aller NetApp -Speicher-API

-Befehle zu ermoglichen.

Dieser Befehl ist zur Verwendung der ZAPI erforderlich.

o login-http-admin®: Verwenden Sie dies, um Data Infrastructure Insights die Verbindung zum NetApp
-Speicher Uber HTTP zu ermdglichen. Dieser Befehl ist zur Verwendung der ZAPI erforderlich.

o ,security-api-vfiler‘: Verwenden Sie dies, um Data Infrastructure Insights die Ausfihrung von NetApp
-Speicher-API-Befehlen zum Abrufen von vFiler-Einheiteninformationen zu ermdglichen.

o cli-options”: Fur den Befehl ,Optionen® und wird fir Partner-IP und aktivierte Lizenzen verwendet.

o cli-lun“: Greifen Sie auf diese Befehle zum Verwalten von LUNs zu. Zeigt den Status (LUN-Pfad,
Grolde, Online-/Offline-Status und Freigabestatus) der angegebenen LUN oder LUN-Klasse an.

o cli-df*: Fur die Befehle ,df -s*, ,df -r¢, ,df -A -r* und wird zum Anzeigen des freien Speicherplatzes

verwendet.

o cli-ifconfig“: FUr den Befehl ,ifconfig -a“ und zum Abrufen der Filer-IP-Adresse.

o cli-rdfile“: Fur den Befehl ,rdfile /etc/netgroup® und zum Abrufen von Netzgruppen verwendet.

o cli-date®: Fur den Befehl ,date“ und wird verwendet, um das vollstandige Datum zum Abrufen von

Snapshot-Kopien zu erhalten.
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o ,cli-snap“: Fur den Befehl ,Snap List* und zum Abrufen von Snapshot-Kopien.

Wenn keine CLI-Date- oder CLI-Snap-Berechtigungen bereitgestellt werden, kann die Erfassung
abgeschlossen werden, es werden jedoch keine Snapshot-Kopien gemeldet.

Um eine 7-Mode-Datenquelle erfolgreich zu erwerben und keine Warnungen auf dem Speichersystem zu
generieren, sollten Sie eine der folgenden Befehlszeichenfolgen verwenden, um Ihre Benutzerrollen zu
definieren. Die zweite hier aufgeflhrte Zeichenfolge ist eine optimierte Version der ersten:

* Login-http-admin, API-*, Sicherheits-API-vfile, CLI-rdfile, CLI-Optionen, CLI-df, CLI-lun, CLI-ifconfig, CLI-
date, CLI-snap,_

* login-http-admin,api-* ,security-api-vfile,cli-

Fehlerbehebung

Wenn bei diesem Datensammler Probleme auftreten, kdnnen Sie Folgendes versuchen:

Inventar

Problem: Versuchen Sie Folgendes:

Erhalten Sie die HTTP-Antwort 401 oder den ZAPI- Uberpriifen Sie Benutzernamen und Passwort sowie
Fehlercode 13003 und ZAPI gibt ,Unzureichende Benutzerrechte/Berechtigungen.

Berechtigungen® oder ,Nicht fur diesen Befehl

autorisiert” zurtck.

Fehler ,Befehl konnte nicht ausgefihrt werden® Uberprifen Sie, ob der Benutzer iber die folgenden
Berechtigungen auf dem Geréat verfugt: * api-* ¢ cli-
date - cli-df ¢ cli-ifconfig ¢ cli-lun « cli-operations - cli-
rdfile « cli-snap  login-http-admin * security-api-vfiler
Uberpriifen Sie auRerdem, ob die ONTAP Version von
Data Infrastructure Insights unterstitzt wird, und
stellen Sie sicher, dass die verwendeten
Anmeldeinformationen mit den Anmeldeinformationen
des Gerats Ubereinstimmen.

Clusterversion ist < 8.1 Die minimal unterstlitzte Clusterversion ist 8.1.
Aktualisieren Sie auf die minimal unterstitzte Version.

ZAPI gibt ,Clusterrolle ist nicht cluster_mgmt LIF* AU muss mit der Cluster-Management-IP
zuruck. kommunizieren. Uberpriifen Sie die IP und wechseln
Sie gegebenenfalls zu einer anderen IP

Fehler: ,7-Modus-Filer werden nicht unterstttzt" Dies kann passieren, wenn Sie diesen Datensammler
verwenden, um 7-Modus-Filer zu ermitteln. Andern
Sie die IP, sodass sie stattdessen auf den CDOT-Filer
verweist.

ZAPI-Befehl schlagt nach erneutem Versuch fehl AU hat ein Kommunikationsproblem mit dem Cluster.
Uberpriifen Sie Netzwerk, Portnummer und IP-
Adresse. Der Benutzer sollte auch versuchen, einen
Befehl Gber die Befehlszeile der AU-Maschine
auszufihren.

AU konnte keine Verbindung zu ZAPI herstellen Uberpriifen Sie die IP-/Port-Konnektivitat und
bestatigen Sie die ZAPI-Konfiguration.

29



Problem:
AU konnte keine Verbindung zu ZAPI uber HTTP
herstellen

Die Kommunikation schlagt mit SSLException fehl

Weitere Verbindungsfehler: Die ZAPI-Antwort hat den

Fehlercode 13001, ,Datenbank ist nicht gedffnet®. Der

ZAPI-Fehlercode ist 60 und die Antwort enthalt ,API
wurde nicht rechtzeitig beendet®. Die ZAPI-Antwort

Versuchen Sie Folgendes:

Uberpriifen Sie, ob der ZAPI-Port Klartext akzeptiert.
Wenn AU versucht, Klartext an einen SSL-Socket zu
senden, schlagt die Kommunikation fehl.

AU versucht, SSL an einen Klartext-Port auf einem
Filer zu senden. Uberpriifen Sie, ob der ZAPI-Port
SSL akzeptiert, oder verwenden Sie einen anderen
Port.

Uberpriifen Sie Netzwerk, Portnummer und IP-
Adresse. Der Benutzer sollte auch versuchen, einen
Befehl tber die Befehlszeile der AU-Maschine
auszufiuhren.

enthalt ,initialize_session() hat eine NULL-Umgebung
zurlickgegeben®. Der ZAPI-Fehlercode ist 14007 und
die Antwort enthalt ,Knoten ist nicht fehlerfrei®.

Socket-Timeout-Fehler mit ZAPI Uberpriifen Sie die Filer-Konnektivitat und/oder

erhohen Sie das Timeout.

Uberpriifen Sie die IP und &ndern Sie die IP in einen
7-Modus-Cluster.

Fehler ,C-Modus-Cluster werden von der 7-Modus-
Datenquelle nicht unterstitzt*

Fehler ,Verbindung zum vFiler fehlgeschlagen® Uberprifen Sie, ob die Berechtigungen des

abrufenden Benutzers mindestens Folgendes
umfassen: api-* security-api-vfiler login-http-admin.
Bestatigen Sie, dass auf dem Filer mindestens
ONTAPI Version 1.7 ausgefuhrt wird.

Weitere Informationen finden Sie in der"Support" Seite oder in der"Datensammler-Supportmatrix” .

NetApp E-Series Legacy Santricity APl-Datenkollektor

Der NetApp E-Series Legacy Santricity API-Datensammler sammelt Inventar- und
Leistungsdaten. Der Collector unterstutzt Firmware 7.x+ mit denselben Konfigurationen
und meldet dieselben Daten.

Terminologie

Cloud Insight erhalt die folgenden Bestandsinformationen vom NetApp E-Series-Datenkollektor. Fir jeden
erworbenen Vermdgenswerttyp wird die am haufigsten verwendete Terminologie fir diesen Vermdgenswert
angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die folgende
Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*

Scheibe Scheibe
Volumengruppe Datentragergruppe
Speicher-Array Storage

Regler Speicherknoten
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Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights“
Volumengruppe Speicherpool

Volumen Volumen

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdglicherweise nicht
jeden Fall fur diesen Datensammler darstellen.

E-Series-Terminologie (Landingpage)

Die folgenden Bedingungen gelten fiir Objekte oder Referenzen, die Sie mdglicherweise auf den Zielseiten der
NetApp E-Series-Assets finden. Viele dieser Begriffe gelten auch fir andere Datensammler.

Storage

* Modell — Modellname des Gerats.

» Anbieter — derselbe Anbietername, den Sie sehen wiirden, wenn Sie eine neue Datenquelle konfigurieren
wirden

« Seriennummer — Die Seriennummer des Arrays. Bei Speichersystemen mit Clusterarchitektur wie NetApp
Clustered Data Ontap ist diese Seriennummer moglicherweise weniger nitzlich als die Seriennummern der
einzelnen ,Storage Nodes".

» [P —im Allgemeinen die IP(s) oder Hostnamen, wie sie in der Datenquelle konfiguriert sind
» Mikrocode-Version — Firmware
* Rohkapazitat — Basis-2-Summierung aller physischen Festplatten im System, unabhangig von ihrer Rolle

 Latenz — eine Darstellung der Arbeitslasten, die der Host sowohl beim Lesen als auch beim Schreiben
erfahrt. Im Idealfall bezieht Data Infrastructure Insights diesen Wert direkt, dies ist jedoch haufig nicht der
Fall. Anstelle des Arrays, das dies anbietet, fiihrt Data Infrastructure Insights im Allgemeinen eine |OP-
gewichtete Berechnung durch, die aus den Statistiken der einzelnen Volumes abgeleitet wird.

* Durchsatz — der gesamte Host-Durchsatz des Arrays. Idealerweise direkt aus dem Array bezogen, falls
nicht verfugbar, summiert Data Infrastructure Insights den Durchsatz der Volumes, um diesen Wert
abzuleiten

* Verwaltung — dies kann einen Hyperlink zur Verwaltungsschnittstelle des Gerats enthalten.
Programmgesteuert von der Data Infrastructure Insights -Datenquelle als Teil der
Bestandsberichterstattung erstellt

Speicherpool

» Speicher — auf welchem Speicher-Array dieser Pool lebt. Obligatorisch

* Typ — ein beschreibender Wert aus einer Liste mit aufgezahlten Moglichkeiten. Am haufigsten werden
» 1 hin Provisioning“ oder ,RAID-Gruppe®“ verwendet.

* Knoten — Wenn die Architektur dieses Speicherarrays so ist, dass Pools zu einem bestimmten
Speicherknoten gehoéren, wird sein Name hier als Hyperlink zu seiner eigenen Zielseite angezeigt.

* Verwendet Flash Pool — Ja/Nein-Wert
* Redundanz — RAID-Level oder Schutzschema. E-Serie meldet ,RAID 7“ fir DDP-Pools

« Kapazitat — die Werte hier sind die logisch genutzte, nutzbare Kapazitat und die logische Gesamtkapazitat
sowie der davon genutzte Prozentsatz. Diese Werte beinhalten beide die ,Erhaltungskapazitat® der E-
Serie, was dazu fiihrt, dass sowohl die Zahlen als auch der Prozentsatz héher sind als das, was die
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Benutzeroberflache der E-Serie moglicherweise anzeigt

« Uberbelegte Kapazitat — Wenn Sie (iber Effizienztechnologien eine Gesamtsumme an Volume- oder
internen Volume-Kapazitaten zugewiesen haben, die groRer ist als die logische Kapazitat des
Speicherpools, ist der Prozentwert hier groRer als 0 %.

» Snapshot — verwendete und gesamt Snapshot-Kapazitaten, wenn lhre Speicherpoolarchitektur einen Teil
ihrer Kapazitat Segmentbereichen ausschlielich flir Snapshots zuweist

» Auslastung — ein Prozentwert, der den hdchsten Prozentsatz der Festplattenauslastung aller Festplatten
anzeigt, die Kapazitat zu diesem Speicherpool beitragen. Die Festplattenauslastung weist nicht unbedingt
eine starke Korrelation mit der Array-Leistung auf. Die Auslastung kann aufgrund von
Festplattenneuaufbauten, Deduplizierungsaktivitdten usw. hoch sein, wenn keine vom Host gesteuerten
Workloads vorliegen. Dartber hinaus kann die Replikationsimplementierung vieler Arrays die
Festplattenauslastung erhéhen, ohne dass dies als Volume-Arbeitslast angezeigt wird.

* IOPS — die Summe der IOPs aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen. Wenn auf
einer bestimmten Plattform keine Festplatten-IOPs verflgbar sind, wird dieser Wert aus der Summe der
Volume-IOPs fir alle Volumes in diesem Speicherpool ermittelt.

» Durchsatz — der Gesamtdurchsatz aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen.
Wenn auf einer bestimmten Plattform kein Festplattendurchsatz verfiigbar ist, wird dieser Wert aus der
Summe der Datentrager aller Datentrager in diesem Speicherpool ermittelt.

Speicherknoten

» Speicher — zu welchem Speicherarray dieser Knoten gehort. Obligatorisch

* HA-Partner — auf Plattformen, auf denen ein Knoten auf einen und nur einen anderen Knoten umgeschaltet
wird, wird er im Allgemeinen hier angezeigt

« Status — Integritat des Knotens. Nur verfligbar, wenn das Array gesund genug ist, um von einer
Datenquelle inventarisiert zu werden

* Modell — Modellname des Knotens

* Version — Versionsname des Gerats.

» Seriennummer — Die Seriennummer des Knotens
» Speicher — Basis-2-Speicher, falls verfiigbar

* Auslastung — Im Allgemeinen eine CPU-Auslastungszahl oder im Fall von NetApp Ontap ein Controller-
Stressindex. Die Nutzung ist derzeit fir die NetApp E-Serie nicht verfiigbar

* |IOPS — eine Zahl, die die hostgesteuerten |IOPs auf diesem Controller darstellt. Idealerweise wird die
Quelle direkt aus dem Array bezogen. Wenn sie nicht verfugbar ist, wird sie durch Summieren aller IOPs
fur Volumes berechnet, die ausschlief3lich zu diesem Knoten gehoren.

» Latenz — eine Zahl, die die typische Host-Latenz oder Reaktionszeit auf diesem Controller darstellt.
Idealerweise wird die Quelle direkt aus dem Array bezogen. Wenn sie nicht verfligbar ist, wird sie durch
eine |IOP-gewichtete Berechnung aus Volumes berechnet, die ausschlief3lich zu diesem Knoten gehoren.

* Durchsatz — eine Zahl, die den hostgesteuerten Durchsatz auf diesem Controller darstellt. Idealerweise
wird der Datendurchsatz direkt aus dem Array bezogen. Falls er nicht verfugbar ist, wird er durch
Summieren des gesamten Durchsatzes fiir Volumes berechnet, die ausschliel3lich zu diesem Knoten
gehdren.

* Prozessoren — CPU-Anzahl
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Anforderungen

* Die IP-Adresse jedes Controllers im Array
* Portanforderung 2463

Konfiguration

Feld Beschreibung

Durch Kommas getrennte Liste der Array SANtricity IP-Adressen und/oder vollqualifizierte
Controller-1Ps Doméanennamen fir die Array-Controller

Erweiterte Konfiguration

Feld Beschreibung
Inventarabfrageintervall (min) Der Standardwert ist 30 Minuten
Leistungsabfrageintervall bis zu 3600 Sekunden Der Standardwert ist 300 Sekunden

Fehlerbehebung

Weitere Informationen zu diesem Datensammler finden Sie im"Support" Seite oder in der"Datensammler-
Supportmatrix" .

NetApp E-Series REST-Datenkollektor

Der REST-Datensammler der NetApp E-Serie sammelt Inventar-, Protokoll- und
Leistungsdaten. Der Collector unterstitzt Firmware 7.x+ mit denselben Konfigurationen
und meldet dieselben Daten. Der REST-Collector Uberwacht den Verschlisselungsstatus
von Speicherpools, Festplatten und Volumes, die CPU-Auslastung des Speicherknotens
sowie Protokollfunktionen, die im alteren SANtricity E-Series-Collector nicht bereitgestellt
werden.

Terminologie

Data Infrastructure Insights erfasst mithilfe von REST die folgenden Bestandsinformationen von der NetApp E-
Serie. Fur jeden erworbenen Vermdgenswerttyp wird die am haufigsten verwendete Terminologie fir diesen
Vermdgenswert angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers
die folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Scheibe Scheibe

Volumengruppe Datentragergruppe

Speicher-Array Storage

Regler Speicherknoten

Volumengruppe Speicherpool
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Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights“

Volumen Volumen

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdoglicherweise nicht
jeden Fall fur diesen Datensammler darstellen.

Anforderungen

* Die IP-Adresse jedes Controllers im Array

* Dieser Collector unterstutzt nur E-Series-Modell-Arrays mit nativen REST-API-Funktionen. Die E-Series-
Organisation liefert eine aullerhalb des Arrays installierbare REST-API-Distribution fir altere E-Series-
Arrays: Dieser Collector unterstitzt dieses Szenario nicht. Benutzer mit alteren Arrays sollten weiterhin
Data Infrastructure Insights verwenden."E-Serie SANTtricity API" Kollektor.

* Das Feld ,IP-Adressen des E-Series-Controllers® unterstitzt eine durch Kommas getrennte Zeichenfolge
mit zwei IP-/Hostnamen. Der Collector versucht automatisch, den zweiten IP-/Hostnamen zu verwenden,
wenn auf den ersten nicht zugegriffen werden kann.

« HTTPS-Port: Standard ist 8443.

Konfiguration

Feld Beschreibung

IP-Adressen der E-Serie-Controller Komma-getrennte IP-Adressen und/oder
vollqualifizierte Domanennamen fur die Array-
Controller

Erweiterte Konfiguration

Feld Beschreibung
Inventarabfrageintervall (min) Der Standardwert ist 30 Minuten
Leistungsabfrageintervall bis zu 3600 Sekunden Der Standardwert ist 300 Sekunden

E-Series-Terminologie (Landingpage)

Die folgenden Bedingungen gelten fir Objekte oder Referenzen, die Sie moglicherweise auf den Zielseiten der
NetApp E-Series-Assets finden. Viele dieser Begriffe gelten auch fir andere Datensammler.

Storage

* Modell — Modellname des Gerats.

* Anbieter — derselbe Anbietername, den Sie sehen wiirden, wenn Sie eine neue Datenquelle konfigurieren
wirden

» Seriennummer — Die Seriennummer des Arrays. Bei Speichersystemen mit Clusterarchitektur wie NetApp
Clustered Data Ontap ist diese Seriennummer moglicherweise weniger nitzlich als die Seriennummern der
einzelnen ,Storage Nodes*.

* I[P —im Allgemeinen die IP(s) oder Hostnamen, wie sie in der Datenquelle konfiguriert sind

* Mikrocode-Version — Firmware
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Rohkapazitat — Basis-2-Summierung aller physischen Festplatten im System, unabhangig von ihrer Rolle

Latenz — eine Darstellung der Arbeitslasten, die der Host sowohl beim Lesen als auch beim Schreiben
erfahrt. Im Idealfall bezieht Data Infrastructure Insights diesen Wert direkt, dies ist jedoch haufig nicht der
Fall. Anstelle des Arrays, das dies anbietet, fiihrt Data Infrastructure Insights im Allgemeinen eine |OP-
gewichtete Berechnung durch, die aus den Statistiken der einzelnen Volumes abgeleitet wird.

Durchsatz — der gesamte Host-Durchsatz des Arrays. Idealerweise direkt aus dem Array bezogen, falls
nicht verfugbar, summiert Data Infrastructure Insights den Durchsatz der Volumes, um diesen Wert
abzuleiten

Verwaltung — dies kann einen Hyperlink zur Verwaltungsschnittstelle des Gerats enthalten.
Programmgesteuert von der Data Infrastructure Insights -Datenquelle als Teil der
Bestandsberichterstattung erstellt

Speicherpool

Speicher — auf welchem Speicher-Array dieser Pool lebt. Obligatorisch

Typ — ein beschreibender Wert aus einer Liste mit aufgezahlten Mdglichkeiten. Am haufigsten werden
» 1 hin Provisioning“ oder ,RAID-Gruppe® verwendet.

Knoten — Wenn die Architektur dieses Speicherarrays so ist, dass Pools zu einem bestimmten
Speicherknoten gehoéren, wird sein Name hier als Hyperlink zu seiner eigenen Zielseite angezeigt.

Verwendet Flash Pool — Ja/Nein-Wert
Redundanz — RAID-Level oder Schutzschema. E-Serie meldet ,RAID 7* fir DDP-Pools

Kapazitat — die Werte hier sind die logisch genutzte, nutzbare Kapazitat und die logische Gesamtkapazitat
sowie der davon genutzte Prozentsatz. Diese Werte beinhalten beide die ,Erhaltungskapazitat® der E-
Serie, was dazu fiihrt, dass sowohl die Zahlen als auch der Prozentsatz héher sind als das, was die
Benutzeroberflache der E-Serie moglicherweise anzeigt

Uberbelegte Kapazitat — Wenn Sie (iber Effizienztechnologien eine Gesamtsumme an Volume- oder
internen Volume-Kapazitaten zugewiesen haben, die groRer ist als die logische Kapazitat des
Speicherpools, ist der Prozentwert hier groRer als 0 %.

Snapshot — verwendete und gesamt Snapshot-Kapazitaten, wenn Ihre Speicherpoolarchitektur einen Teil
ihrer Kapazitat Segmentbereichen ausschliellich flir Snapshots zuweist

Auslastung — ein Prozentwert, der den hochsten Prozentsatz der Festplattenauslastung aller Festplatten
anzeigt, die Kapazitat zu diesem Speicherpool beitragen. Die Festplattenauslastung weist nicht unbedingt
eine starke Korrelation mit der Array-Leistung auf. Die Auslastung kann aufgrund von
Festplattenneuaufbauten, Deduplizierungsaktivitaten usw. hoch sein, wenn keine vom Host gesteuerten
Workloads vorliegen. Dartiber hinaus kann die Replikationsimplementierung vieler Arrays die
Festplattenauslastung erhéhen, ohne dass dies als Volume-Arbeitslast angezeigt wird.

IOPS — die Summe der IOPs aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen. Wenn auf
einer bestimmten Plattform keine Festplatten-IOPs verfigbar sind, wird dieser Wert aus der Summe der
Volume-IOPs fiir alle Volumes in diesem Speicherpool ermittelt.

Durchsatz — der Gesamtdurchsatz aller Festplatten, die Kapazitat zu diesem Speicherpool beitragen.
Wenn auf einer bestimmten Plattform kein Festplattendurchsatz verfiigbar ist, wird dieser Wert aus der
Summe der Datentrager aller Datentrager in diesem Speicherpool ermittelt.

Speicherknoten

Speicher — zu welchem Speicherarray dieser Knoten gehort. Obligatorisch

HA-Partner — auf Plattformen, auf denen ein Knoten auf einen und nur einen anderen Knoten umgeschaltet
wird, wird er im Allgemeinen hier angezeigt
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« Status — Integritat des Knotens. Nur verfligbar, wenn das Array gesund genug ist, um von einer
Datenquelle inventarisiert zu werden

* Modell — Modellname des Knotens

* Version — Versionsname des Gerats.

» Seriennummer — Die Seriennummer des Knotens
« Speicher — Basis-2-Speicher, falls verfligbar

* Auslastung — Im Allgemeinen eine CPU-Auslastungszahl oder im Fall von NetApp Ontap ein Controller-
Stressindex. Die Nutzung ist derzeit fir die NetApp E-Serie nicht verfiigbar

* |IOPS — eine Zahl, die die hostgesteuerten IOPs auf diesem Controller darstellt. Idealerweise wird die
Quelle direkt aus dem Array bezogen. Wenn sie nicht verfugbar ist, wird sie durch Summieren aller IOPs
fur Volumes berechnet, die ausschlieRlich zu diesem Knoten gehdren.

 Latenz — eine Zahl, die die typische Host-Latenz oder Reaktionszeit auf diesem Controller darstellt.
Idealerweise wird die Quelle direkt aus dem Array bezogen. Wenn sie nicht verfligbar ist, wird sie durch
eine |IOP-gewichtete Berechnung aus Volumes berechnet, die ausschlief3lich zu diesem Knoten gehoren.

* Durchsatz — eine Zahl, die den hostgesteuerten Durchsatz auf diesem Controller darstellt. Idealerweise
wird der Datendurchsatz direkt aus dem Array bezogen. Falls er nicht verfugbar ist, wird er durch
Summieren des gesamten Durchsatzes fur Volumes berechnet, die ausschlieRlich zu diesem Knoten
gehoren.

* Prozessoren — CPU-Anzahl

Fehlerbehebung

Weitere Informationen zu diesem Datensammler finden Sie im"Support" Seite oder in der"Datensammler-
Supportmatrix" .

Konfigurieren des NetApp HCI Management-Server-
Datenkollektors

Der Datensammler des NetApp HCI Management-Servers sammelt NetApp HCI
Hostinformationen und erfordert schreibgeschitzte Berechtigungen fur alle Objekte
innerhalb des Management-Servers.

Dieser Datensammler ruft Daten nur vom * NetApp HCI Management-Server* ab. Um Daten aus dem
Speichersystem zu sammeln, missen Sie auRerdem die"NetApp SolidFire" Datensammler.

Terminologie

Data Infrastructure Insights erhalt von diesem Datensammler die folgenden Bestandsinformationen. Fir jeden
erworbenen Vermdgenswerttyp wird die am haufigsten verwendete Terminologie flr den Vermdégenswert
angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die folgende
Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Virtuelle Festplatte Scheibe

Gastgeber Gastgeber

Virtuelle Maschine Virtuelle Maschine
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Anbieter/Modellbegriff
Datenspeicher
LUN

Fibre-Channel-Anschluss

Begriff ,,Data Infrastructure Insights“
Datenspeicher
Volumen

Hafen

Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die méglicherweise nicht jeden Fall

fur diesen Datensammler darstellen.

Anforderungen

Zur Konfiguration dieses Datensammlers sind folgende Angaben erforderlich:

* IP-Adresse des NetApp HCI Management-Servers

* Nur-Lese-Benutzername und -Passwort fir den NetApp HCI Management-Server

* Nur Leseberechtigungen fir alle Objekte im NetApp HCI Management-Server.

« SDK-Zugriff auf den NetApp HCI Management-Server — normalerweise bereits eingerichtet.

 Portanforderungen: http-80 https-443

* Zugriff validieren:

o Melden Sie sich mit dem oben genannten Benutzernamen und Kennwort beim NetApp HCI

Management-Server an

> Uberpriifen Sie, ob das SDK aktiviert ist: Telnet <vc_ip> 443

Einrichtung und Anschluss

Feld
Name

Erfassungseinheit

Konfiguration

Feld
NetApp HCI Storage Cluster MVIP
SolidFire -Verwaltungsknoten (mNode)

Benutzername
Passwort

VVCenter-Benutzername

V/Center-Passwort

Beschreibung
Eindeutiger Name fuir den Datensammler

Name der Erfassungseinheit

Beschreibung
Virtuelle Verwaltungs-IP-Adresse
IP-Adresse des Verwaltungsknotens

Benutzername fur den Zugriff auf den NetApp HCI
Management-Server

Kennwort fir den Zugriff auf den NetApp HCI
-Verwaltungsserver

Benutzername flir VCenter

Kennwort flr VCenter
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Erweiterte Konfiguration

Aktivieren Sie im Bildschirm ,Erweiterte Konfiguration* das Kontrollkéstchen VM-Leistung, um Leistungsdaten
zu erfassen. Die Inventarerfassung ist standardmafig aktiviert. Die folgenden Felder konnen konfiguriert

werden:

Feld
Inventarabfrageintervall (min)

Filtern Sie VMs nach
Wahlen Sie ,AusschlieRen” oder ,Einschlielen®, um

eine Liste anzugeben

Gerateliste filtern

Leistungsabfrageintervall (Sek.)

Fehlerbehebung

Beschreibung
Der Standardwert ist 20

Wahlen Sie CLUSTER, DATACENTER oder ESX
HOST

Angeben, ob VMs ein- oder ausgeschlossen werden
sollen

Liste der zu filternden VMs (durch Komma getrennt
oder durch Semikolon getrennt, wenn im Wert ein
Komma verwendet wird) zum Filtern nur nach
ESX_HOST, CLUSTER und DATACENTER

Der Standardwert ist 300

Wenn bei diesem Datensammler Probleme auftreten, kdnnen Sie Folgendes versuchen:

Inventar

Problem:

Fehler: Die Einschlussliste zum Filtern von VMs darf
nicht leer sein

Fehler: Es konnte keine Verbindung zu VirtualCenter
unter IP hergestellt werden

Fehler: VirtualCenter bei IP verfligt Gber ein nicht
konformes Zertifikat, das JVM bendtigt

Versuchen Sie Folgendes:

Wenn ,Liste einschlielen” ausgewahlt ist, listen Sie
bitte glltige DataCenter-, Cluster- oder Hostnamen
auf, um VMs zu filtern

Mégliche Losungen: * Uberpriifen Sie die
eingegebenen Anmeldeinformationen und die IP-
Adresse. * Versuchen Sie, Uiber den Infrastructure
Client mit Virtual Center zu kommunizieren. *
Versuchen Sie, Uber den Managed Object Browser (z.
B. MOB) mit Virtual Center zu kommunizieren.

Mogliche Lésungen: * Empfohlen: Generieren Sie das
Zertifikat fur Virtual Center neu, indem Sie einen
starkeren (z. B. 1024-Bit) RSA-Schliissel verwenden.
* Nicht empfohlen: Andern Sie die JVM-Konfiguration
java.security, um die Einschréankung
jdk.certpath.disabledAlgorithms zu nutzen und einen
512-Bit-RSA-Schlussel zuzulassen. Siehe
Versionshinweise zu JDK 7 Update 40 unter"<a
href="http://www.oracle.com/technetwork/javal/javase/
7u40-relnotes-2004172.html""
class="bare">http://www.oracle.com/technetwork/java/
javase/7u40-relnotes-2004172.html"</a>

Weitere Informationen finden Sie in der"Support" Seite oder in der"Datensammler-Supportmatrix” .
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NetApp SolidFire All-Flash Array-Datenkollektor

Der NetApp SolidFire All-Flash Array-Datenkollektor unterstitzt die Bestandsaufnahme
und Leistungserfassung von iSCSI- und Fibre Channel SolidFire Konfigurationen.

Der SolidFire Datensammler verwendet die SolidFire REST-API. Die Erfassungseinheit, auf der sich der
Datensammler befindet, muss in der Lage sein, HTTPS-Verbindungen zum TCP-Port 443 der SolidFire
-Clusterverwaltungs-IP-Adresse herzustellen. Der Datensammler benétigt Anmeldeinformationen, die REST-
API-Abfragen im SolidFire Cluster durchfihren kénnen.

Terminologie

Data Infrastructure Insights erhalt die folgenden Bestandsinformationen vom NetApp SolidFire All-Flash Array-
Datenkollektor. Fir jeden von Data Infrastructure Insights erworbenen Asset-Typ wird die am haufigsten
verwendete Terminologie fir dieses Asset angezeigt. Beachten Sie beim Anzeigen oder bei der
Fehlerbehebung dieses Datensammlers die folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Fahren Scheibe

Cluster Storage

Node Speicherknoten

Volumen Volumen

Fibre-Channel-Anschluss Hafen

Volume-Zugriffsgruppe, LUN-Zuweisung Volumenkarte

iISCSI-Sitzung Volumenmaske

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdoglicherweise nicht
jeden Fall fir diesen Datensammler darstellen.

Anforderungen
Fir die Konfiguration dieses Datensammlers gelten die folgenden Voraussetzungen:

* Virtuelle Verwaltungs-IP-Adresse

* Benutzername und Anmeldeinformationen sind schreibgeschuitzt

* Port 443
Konfiguration
Feld Beschreibung
Virtuelle Verwaltungs-IP-Adresse (MVIP) Virtuelle IP-Adresse des SolidFire -Clusters verwalten
Benutzername Name, der fir die Anmeldung beim SolidFire -Cluster
verwendet wird
Passwort Kennwort zum Anmelden beim SolidFire -Cluster
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Erweiterte Konfiguration

Feld Beschreibung

Verbindungstyp Verbindungstyp auswahlen
Kommunikationsanschluss Fur die NetApp API verwendeter Port
Inventarabfrageintervall (min) Der Standardwert ist 20 Minuten
Leistungsabfrageintervall (Sek.) Der Standardwert ist 300 Sekunden

Fehlerbehebung

Wenn SolidFire einen Fehler meldet, wird dieser in Data Infrastructure Insights wie folgt angezeigt:

Beim Versuch, Daten abzurufen, wurde eine Fehlermeldung von einem SolidFire -Gerét empfangen. Der
Aufruf war <Methode> (<ParameterString>). Die Fehlermeldung des Geréts lautete (siehe Gerdtehandbuch):
<message>

Wo:

* Die <Methode> ist eine HTTP-Methode, beispielsweise GET oder PUT.

» Der <parameterString> ist eine durch Kommas getrennte Liste von Parametern, die im REST-Aufruf
enthalten waren.

* Die <message> ist die vom Geréat zuriickgegebene Fehlermeldung.

Weitere Informationen zu diesem Datensammler finden Sie im"Support" Seite oder in der"Datensammler-
Supportmatrix" .

NetApp StorageGRID Datenkollektor

Der NetApp StorageGRID Datenkollektor unterstitzt die Bestands- und
Leistungserfassung von StorageGRID Konfigurationen.

Um eine konsistente Messung der Dll-Berechtigungen tber alle StorageGRID -Systeme hinweg
unabhangig von der zugrunde liegenden Hardwaretopologie und -konfiguration zu
gewahrleisten, verwendet Data Infrastructure Insights die gesamte verfiigbare Kapazitat
(storagegrid_storage_utilization_total_space bytes) anstelle der RAW-Kapazitat basierend auf
dem physischen Festplattenlayout.

Fir Kunden, die das kapazitatsbasierte Lizenzmodell verwenden, wird StorageGRID als
,Objekt“-Speicher gemessen.

Fir Kunden, die das alte (MU) Lizenzmodell verwenden, wird StorageGRID als
Sekundarspeicher mit einem Satz von 40 TiB zu 1 MU gemessen.
Terminologie

Data Infrastructure Insights erhalt die folgenden Bestandsinformationen vom NetApp StorageGRID Collector.
Fir jeden erworbenen Vermdgenswerttyp wird die am haufigsten verwendete Terminologie fir diesen
Vermdgenswert angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers
die folgende Terminologie:
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Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights“

StorageGRID Storage

Node Node

Mieter Speicherpool

Eimer Internes Volumen
Anforderungen

Fir die Konfiguration dieser Datenquelle gelten die folgenden Voraussetzungen:

» StorageGRID Host-IP-Adresse

» Ein Benutzername und ein Kennwort fir einen Benutzer, dem die Rollen ,Metrikabfrage® und
»,Mandantenzugriff* zugewiesen wurden

- Port 443

Konfiguration

Feld Beschreibung

StorageGRID Host-IP-Adresse Verwaltung Virtuelle IP-Adresse des StorageGRID
-Gerats

Benutzername Name, der fir die Anmeldung beim StorageGRID

-Gerat verwendet wird

Passwort Kennwort zum Anmelden bei der StorageGRID
-Appliance

Erweiterte Konfiguration

Feld Beschreibung
Inventarabfrageintervall (min) Der Standardwert ist 60 Minuten
Leistungsabfrageintervall (Sek.) Der Standardwert ist 900 Sekunden

Einmaliges Anmelden (SSO)

Der"StorageGRID" Firmware-Versionen haben entsprechende API-Versionen; 3.0 APl und neuere Versionen
unterstitzen die Single Sign-On-Anmeldung (SSO).

Firmware-Version API-Version Unterstitzt Single Sign-On (SSO)
11,1 2 Nein

11,2 3,0 Ja

11,5 3,3 Ja
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Fehlerbehebung

Weitere Informationen zu diesem Datensammler finden Sie im"Support" Seite oder in der"'Datensammler-
Supportmatrix" .
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