Dell EMC

Data Infrastructure Insights

NetApp
January 13, 2026

This PDF was generated from https://docs.netapp.com/de-de/data-infrastructure-
insights/task_dc_emc_datadomain.html on January 13, 2026. Always check docs.netapp.com for the

latest.



Inhalt

Dell EMC

DELL EMC Data Domain-Datenkollektor
Terminologie
Anforderungen
Konfiguration
Erweiterte Konfiguration
Fehlerbehebung

Konfigurieren des EMC ECS-Datenkollektors
Terminologie
Anforderungen
Konfiguration
Erweiterte Konfiguration
Fehlerbehebung

Dell EMC PowerScale-Datenkollektor
Terminologie
Anforderungen
Konfiguration
Erweiterte Konfiguration
Fehlerbehebung

Dell EMC lIsilon/PowerScale REST-Datensammler
Terminologie
Anforderungen
Konfiguration
Erweiterte Konfiguration
Fehlerbehebung

Dell EMC PowerStore-Datenkollektor
Terminologie
Anforderungen
Konfiguration
Erweiterte Konfiguration
Fehlerbehebung

Dell EMC RecoverPoint-Datensammler
Anforderungen
Konfiguration
Erweiterte Konfiguration
Fehlerbehebung

DELL EMC ScalelO / PowerFlex-Datensammler
Terminologie
Anforderungen
Konfiguration
Erweiterte Konfiguration
Fehlerbehebung

Konfigurieren des EMC Unity-Datenkollektors

© © © © © 00 00 00 00 N N NOO O o oa b B BB OWWWWDMNDMNMNDDNMNDNMDNDNDN-_LA 22 - A

N G R U G |
- a2 O O O O O



Anforderungen
Terminologie
Konfiguration

Erweiterte Konfiguration
Fehlerbehebung

Datensammler der Dell EMC VMAX- und PowerMax-Geratefamilie

Anforderungen
Terminologie
Konfiguration

Erweiterte Konfiguration
Fehlerbehebung

Dell EMC VNX Block Storage (NaviCLIl)-Datenkollektor

Terminologie

Anforderungen

Syntax der NaviSphere-Befehlszeilenschnittstelle
Konfiguration

Erweiterte Konfiguration

Fehlerbehebung

DELL EMC VNX File (friher Celerra Unified Storage System) Datenkollektor

Terminologie
Anforderungen
Konfiguration

Erweiterte Konfiguration
Fehlerbehebung

Konfigurieren des Dell EMC VNX Unified-Datenkollektors

Terminologie
Anforderungen
Konfiguration

Erweiterte Konfiguration
Fehlerbehebung

Konfigurieren des EMC VPLEX-Datenkollektors

Terminologie
Anforderungen
Konfiguration

Erweiterte Konfiguration
Fehlerbehebung

Dell EMC XtremelO-Datenkollektor

Anforderungen
Terminologie
Anforderungen
Konfiguration

Erweiterte Konfiguration
Fehlerbehebung

11
11
12
12
12
13
13
14
14
15
16
17
17
18
18
18
18
19
21
21
21
21
22
22
22
22
23
23
23
23
23
24
24
24
25
25
26
26
26
27
27
27
27



Dell EMC
DELL EMC Data Domain-Datenkollektor

Dieser Datensammler sammelt Bestands- und Leistungsinformationen von DELL EMC
Data Domain-Deduplizierungsspeichersystemen. Zum Konfigurieren dieses
Datensammlers missen Sie bestimmte Konfigurationsanweisungen und
Verwendungsempfehlungen befolgen.

Terminologie

Data Infrastructure Insights erhalt die folgenden Bestandsinformationen vom Data Domain-Datenkollektor. Fir
jeden von Data Infrastructure Insights erworbenen Asset-Typ wird die am haufigsten verwendete Terminologie
fur dieses Asset angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers
die folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights“
Scheibe Scheibe

Anordnung Storage

FC-Anschluss Hafen

Dateisystem Internes Volumen

Quote Quote

NFS- und CIFS-Freigabe Dateifreigabe

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdglicherweise nicht
jeden Fall fir diesen Datensammler darstellen.

Anforderungen

Zur Konfiguration dieses Datensammlers bendtigen Sie folgende Informationen:

* IP-Adresse des Data Domain-Gerats
* Nur-Lese-Benutzername und Kennwort fir den Data Domain-Speicher

» SSH-Port 22

Konfiguration

Feld Beschreibung

IP-Adresse Die IP-Adresse oder der vollqualifizierte
Doméanenname des Data Domain-Speicherarrays

Benutzername Der Benutzername fiir das Data Domain-
Speicherarray

Passwort Das Kennwort fiir das Data Domain-Speicherarray



Erweiterte Konfiguration

Feld Beschreibung

Inventarabfrageintervall (min) Intervall zwischen den Bestandsabfragen. Der
Standardwert ist 20.

SSH-Port SSH-Dienstport

Fehlerbehebung

Weitere Informationen zu diesem Datensammler finden Sie im"Support" Seite oder in der"Datensammler-
Supportmatrix" .

Konfigurieren des EMC ECS-Datenkollektors

Dieser Datensammler erfasst Bestands- und Leistungsdaten von EMC ECS-
Speichersystemen. Zur Konfiguration bendtigt der Datensammler eine IP-Adresse oder
den Hostnamen des ECS-Clusters sowie einen Benutzernamen und ein Passwort.

@ Dell EMC ECS wird zu einem anderen Preis als Raw TB und Managed Unit berechnet. Jede 40
TB unformatierte ECS-Kapazitat wird als 1 berechnet"Verwaltete Einheit (MU)" .

Terminologie

Data Infrastructure Insights erhalt die folgenden Bestandsinformationen vom ECS-Datensammler. Fir jeden
erworbenen Vermdgenswerttyp wird die am haufigsten verwendete Terminologie fur diesen Vermbgenswert
angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die folgende
Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Cluster Storage

Mieter Speicherpool

Eimer Internes Volumen

Scheibe Scheibe

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdglicherweise nicht
jeden Fall fur diesen Datensammler darstellen.

Anforderungen

 Eine IP-Adresse oder ein Hostname des ECS-Clusters
» Ein Benutzername und ein Passwort fir das ECS-System
* Port 4443 (HTTPS). Erfordert ausgehende Konnektivitdt zum TCP-Port 4443 auf dem ECS-System.

Konfiguration


concept_requesting_support.html
reference_data_collector_support_matrix.html
reference_data_collector_support_matrix.html
concept_subscribing_to_cloud_insights.html#pricing

Feld Beschreibung

ECS-Host IP-Adresse oder vollqualifizierter Domanenname des
ECS-Systems

ECS-Host-Port Fir die Kommunikation mit dem ECS-Host
verwendeter Port

ECS-Benutzer-ID Benutzer-ID fir ECS

Passwort Fir ECS verwendetes Passwort

Erweiterte Konfiguration

Feld Beschreibung

Inventarabfrageintervall (min) Der Standardwert betragt 360 Minuten.

Fehlerbehebung

Wenn bei diesem Datensammler Probleme auftreten, kénnen Sie Folgendes versuchen:

Inventar

Problem: Versuchen Sie Folgendes:

Fehler: Benutzerauthentifizierung fehlgeschlagen. Stellen Sie sicher, dass lhre Anmeldeinformationen fur
dieses Gerat korrekt sind.

Performance

Problem: Versuchen Sie Folgendes:

Fehler: Nicht gentigend Daten gesammelt. * Uberprifen Sie den Erfassungszeitstempel in der
Protokolldatei und andern Sie das Abfrageintervall
entsprechend. * Warten Sie langer

Fehler: Das Leistungsabfrageintervall ist zu groR. Uberprifen Sie den Erfassungszeitstempel in der

Protokolldatei ${logfile} und andern Sie das
Abfrageintervall entsprechend

Weitere Informationen finden Sie in der"Support" Seite oder in der"Datensammler-Supportmatrix” .

Dell EMC PowerScale-Datenkollektor

Data Infrastructure Insights verwendet den SSH-Datensammler Dell EMC PowerScale
(frther Isilon), um Bestands- und Leistungsdaten vom PowerScale-Scale-Out-NAS-
Speicher zu erfassen.

Terminologie

Data Infrastructure Insights erhalt von diesem Datensammler die folgenden Bestandsinformationen. Fir jeden
von Data Infrastructure Insights erworbenen Asset-Typ wird die am haufigsten verwendete Terminologie fur


concept_requesting_support.html
reference_data_collector_support_matrix.html

dieses Asset angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die

folgende Terminologie:

Anbieter/Modellbegriff
Fahren

Cluster

Node

Dateisystem

Begriff ,,Data Infrastructure Insights“
Scheibe

Storage

Speicherknoten

Internes Volumen

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdoglicherweise nicht

jeden Fall fir diesen Datensammler darstellen.

Anforderungen

Zur Konfiguration dieses Datensammlers bendtigen Sie folgende Informationen:

» Administratorberechtigungen fiir den PowerScale-Speicher

» |P-Adresse des PowerScale-Clusters
* SSH-Zugriff auf Port 22

Konfiguration

Feld
IP-Adresse

Benutzername

Passwort

Erweiterte Konfiguration

Feld

Inventarabfrageintervall (min)
Leistungsabfrageintervall (Sek.)

SSH-Port

Fehlerbehebung

Beschreibung

Die IP-Adresse oder der vollqualifizierte
Doméanenname des PowerScale-Clusters

Benutzername flir den PowerScale-Cluster

Fir den PowerScale-Cluster verwendetes Kennwort

Beschreibung

Intervall zwischen den Bestandsabfragen. Der
Standardwert ist 20.

Intervall zwischen Leistungsabfragen. Der
Standardwert ist 300.

SSH-Dienstport. Der Standardwert ist 22.

Wenn bei diesem Datensammler Probleme auftreten, kdnnen Sie Folgendes versuchen:

Inventar



Problem: Versuchen Sie Folgendes:

,Jngultige Anmeldeinformationen® mit der * Uberprifen Sie, ob der Benutzer ber die
Fehlermeldung ,Fir die rollenbasierte Verwaltung Berechtigung verfiigt, die folgenden Befehle auf dem
nicht aktivierte Befehle erfordern Root- Gerat auszuflhren: > isi version osrelease > isi status
Benutzerzugriff* -q > isi status -n > isi devices -d %s > isi license *

Uberpriifen Sie, ob die im Assistenten verwendeten
Anmeldeinformationen mit den Anmeldeinformationen
des Gerats Ubereinstimmen

.interner Fehler mit Fehlermeldungen ,Ausflihrung Stellen Sie sicher, dass der Benutzer Gber Sudo-

des Befehls <lhr Befehl> fehlgeschlagen mit Berechtigungen verfiigt, um den folgenden Befehl auf
Berechtigung: <lhre aktuelle Berechtigung>.“ Problem dem Geréat auszufiihren.

mit der Berechtigung zum Ausfiihren des Sudo-

Befehls®

Weitere Informationen finden Sie in der"Support" Seite oder in der"Datensammler-Supportmatrix” .

Dell EMC Isilon/PowerScale REST-Datensammler

Data Infrastructure Insights verwendet den Dell EMC Isilon/PowerScale REST-
Datensammler, um Bestands- und Leistungsdaten vom Dell EMC Isilon- oder
PowerScale-Speicher zu erfassen. Dieser Collector unterstitzt Arrays mit OneFS 8.0.0+.

Terminologie

Data Infrastructure Insights erhalt von diesem Datensammler die folgenden Bestandsinformationen. Fir jeden
von Data Infrastructure Insights erworbenen Asset-Typ wird die am haufigsten verwendete Terminologie fur
dieses Asset angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die
folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Fahren Scheibe

Cluster Storage

Node Speicherknoten

OneFS-Dateisystem Internes Volumen

OneFS-Dateisystem Speicherpool

Qtree Qtree

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdoglicherweise nicht
jeden Fall fir diesen Datensammler darstellen.

Anforderungen

Zur Konfiguration dieses Datensammlers bendtigen Sie folgende Informationen:

+ Ein Benutzerkonto und ein Passwort. Dieses Konto muss NICHT admin/root sein, aber Sie MUSSEN |hrem
Dienstkonto eine betrachtliche Anzahl von Leseberechtigungen erteilen — siehe Tabelle unten


concept_requesting_support.html
reference_data_collector_support_matrix.html

* |P-Adresse / vollqualifizierter Domanenname des Dell EMC Isilon / PowerScale-Clusters

* HTTPS-Zugriff auf Port 8080

* |silon-/PowerScale-Cluster mit OneFS 8.0.0 oder hoher

Berechtigungsname

ISI_PRIV_LOGIN_PAPI

Beschreibung

Plattform-API

r (Lesen) oder rw
(Lesen+Schreiben)

ISI_PRIV_SYS_TIME Zeit R
ISI_PRIV_AUTH Authentifizierung R
ISI_PRIV_ROLE Privileg R
ISI_PRIV_DEVICES Gerate R
ISI_PRIV_EVENT Ereignis R
ISI_PRIV_HDFS HDFS R
ISI_PRIV_NDMP NDMP R
ISI_PRIV_NETWORK Netzwerk R
ISI_PRIV_NFS NFS R
ISI_PRIV_PAPI_CONFIG Konfigurieren der Plattform-API R
ISI_PRIV_QUOTA Quote R
ISI_PRIV_SMARTPOOLS SmartPools R
ISI_PRIV_SMB KMU R
ISI_PRIV_STATISTICS Statistiken R
ISI_PRIV_SWIFT Schnell R
ISI_PRIV_JOB_ENGINE Job-Engine R
Konfiguration
Feld Beschreibung
Isilon-IP-Adresse Die IP-Adresse oder der vollqualifizierte
Doméanenname des Isilon-Speichers
Benutzername Benutzername fir Isilon
Passwort Far Isilon verwendetes Kennwort
Erweiterte Konfiguration
Feld Beschreibung

HTTPS-Port Der Standardwert ist 8080.

Inventarabfrageintervall (min) Intervall zwischen den Bestandsabfragen. Der

Standardwert ist 20.



Feld Beschreibung

Leistungsabfrageintervall (Sek.) Intervall zwischen Leistungsabfragen. Der
Standardwert ist 300.

Fehlerbehebung

Wenn bei diesem Datensammler Probleme auftreten, kdnnen Sie Folgendes versuchen:

Inventar

Problem: Versuchen Sie Folgendes:

,ungultige Anmeldeinformationen® mit der * Uberpriifen Sie, ob der Benutzer iiber die
Fehlermeldung ,Fur die rollenbasierte Verwaltung Berechtigung verfiigt, die folgenden Befehle auf dem
nicht aktivierte Befehle erfordern Root- Geréat auszuflhren: > isi version osrelease > isi status
Benutzerzugriff* -q > isi status -n > isi devices -d %s > isi license *

Uberpriifen Sie, ob die im Assistenten verwendeten
Anmeldeinformationen mit den Anmeldeinformationen
des Gerats Ubereinstimmen

.interner Fehler” mit Fehlermeldungen ,Ausfiihrung Stellen Sie sicher, dass der Benutzer Uiber Sudo-

des Befehls <lhr Befehl> fehlgeschlagen mit Berechtigungen verfiigt, um den folgenden Befehl auf
Berechtigung: <lhre aktuelle Berechtigung>.“ Problem dem Gerat auszufihren.

mit der Berechtigung zum Ausfiihren des Sudo-

Befehls®

Weitere Informationen finden Sie in der"Support" Seite oder in der"Datensammler-Supportmatrix" .

Dell EMC PowerStore-Datenkollektor

Der EMC PowerStore-Datenkollektor sammelt Bestandsinformationen vom EMC
PowerStore-Speicher. Zur Konfiguration bendtigt der Datensammler die IP-Adresse der
Speicherprozessoren sowie einen schreibgeschutzten Benutzernamen und ein Passwort.

Der EMC PowerStore-Datenkollektor erfasst die Volume-zu-Volume-Replikationsbeziehungen, die PowerStore
Uber andere Speicher-Arrays hinweg koordiniert. Data Infrastructure Insights zeigt ein Speicherarray fir jeden
PowerStore-Cluster und sammelt Bestandsdaten flir Knoten und Speicherports auf diesem Cluster. Es werden
keine Speicherpool- oder Volumedaten erfasst.

Terminologie

Data Infrastructure Insights erhalt von diesem Datensammler die folgenden Bestandsinformationen. Fur jeden
von Data Infrastructure Insights erworbenen Asset-Typ wird die am haufigsten verwendete Terminologie fir
dieses Asset angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die
folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Gastgeber Gastgeber
Host-Volume-Zuordnung Host-Volume-Zuordnung


concept_requesting_support.html
reference_data_collector_support_matrix.html

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights“

Hardware (es hat Laufwerke unter dem Objekt Scheibe
"extra_details"): Laufwerke

Gerat Speicherpool
Cluster Speicher-Array
Node Speicherknoten
fc_port Hafen

Volumen Volumen
Internes Volumen Dateisystem

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die moglicherweise nicht
jeden Fall fir diesen Datensammler darstellen.

Anforderungen

Zur Konfiguration dieses Datensammlers sind folgende Angaben erforderlich:

 IP-Adresse oder vollqualifizierter Domanenname des Speicherprozessors

¢ Benutzername und Kennwort nur zum Lesen

Konfiguration

Feld Beschreibung

PowerStore-Gateway(s) IP-Adressen oder vollqualifizierte Domanennamen
des PowerStore-Speichers

Benutzername Benutzername fiur PowerStore

Passwort Fir PowerStore verwendetes Kennwort

Erweiterte Konfiguration

Feld Beschreibung
HTTPS-Port Der Standardwert ist 443
Inventarabfrageintervall (Minuten) Intervall zwischen den Bestandsabfragen. Der

Standardwert betragt 60 Minuten.

Die PowerStore-Leistungssammlung von Cloud Insight nutzt die Quelldaten von PowerStore mit einer
Granularitat von 5 Minuten. Daher fragt Data Infrastructure Insights diese Daten alle finf Minuten ab, und dies
ist nicht konfigurierbar.

Fehlerbehebung

Weitere Informationen zu diesem Datensammler finden Sie im"Support" Seite oder in der"Datensammler-
Supportmatrix" .


concept_requesting_support.html
reference_data_collector_support_matrix.html
reference_data_collector_support_matrix.html

Dell EMC RecoverPoint-Datensammler

Der Hauptanwendungsfall des EMC RecoverPoint-Datensammlers besteht darin,
Volume-zu-Volume-Replikationsbeziehungen zu ermitteln, die das RecoverPoint-
Speichergerat ermoglicht. Dieser Collector erkennt auch das Recoverpoint-Gerat selbst.
Bitte beachten Sie, dass Dell/EMC eine VMware-Backup-Lésung fur VMs verkauft —
,RecoverPoint fur VMs" — die von diesem Collector nicht unterstutzt wird.

Zur Konfiguration benétigt der Datensammler die IP-Adresse der Speicherprozessoren sowie einen
schreibgeschlitzten Benutzernamen und ein Passwort.

Der EMC RecoverPoint-Datenkollektor erfasst die Volume-zu-Volume-Replikationsbeziehungen, die
RecoverPoint Uber andere Speicher-Arrays hinweg koordiniert. Data Infrastructure Insights zeigt ein
Speicherarray fir jeden RecoverPoint-Cluster und sammelt Inventardaten fiir Knoten und Speicherports auf
diesem Cluster. Es werden keine Speicherpool- oder Volumedaten erfasst.

Anforderungen

Zur Konfiguration dieses Datensammlers sind folgende Angaben erforderlich:

* |P-Adresse oder vollqualifizierter Domanenname des Speicherprozessors
* Benutzername und Kennwort nur zum Lesen
* REST-API-Zugriff Gber Port 443

Konfiguration

Feld Beschreibung

Adresse von RecoverPoint IP-Adresse oder vollqualifizierter Domanenname des
RecoverPoint-Clusters

Benutzername Benutzername flir den RecoverPoint-Cluster

Passwort Fir den RecoverPoint-Cluster verwendetes Kennwort

Erweiterte Konfiguration

Feld Beschreibung

TCP-Port Fir die Verbindung mit dem Recoverpoint-Cluster
verwendeter TCP-Port

Inventarabfrageintervall (Minuten) Intervall zwischen den Bestandsabfragen. Der
Standardwert betragt 20 Minuten.

Ausgeschlossene Cluster Durch Kommas getrennte Liste von Cluster-IDs oder
-Namen, die beim Polling ausgeschlossen werden
sollen.

Fehlerbehebung

Weitere Informationen zu diesem Datensammler finden Sie im"Support" Seite oder in der"'Datensammler-


concept_requesting_support.html
reference_data_collector_support_matrix.html

Supportmatrix" .

DELL EMC ScalelO / PowerFlex-Datensammler

Der ScalelO/PowerFlex-Datensammler sammelt Bestandsinformationen vom ScalelO-
und PowerFlex-Speicher. Zur Konfiguration bendtigt dieser Datensammler die
ScalelO/PowerFlex-Gateway-Adresse sowie einen Administrator-Benutzernamen und ein
Administrator-Passwort.

Terminologie

Data Infrastructure Insights erhalt die folgenden Bestandsinformationen vom ScalelO/PowerFlex-
Datensammler. Fir jeden von Data Infrastructure Insights erworbenen Asset-Typ wird die am haufigsten
verwendete Terminologie fir dieses Asset angezeigt. Beachten Sie beim Anzeigen oder bei der
Fehlerbehebung dieses Datensammlers die folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
MDM-Cluster (Metadaten-Manager) Storage

SDS (ScalelO/PowerFlex-Datenserver) Speicherknoten

Speicherpool Speicherpool

Volumen Volumen

Gerat Scheibe

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdglicherweise nicht
jeden Fall fur diesen Datensammler darstellen.

Anforderungen

* Nur-Lese-Zugriff auf das Admin-Benutzerkonto
» Portanforderung: HTTPS-Port 443

Konfiguration

Feld Beschreibung

ScalelO/PowerFlex-Gateway(s) IP-Adressen oder FQDNs von ScalelO/PowerFlex-
Gateways, getrennt durch Komma (,) oder Semikolon
()

Benutzername Administrator-Benutzername fir die Anmeldung beim
ScalelO/PowerFlex-Gerat

Passwort Kennwort zur Anmeldung beim ScalelO/PowerFlex-

Gerat

Erweiterte Konfiguration

Klicken Sie auf das Kontrollkastchen Inventar, um die Inventarerfassung zu aktivieren.

10


reference_data_collector_support_matrix.html

Feld Beschreibung

HTTPS-Port 443
Inventarabfrageintervall (min) Der Standardwert ist 60.
Verbindungs-Timeout (Sek.) Der Standardwert ist 60.

Fehlerbehebung

Weitere Informationen finden Sie in der"Support" Seite oder in der"Datensammler-Supportmatrix” .

Konfigurieren des EMC Unity-Datenkollektors

Der Datensammler DELL EMC Unity (ehemals VNXe) bietet Inventarunterstitzung fur
VNXe Unified Storage Arrays. Data Infrastructure Insights unterstitzt derzeit iISCSI- und
NAS-Protokolle.

Anforderungen

* Der Unity-Datensammler ist CLI-basiert. Sie mussen die Unisphere fur Unity-CLI (uemcli.exe) auf der
Erfassungseinheit installieren, auf der sich Ihr VNXe-Datensammler befindet.

» uemcli.exe verwendet HTTPS als Transportprotokoll, daher muss die Erfassungseinheit in der Lage sein,
HTTPS-Verbindungen zur Unity herzustellen.

* |IP-Adresse oder vollqualifizierter Domanenname des Unity-Gerats

* Fir die Verwendung durch den Datensammler missen Sie mindestens Uber einen schreibgeschitzten
Benutzer verfligen.

» HTTPS auf Port 443 ist erforderlich

» Der EMC Unity-Datenkollektor bietet NAS- und iSCSI-Unterstltzung fir die Bestandsaufnahme. Fibre-
Channel-Volumes werden erkannt, Data Infrastructure Insights meldet jedoch keine FC-Zuordnung,
Maskierung oder Speicherports.

Terminologie

Data Infrastructure Insights erhalt die folgenden Bestandsinformationen vom Unity-Datensammler. Fir jeden
von Data Infrastructure Insights erworbenen Asset-Typ wird die am haufigsten verwendete Terminologie fir

dieses Asset angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die

folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Scheibe Scheibe

Speicher-Array Storage

Prozessor Speicherknoten

Speicherpool Speicherpool

Allgemeine iSCSI-Blockinformationen, VMware VMFS Aktie

Replikations-Remotesystem Synchronisation

11
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Anbieter/Modellbegriff
iSCSI-Knoten
iSCSl-Initiator

Begriff ,,Data Infrastructure Insights“
iSCSI-Zielknoten
iSCSI-Zielinitiator

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdglicherweise nicht

jeden Fall fur diese Datenquelle darstellen.

Konfiguration
Feld

Unity-Speicher

Benutzername
Passwort

Vollstandiger Pfad zur ausfihrbaren UEMCLI

Erweiterte Konfiguration

Feld

Inventarabfrageintervall (min)

Unity CLI-Port

Leistungsabfrageintervall (Sek.)

Fehlerbehebung

Beschreibung

IP-Adresse oder vollqualifizierter Domanenname des
Unity-Gerats

Benutzername fir das Unity-Gerat
Passwort fiir das Unity-Gerat

Vollstandiger Pfad zum Ordner, der die ausfiihrbare
Datei uemcli.exe enthalt

Beschreibung

Intervall zwischen den Bestandsabfragen. Der
Standardwert betragt 40 Minuten

Fir die Unity CLI verwendeter Port
Der Standardwert ist 300.

Wenn bei diesem Datensammler Probleme auftreten, kénnen Sie Folgendes versuchen:

Inventar

12



Problem: Versuchen Sie Folgendes:

~Fehler beim Ausflihren des externen * Uberprifen Sie, ob die IP-Adresse, der
Dienstprogramms*® mit der Fehlermeldung Benutzername und das Kennwort korrekt sind. *
»2Ausfuhrbare Unisphere-Uemcli konnte nicht Bestatigen Sie, dass Unisphere CLI auf der Data
gefunden werden* Infrastructure Insights Acquisition Unit installiert ist. *

Bestatigen Sie, dass das Installationsverzeichnis von
Unisphere CLI in der Datenquellenkonfiguration
korrekt ist. * Bestatigen Sie, dass die IP des VNXe in
der Konfiguration der Datenquelle korrekt ist. Offnen
Sie in der Data Infrastructure Insights Acquisition Unit
eine CMD und wechseln Sie zum konfigurierten
Installationsverzeichnis: ${INSTALLDIR. Versuchen
Sie, eine Verbindung mit dem VNXe-Gerat
herzustellen, indem Sie Folgendes eingeben: uemcli
-d <lhre IP> -u <lhre ID> /sys/general show

Weitere Informationen finden Sie in der"Support" Seite oder in der"Datensammler-Supportmatrix” .

Datensammler der Dell EMC VMAX- und PowerMax-
Geratefamilie

Data Infrastructure Insights erkennt EMC VMAX- und PowerMax-Speicher-Arrays mithilfe
von Solutions Enabler-Symcli-Befehlen in Verbindung mit einem vorhandenen Solutions
Enabler-Server in Ihrer Umgebung. Der vorhandene Solutions Enabler-Server verfugt
uber eine Verbindung zum VMAX/PowerMax-Speicherarray durch Zugriff auf
Gatekeeper-Volumes.

Anforderungen

Bevor Sie diesen Datensammler konfigurieren, sollten Sie sicherstellen, dass Data Infrastructure Insights GUber
eine TCP-Konnektivitat zu Port 2707 auf dem vorhandenen Solutions Enabler-Server verfiigt. Data
Infrastructure Insights erkennt alle Symmetrix-Arrays, die fir diesen Server ,lokal“ sind, wie in der Ausgabe
,Symcfg list von diesem Server zu sehen ist.

* Der EMC Solutions Enabler (CLI) mit der SMI-S-Provider-Anwendung muss auf dem Acquisition Unit-
Server installiert sein und die Version muss mit der auf dem Solutions Enabler-Server ausgefuhrten
Version Ubereinstimmen oder alter sein.

» Eine ordnungsgemal konfigurierte Datei {installdirAEMC\SYMAPI\config\netcnfg ist erforderlich. Diese
Datei definiert Dienstnamen flr Solutions Enabler-Server sowie die Zugriffsmethode (SECURE /
NOSECURE /ANY).

* Wenn Sie eine Lese-/Schreiblatenz auf Speicherknotenebene bendétigen, muss der SMI-S-Anbieter mit
einer laufenden Instanz der UNISPHERE fur VMAX-Anwendung kommunizieren.

» |P-Adresse des verwaltenden Solutions Enabler-Servers
» Administratorberechtigungen auf dem Solutions Enabler (SE)-Server
* Nur-Lese-Benutzername und Passwort fiir die SE-Software

* Die UNISPHERE fir VMAX-Anwendung muss ausgefuhrt werden und Statistiken fur die EMC VMAX- und
PowerMax-Speicherarrays sammeln, die von der SMI-S Provider-Installation verwaltet werden.
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 Zugriffsvalidierung fur die Leistung: Gehen Sie in einem Webbrowser auf lhrer Erfassungseinheit zu
https://<SMI-S-Hostname oder IP>:5989/ecomconfig, wobei ,SMI-S-Hostname oder IP* die IP-Adresse
oder der Hostname lhres SMI-S-Servers ist. Diese URL flhrt zu einem Verwaltungsportal fir den EMC
SMI-S-Dienst (auch bekannt als ,ECOM®). Sie erhalten ein Anmelde-Popup.

» Berechtigungen mussen in der Daemon-Konfigurationsdatei des Solutions Enabler-Servers deklariert
werden, die sich normalerweise hier befindet: /var/symapi/config/daemon_users

Hier ist eine Beispieldatei mit den richtigen Cisys-Berechtigungen.

root@cernciaukcl01:/root
14:11:25 # tail /var/symapi/config/daemon users

#H#

#H## Refer to the storrdfd(3) man page for additional details.

#H#

#H# As noted above, only authorized users can perform stordaemon
control

F4#4# operations (e.g., shutdown).

FHAH A A S A A
FHAEHHHAH

# smith storrdfd

cisys storapid <all>

Terminologie

Data Infrastructure Insights erhalt die folgenden Bestandsinformationen aus der EMC VMAX/PowerMax-
Datenquelle. Fur jeden erworbenen Vermdgenswerttyp wird die am haufigsten verwendete Terminologie flr

diesen Vermdgenswert angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses
Datensammlers die folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights“
Scheibe Scheibe

Datentragergruppe Datentragergruppe

Storage Array-Speicher

Direktor Speicherknoten

Geratepool, Speicherressourcenpool (SRP) Speicherpool

Gerat TDev Volumen

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdglicherweise nicht
jeden Fall fir diesen Datensammler darstellen.

Konfiguration

Hinweis: Wenn die SMI-S-Benutzerauthentifizierung nicht aktiviert ist, werden die Standardwerte im Data
Infrastructure Insights -Datenkollektor ignoriert.
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Feld
Dienstname

Vollstandiger Pfad zur CLI

SMI-S-Host-IP-Adresse

Erweiterte Konfiguration

Feld

Inventarabfrageintervall (min)

Wabhlen Sie ,AusschlieRen” oder ,Einschlielen®, um
eine Liste anzugeben

Inventarfilter-Gerateliste

Verbindungs-Caching

Beschreibung
Dienstname wie in der Datei netcnfg angegeben

Vollstandiger Pfad zum Ordner, der die Symmetrix CLI
enthalt

IP-Adresse des SMI-S-Hosts

Beschreibung

Intervall zwischen den Bestandsabfragen. Der
Standardwert betragt 40 Minuten.

Geben Sie an, ob die unten stehende Array-Liste
beim Sammeln von Daten ein- oder ausgeschlossen
werden soll.

Durch Kommas getrennte Liste der ein- oder
auszuschliellenden Gerate-IDs

Wahlen Sie die Verbindungs-Caching-Methode: *
LOKAL bedeutet, dass der Cloud Insights Acquisition-
Dienst auf dem Solutions Enabler-Server ausgeflhrt
wird, der Uber Fibre Channel-Konnektivitat zu den
Symmetrix-Arrays verflgt, die Sie ermitteln mochten,
und Zugriff auf Gatekeeper-Volumes hat. Dies kann
bei einigen Remote Acquisition Unit (RAU)-
Konfigurationen auftreten. * REMOTE_CACHED ist
die Standardeinstellung und sollte in den meisten
Fallen verwendet werden. Dabei werden die
NETCNFG-Dateieinstellungen verwendet, um tber IP
eine Verbindung zum Solutions Enabler-Server
herzustellen, der Uber Fibre Channel-Konnektivitat zu
den Symmetrix-Arrays verfligen muss, die Sie
ermitteln mochten, und Zugriff auf Gatekeeper-
Volumes hat. * Falls die Option REMOTE_CACHED
dazu fuhrt, dass CLI-Befehle fehlschlagen, verwenden
Sie die Option REMOTE. Bedenken Sie, dass sich der
Erfassungsprozess dadurch verlangsamt (in
Extremfallen moglicherweise um Stunden oder sogar
Tage). Die NETCNFG-Dateieinstellungen werden
weiterhin fur eine IP-Verbindung zum Solutions
Enabler-Server verwendet, der Uber Fibre Channel-
Konnektivitat zu den erkannten Symmetrix-Arrays
verfugt. Hinweis: Diese Einstellung andert nicht das
Verhalten von Data Infrastructure Insights in Bezug
auf die Arrays, die in der Ausgabe ,symcfg list* als
REMOTE aufgefihrt sind. Data Infrastructure Insights
sammelt Daten nur auf Geraten, die durch diesen
Befehl als LOKAL angezeigt werden.
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Feld
SMI-S-Protokoll

SMIS-Port Giberschreiben

SMI-S-Benutzername
SMI-S-Passwort

Leistungsabfrageintervall (Sek.)

Wahlen Sie ,Ausschlielen” oder ,Einschlielen”, um
eine Liste anzugeben

Leistungsfilter-Gerateliste

Fehlerbehebung

Beschreibung

Fir die Verbindung mit dem SMI-S-Anbieter
verwendetes Protokoll. Zeigt auch den verwendeten
Standardport an.

Wenn das Feld ,Verbindungstyp® leer ist, verwenden
Sie den Standardport. Andernfalls geben Sie den zu
verwendenden Verbindungsport ein.

Benutzername fiir den SMI-S Provider-Host
Benutzername flir den SMI-S Provider-Host

Intervall zwischen Leistungsabfragen (Standard 1000
Sekunden)

Geben Sie an, ob die unten stehende Array-Liste
beim Erfassen von Leistungsdaten ein- oder
ausgeschlossen werden soll.

Durch Kommas getrennte Liste der ein- oder
auszuschlieenden Gerate-IDs

Wenn bei diesem Datensammler Probleme auftreten, kénnen Sie Folgendes versuchen:

Problem:

Fehler: Die angeforderte Funktion ist derzeit nicht
lizenziert

Fehler: Es wurden keine Gerate gefunden

Fehler: Ein angeforderter Netzwerkdienst wurde in der

Dienstdatei nicht gefunden

Fehler: Der Remote-Client/Server-Handshake ist
fehlgeschlagen

Fehler: Aligemeiner Name im Client-Zertifikat ungultig

Fehler: Die Funktion konnte keinen Speicher abrufen
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Versuchen Sie Folgendes:

Installieren Sie die SYMAPI-Serverlizenz.

Stellen Sie sicher, dass Symmetrix-Gerate fir die
Verwaltung durch den Solutions Enabler-Server
konfiguriert sind: — Fihren Sie symcfg list -v aus, um
die Liste der konfigurierten Symmetrix-Gerate
anzuzeigen.

Stellen Sie sicher, dass der Solutions Enabler-
Dienstname in der Netcnfg-Datei flr Solutions Enabler
definiert ist. Diese Datei befindet sich normalerweise
unter SYMAPI\config\ in der Solutions Enabler-
Clientinstallation.

Uberprifen Sie die aktuellsten storsrvd.log*-Dateien
auf dem Solutions Enabler-Host, den wir ermitteln
mochten.

Bearbeiten Sie die Datei hosts auf dem Solutions
Enabler-Server, sodass der Hostname der
Erfassungseinheit in die IP-Adresse aufgelost wird,
die im storsrvd.log auf dem Solutions Enabler-Server
gemeldet wird.

Stellen Sie sicher, dass im System gentigend freier
Speicher zur Ausfiihrung von Solutions Enabler
verfugbar ist



Problem: Versuchen Sie Folgendes:

Fehler: Solutions Enabler konnte nicht alle Untersuchen Sie den Gesundheitszustand und das
erforderlichen Daten bereitstellen. Lastprofil von Solutions Enabler

Fehler: « Der CLI-Befehl ,,symcfg list -tdev* gibt Stellen Sie sicher, dass Sie dieselbe Hauptversion
moglicherweise falsche Daten zuriick, wenn er mit von Solutions Enabler verwenden

Solutions Enabler 7.x von einem Solutions Enabler-
Server 8.x erfasst wird. ¢ Der CLI-Befehl ,symcfg list
-srp“ gibt moglicherweise falsche Daten zurtick, wenn
er mit Solutions Enabler 8.1.0 oder friiher von einem
Solutions Enabler-Server 8.3 oder hoher erfasst

wurde.
Ich sehe Datenerfassungsfehler mit der Meldung: Diese Meldung wird moglicherweise angezeigt, wenn
»unbekannter Code" in der Daemon-Konfigurationsdatei des Solutions

Enabler-Servers keine Berechtigungen deklariert sind
(sieheAnforderungen Uber.) Dies setzt voraus, dass
Ihre SE-Clientversion mit Ihrer SE-Serverversion
Ubereinstimmt. Dieser Fehler kann auch auftreten,
wenn der Benutzer cisys (der Solutions Enabler-
Befehle ausflhrt) in der Konfigurationsdatei
/var/symapi/config/daemon_users nicht mit den
erforderlichen Daemon-Berechtigungen konfiguriert
wurde. Um dies zu beheben, bearbeiten Sie die Datei
/var/symapi/config/daemon_users und stellen Sie
sicher, dass der Cisys-Benutzer (iber die
Berechtigung <all> fir den Storapid-Daemon verflgt.
Beispiel: 14:11:25 # tail
/var/symapi/config/daemon_users ... cisys storapid
<all>

Weitere Informationen finden Sie in der"Support” Seite oder in der"Datensammler-Supportmatrix" .

Dell EMC VNX Block Storage (NaviCLIl)-Datenkollektor

Data Infrastructure Insights verwendet den Datensammler Dell EMC VNX Block Storage
(NaviSec) (ehemals CLARIiON), um Bestands- und Leistungsdaten zu erfassen.

Terminologie

Data Infrastructure Insights erhalt die folgenden Bestandsinformationen vom EMC VNX Block Storage-
Datenkollektor. Fir jeden von Data Infrastructure Insights erworbenen Asset-Typ wird die am haufigsten
verwendete Terminologie fir dieses Asset angezeigt. Beachten Sie beim Anzeigen oder bei der
Fehlerbehebung dieses Datensammlers die folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Scheibe Scheibe

Storage Storage

Speicherprozessor Speicherknoten

Dieser Pool, RAID-Gruppe Speicherpool
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Anbieter/Modellbegriff
LUN

Begriff ,,Data Infrastructure Insights“

Volumen

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdoglicherweise nicht

jeden Fall fur diese Datenquelle darstellen.

Anforderungen

Fir die Datenerhebung missen folgende Voraussetzungen erfiillt sein:

 Eine IP-Adresse jedes VNX-Blockspeicherprozessors

» Schreibgeschiitzter Navisphere-Benutzername und -Passwort fir die VNX-Blockspeicher-Arrays

NaviSecCli muss auf der Data Infrastructure Insights AU installiert sein

Zugriffsvalidierung: Fihren Sie NaviSecCLI von der Data Infrastructure Insights AU mit dem

Benutzernamen und dem Kennwort fir jedes Array aus.

» Portanforderungen: 80, 443

» Die NaviSecCLI-Version sollte dem neuesten FLARE-Code auf lhrem Array entsprechen

» Aus Leistungsgriinden muss die Statistikprotokollierung aktiviert sein.

Syntax der NaviSphere-Befehlszeilenschnittstelle

naviseccli.exe -h <IP-Adresse> -user <Benutzer> -password <Passwort> -scope <Bereich, verwenden Sie 0
fur den globalen Bereich> -port <verwenden Sie standardmaRig 443> Befehl

Konfiguration

Feld
VNX-Blockspeicher-IP-Adresse

Benutzername
Passwort

CLI-Pfad zu naviseccli.exe

Erweiterte Konfiguration

Feld

Inventarabfrageintervall (min)

Umfang
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Beschreibung

IP-Adresse oder vollqualifizierter Domanenname des
VNX-Blockspeichers

Name, der fiir die Anmeldung beim VNX-
Blockspeichergerat verwendet wird.

Kennwort zum Anmelden beim VNX-
Blockspeichergerat.

Vollstandiger Pfad zum Ordner, der die ausfiihrbare
Datei naviseccli.exe enthalt

Beschreibung

Intervall zwischen den Bestandsabfragen. Der
Standardwert ist 40 Minuten.

Der sichere Clientbereich. Die Standardeinstellung ist
,Global®.



Feld

Leistungsabfrageintervall (Sek.)

Fehlerbehebung

Beschreibung

Intervall zwischen Leistungsabfragen. Der
Standardwert betragt 300 Sekunden.

Wenn bei diesem Datensammler Probleme auftreten, kdnnen Sie Folgendes versuchen:

Inventar

Problem:

Fehler:

* Agent wird nicht ausgefuhrt
» Naviseccli konnte nicht gefunden werden

» Kein Befehl konnte ausgefuhrt werden

Fehler: 4.29 emc235848 emc241018 getall Fehler
beim Parsen der Host-Alias-Informationen

Versuchen Sie Folgendes:

» Bestatigen Sie, dass NaviSphere CLI auf der
Cloud Insight Acquisition Unit installiert ist

 Sie haben im Konfigurationsassistenten des
Datensammlers nicht die Option ,Sicheren Client
verwenden® ausgewahlt und keine nicht sichere
Version von Naviphere CLI installiert.

» Bestatigen Sie, dass das NaviSphere CLI-
Installationsverzeichnis in der
Datensammlerkonfiguration korrekt ist

» Bestatigen Sie, dass die IP des VNX-
Blockspeichers in der Datensammlerkonfiguration
korrekt ist:

» Von der Data Infrastructure Insights Acquisition
Unit:

o Offnen Sie eine CMD.

- Andern Sie das Verzeichnis in das
konfigurierte Installationsverzeichnis

o Versuchen Sie, eine Verbindung mit dem
VNX-Blockspeichergerat herzustellen, indem
Sie ,navicli -h {ip} getagent® eingeben
(ersetzen Sie {ip} durch die tatsachliche IP).

Dies wird wahrscheinlich durch ein FLARE 29-
Beschadigungsproblem der Host-Initiator-Datenbank
auf dem Array selbst verursacht. Siehe EMC-
Wissensdatenbankartikel: emc235848, emc241018.
Sie kdnnen auch Uberpriufen https://now.netapp.com/
Knowledgebase/solutionarea.asp?id=kb58128
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Problem: Versuchen Sie Folgendes:

Fehler: Meta-LUNs konnten nicht abgerufen werden. « Andern Sie die Datensammlerkonfiguration, um
Fehler beim Ausflihren von java -jar navicli.jar den sicheren Client zu verwenden (empfohlen)

* Installieren Sie navicli.jar im CLI-Pfad zu
navicli.exe ODER naviseccli.exe

* Hinweis: navicli.jar ist ab EMC Navisphere
Version 6.26 veraltet.

* Die navicli.jar ist mdglicherweise verfugbar auf
http://powerlink.emc.com

Fehler: Speicherpools melden keine Datentrager auf  Konfigurieren Sie den Datensammler mit beiden

dem Serviceprozessor unter der konfigurierten IP- Serviceprozessor-IPs, getrennt durch ein Komma
Adresse
Fehler: Revisionskonflikt * Dies wird normalerweise dadurch verursacht,

dass die Firmware auf dem VNX-
Blockspeichergerat aktualisiert wird, nicht jedoch
die Installation von NaviCLl.exe. Dies kann auch
daran liegen, dass auf verschiedenen Geraten
unterschiedliche Firmwares vorhanden sind, aber
nur eine CLI (mit einer anderen Firmware-
Version) installiert ist.

 Stellen Sie sicher, dass auf dem Gerat und dem
Host identische Versionen der Software
ausgefihrt werden:

- Offnen Sie in der Data Infrastructure Insights
Acquisition Unit ein Befehlszeilenfenster

o Andern Sie das Verzeichnis in das
konfigurierte Installationsverzeichnis

o Stellen Sie eine Verbindung mit dem
CLARIiON-Geréat her, indem Sie ,navicli -h
<ip> getagent” eingeben.

o Suchen Sie in den ersten Zeilen nach der
Versionsnummer. Beispiel: ,Agent Rev: 6.16.2
(0.1)°

> Suchen und vergleichen Sie die Version in der
ersten Zeile. Beispiel: ,Navisphere CLI
Revision 6.07.00.04.07¢

Fehler: Nicht unterstitzte Konfiguration — Keine Fibre Das Gerat ist nicht mit Fibre-Channel-Ports

Channel-Ports konfiguriert. Derzeit werden nur FC-Konfigurationen
unterstiitzt. Uberpriifen Sie, ob diese
Version/Firmware unterstitzt wird.

Weitere Informationen finden Sie in der"Support" Seite oder in der"Datensammler-Supportmatrix" .
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DELL EMC VNX File (fruher Celerra Unified Storage System)
Datenkollektor

Dieser Datensammler ruft Inventarinformationen vom VNX File Storage System ab. Zur
Konfiguration bendtigt dieser Datensammler die IP-Adresse der Speicherprozessoren
sowie einen schreibgeschutzten Benutzernamen und ein Passwort.

Terminologie

Data Infrastructure Insights erhalt die folgenden Bestandsinformationen vom VNX File-Datenkollektor. Fir
jeden von Data Infrastructure Insights erworbenen Asset-Typ wird die am haufigsten verwendete Terminologie
fur dieses Asset angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers
die folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights“
Celerra-Netzwerkserver/Celerra-Speicherpool Speicherpool

Dateisystem Internes Volumen

Datenverschieber Regler

Auf einem Data Mover gemountetes Dateisystem Dateifreigabe

CIFS- und NFS-Exporte Aktie

Datentragervolumen Backend-LUN

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die moglicherweise nicht
jeden Fall fur diesen Datensammler darstellen.

Anforderungen
Zur Konfiguration dieses Datensammlers bendétigen Sie Folgendes:

* Die IP-Adresse des Speicherprozessors
* Benutzername und Kennwort nur zum Lesen
* SSH-Port 22

Konfiguration

Feld Beschreibung

VNX-Datei-IP-Adresse IP-Adresse oder vollqualifizierter Domanenname des
VNX-Dateigerats

Benutzername Name, der fir die Anmeldung beim VNX-Dateigerat
verwendet wird

Passwort Kennwort zum Anmelden beim VNX-Dateigerat
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Erweiterte Konfiguration

Feld Beschreibung

Inventarabfrageintervall (Minuten) Intervall zwischen den Bestandsabfragen. Der
Standardwert betragt 20 Minuten.

Fehlerbehebung

Wenn bei diesem Datensammler Probleme auftreten, kdnnen Sie Folgendes versuchen:

Inventar

Problem: Versuchen Sie Folgendes:

Fehler: Fortfahren nicht moglich, wahrend DART- Mogliche Losung: Halten Sie den Datensammler an
Update lauft und warten Sie, bis das DART-Upgrade

abgeschlossen ist, bevor Sie eine weitere
Erfassungsanforderung versuchen.

Weitere Informationen finden Sie in der"Support” Seite oder in der"Datensammler-Supportmatrix" .

Konfigurieren des Dell EMC VNX Unified-Datenkollektors

Zur Konfiguration bendétigt der Dell EMC VNX Unified (SSH)-Datensammler die IP-
Adresse der Control Station sowie einen schreibgeschitzten Benutzernamen und ein
Kennwort.

Terminologie

Data Infrastructure Insights erhalt von diesem Datensammler die folgenden Bestandsinformationen. Fir jeden
von Data Infrastructure Insights erworbenen Asset-Typ wird die am haufigsten verwendete Terminologie fir
dieses Asset angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die
folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Scheibe Scheibe
Datentragerordner Datentragergruppe
Dateisystem Internes Volumen
Storage Storage
Speicherprozessor Speicherknoten
Speicherpool, RAID-Gruppe Speicherpool

LUN Volumen
Datenverschieber Regler

Auf einem Data Mover gemountetes Dateisystem Dateifreigabe
CIFS- und NFS-Exporte Aktie
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Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights“

Datentragervolumen Backend-LUN

Anforderungen
Zum Konfigurieren des VNX (SSH)-Datenkollektors benétigen Sie Folgendes:

* VNX-IP-Adresse und Anmeldeinformationen fiir die Celerra Control Station.
* Benutzername und Passwort sind schreibgeschitzt.

* Der Datensammler kann NaviCLI/NaviSecCLI-Befehle auf dem Backend-Array ausfihren, indem er die
DART OS NAS-Kopfe nutzt.

Konfiguration

Feld Beschreibung

VNX-IP-Adresse IP-Adresse oder vollqualifizierter Domanenname der
VNX Control Station

Benutzername Benutzername fir die VNX Control Station

Passwort Passwort fiir die VNX Control Station

Erweiterte Konfiguration

Feld Beschreibung

Inventarabfrageintervall (min) Intervall zwischen den Bestandsabfragen. Der
Standardwert betragt 40 Minuten.

Leistungsabfrageintervall (Sek.). Intervall zwischen Leistungsabfragen. Der
Standardwert betragt 300 Sekunden.
Fehlerbehebung

Weitere Informationen zu diesem Datensammler finden Sie im"Support" Seite oder in der"'Datensammler-
Supportmatrix" .

Konfigurieren des EMC VPLEX-Datenkollektors

Dieser Datensammler erfasst Bestands- und Leistungsdaten von EMC VPLEX-
Speichersystemen. Zur Konfiguration bendtigt der Datensammler eine IP-Adresse des
VPLEX-Servers und ein Domanenkonto auf Administratorebene.
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Fir die Leistungserfassung von Data Infrastructure Insights aus Vplex-Clustern muss der
Leistungsarchivdienst betriebsbereit sein, um die CSV-Dateien und Protokolle zu fiillen, die Data
Infrastructure Insights tGber SCP-basierte Dateikopien abruft. NetApp hat festgestellt, dass diese
Funktionalitat bei vielen Vplex-Firmware-Upgrades/Management-Station-Updates nicht mehr
@ funktioniert. Kunden, die solche Upgrades planen, mdchten Del/EMC maglicherweise proaktiv
fragen, ob diese Funktionalitat durch das geplante Upgrade nicht mehr funktionsfahig ist, und
wenn ja, wie sie sie wieder aktivieren kénnen, um Licken in der Leistungstransparenz zu
minimieren. Der Vplex-Leistungscode von Cloud Insight prift bei jeder Abfrage, ob alle
erwarteten Dateien vorhanden sind und ob sie ordnungsgemaf aktualisiert werden. Wenn sie
fehlen oder veraltet sind, protokolliert Data Infrastructure Insights Leistungserfassungsfehler.

Terminologie

Data Infrastructure Insightst erhalt die folgenden Bestandsinformationen vom VPLEX-Datensammler. Fir jeden
erworbenen Vermdgenswerttyp wird die am haufigsten verwendete Terminologie fur diesen Vermbgenswert
angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieses Datensammlers die folgende
Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Cluster Storage
Motor Speicherknoten

Gerat, Systemumfang
Virtuelles Volume
Front-End-Port, Back-End-Port
Verteiltes Gerat
Speicheransicht
Speichervolumen

ITLs

Backend-Speicherpool
Volumen

Hafen
Speichersynchronisierung
Volumenkarte, Volumenmaske
Backend-LUN

Backend-Pfad

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdglicherweise nicht
jeden Fall fir diesen Datensammler darstellen.

Anforderungen

 Eine IP-Adresse der VPLEX-Verwaltungskonsole
* Domanenkonto auf Administratorebene fur den VPLEX-Server

» Port 443 (HTTPS). Erfordert ausgehende Konnektivitat zum TCP-Port 443 auf der VPLEX-
Verwaltungsstation.

 Aus Leistungsgriinden sind Benutzername und Kennwort fiir den SSH-/SCP-Zugriff schreibgeschitzt.

* Aus Leistungsgriinden ist Port 22 erforderlich.

Konfiguration
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Feld
IP-Adresse der VPLEX-Verwaltungskonsole

Benutzername
Passwort

Leistung Remote-IP-Adresse
Performance Remote-Benutzername

Performance Remote-Passwort

Erweiterte Konfiguration

Feld

Kommunikationsanschluss

Inventarabfrageintervall (min)
Anzahl der Verbindungsversuche

Leistungsabfrageintervall (Sek.)

Anzahl der Wiederholungsversuche

Fehlerbehebung

Beschreibung

IP-Adresse oder vollqualifizierter Domanenname der
VPLEX-Verwaltungskonsole

Benutzername fir VPLEX CLI
Fir VPLEX CLI verwendetes Kennwort

Leistung Remote-IP-Adresse der VPLEX-
Verwaltungskonsole

Leistung Remote-Benutzername der VPLEX-
Verwaltungskonsole

Leistungs-Remotekennwort der VPLEX-
Verwaltungskonsole

Beschreibung

Fir VPLEX CLI verwendeter Port. Der Standardwert
ist 443.

Der Standardwert betragt 20 Minuten.
Der Standardwert ist 3.

Intervall zwischen Leistungsabfragen. Der
Standardwert betragt 600 Sekunden.

Der Standardwert ist 2.

Wenn bei diesem Datensammler Probleme auftreten, kénnen Sie Folgendes versuchen:

Inventar

Problem:

Fehler: Benutzerauthentifizierung fehlgeschlagen.

Performance

Problem:

Fehler: Die VPLEX-Leistung fiir Versionen unter 5.3
wird nicht unterstutzt.

Fehler: Nicht gentigend Daten gesammelt.

Versuchen Sie Folgendes:

Stellen Sie sicher, dass lhre Anmeldeinformationen fur

dieses Geréat korrekt sind.

Versuchen Sie Folgendes:

Aktualisieren Sie VPLEX auf 5.3 oder hoher

* Prufen Sie den Erfassungszeitstempel in der
Protokolldatei und andern Sie das Abfrageintervall
entsprechend. « Warten Sie langer
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Problem: Versuchen Sie Folgendes:

Fehler: Perpetual-Log-Dateien werden nicht Bitte kontaktieren Sie den EMC-Support, um die

aktualisiert. Aktualisierung der permanenten Protokolldateien zu
aktivieren

Fehler: Das Leistungsabfrageintervall ist zu grof3. Uberprifen Sie den Erfassungszeitstempel in der

Protokolldatei ${logfile} und andern Sie das
Abfrageintervall entsprechend

Fehler: Die Remote-IP-Adresse der VPLEX- Bearbeiten Sie die Datenquelle, um die Performance-
Verwaltungskonsole ist nicht konfiguriert. Remote-IP-Adresse der VPLEX-Verwaltungskonsole
festzulegen.

Fehler: Keine Leistungsdaten vom Direktor gemeldet + Uberpriifen Sie, ob die Systemleistungsmonitore
ordnungsgemal ausgefihrt werden. « Wenden Sie
sich an den EMC-Support, um die Aktualisierung der
Protokolldateien des Systemleistungsmonitors zu
ermadglichen.

Weitere Informationen finden Sie in der"Support” Seite oder in der"Datensammler-Supportmatrix” .

Dell EMC XtremelO-Datenkollektor

Der EMC XtremlO-Datenkollektor erfasst Bestands- und Leistungsdaten vom EMC
XtremIO-Speichersystem.

Anforderungen

Zum Konfigurieren des EMC XtremlO (HTTP)-Datenkollektors benétigen Sie:

* Die Hostadresse des XtremlO Management Servers (XMS)
« Ein Konto mit Administratorrechten
 Zugriff auf Port 443 (HTTPS)

Terminologie

Data Infrastructure Insights erhalt die folgenden Bestandsinformationen vom EMC XtremIO-Datenkollektor. Fiir
jeden von Data Infrastructure Insights erworbenen Asset-Typ wird die am haufigsten verwendete Terminologie
fur dieses Asset angezeigt. Beachten Sie beim Anzeigen oder bei der Fehlerbehebung dieser Datenquelle die
folgende Terminologie:

Anbieter/Modellbegriff Begriff ,,Data Infrastructure Insights*
Festplatte (SSD) Scheibe

Cluster Storage

Regler Speicherknoten

Volumen Volumen

LUN-Karte Volumenkarte

Ziel-FC-Initiator Volumenmaske

26


concept_requesting_support.html
reference_data_collector_support_matrix.html

Hinweis: Hierbei handelt es sich lediglich um allgemeine Terminologiezuordnungen, die mdglicherweise nicht

jeden Fall fir diese Datenquelle darstellen.

Anforderungen

* Die Host-IP-Adresse des XtremlO Management Server (XMS)

* Administratorbenutzername und -kennwort fur XtremIO

Konfiguration

Feld
XMS-Host

Benutzername

Passwort

Erweiterte Konfiguration

Feld
TCP-Port

Inventarabfrageintervall (min)

Leistungsabfrageintervall (Sek.)

Fehlerbehebung

Beschreibung

IP-Adresse oder vollqualifizierter Domanenname des
XtremlO-Managementservers

Benutzername fur den XtremlO-Managementserver

Kennwort fir den XtremlO-Managementserver

Beschreibung

TCP-Port, der fur die Verbindung mit dem XTremIO-
Verwaltungsserver verwendet wird. Der Standardwert
ist 443.

Intervall zwischen den Bestandsabfragen. Der
Standardwert betragt 60 Minuten.

Intervall zwischen Leistungsabfragen. Der
Standardwert betragt 300 Sekunden.

Weitere Informationen zu diesem Datensammler finden Sie im"Support" Seite oder in der"Datensammler-

Supportmatrix" .
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