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Referenz

Erforderliche vCenter-Berechtigungen fur NetApp Disaster

Recovery

Damit NetApp Disaster Recovery seine Dienste ausfuhren kann, muss das vCenter-
Konto Uber einen Mindestumfang an vCenter-Berechtigungen verfligen. Diese
Berechtigungen umfassen das Registrieren und Deregistrieren von Datenspeichern, das
Starten und Stoppen virtueller Maschinen (VMs) sowie das Rekonfigurieren von VMs.

Die folgende Tabelle listet alle Berechtigungen auf, die fur Disaster Recovery zur Schnittstelle mit einem

vCenter-Cluster erforderlich sind.

Typ Berechtigungsname
(vSphere client)

Datenspeich Datastore.Config
er
Datastore.Delete
Datastore.Rename

Ordner Ordner.Create

Ordner.Delete

Ordner.Rename

Netzwerk Network.Assign

Network.Config

Berechtigungsname
(API)

Datenspeicher
konfigurieren
Datenspeicher entfernen
Datenspeicher
umbenennen

Ordner erstellen

Ordner I6schen

Ordner umbenennen

Netzwerk zuweisen

Konfigurieren

Beschreibung

Ermoglicht die Konfiguration eines
Datastores.

Ermdglicht das Entfernen eines
Datenspeichers.

Ermoglicht das Umbenennen eines
Datenspeichers.

Ermdoglicht das Erstellen eines neuen
Ordners.

Ermdglicht das Léschen eines Ordners.
Erfordert Berechtigungen sowohl fiir das
Objekt als auch flr dessen
Ubergeordnetes Objekt.

Ermoglicht das Andern eines
Ordnernamens.

Ermdoglicht die Zuweisung eines
Netzwerks zu einer VM.

Ermdglicht die Konfiguration eines
Netzwerks.



Typ

Konfiguratio
n der
virtuellen
Maschine

Virtueller
Maschinen-
Gast

Berechtigungsname
(vSphere client)

VirtualMachine.Config.Adv
ancedConfig

VirtualMachine.Config.Set
tings

VirtualMachine.Config.CP
UCount

VirtualMachine.Config.Me
mory

VirtualMachine.Config.Re
source

VirtualMachine.Config.Re
name

VirtualMachine.Config.Edit
Device

VirtualMachine.Config.Rel
oadFromPath

VirtualMachine.Config.Re
setGuestlInfo

VirtualMachine.GuestOper
ations.ModifyAliases

VirtualMachine.GuestOper Gastoperationsaliasabfrag

ations.QueryAliases

VirtualMachine.GuestOper
ations.Modify

Berechtigungsname
(API)

Erweiterte Konfiguration

Einstellungen andern

CPU-Anzahl andern

Speicher dndern

Ressource andern

Umbenennen

Gerateeinstellungen
andern

Vom Pfad neu laden

Gastinformationen
zuricksetzen

Anderung des
Gastbetrieb-Alias

e

Anderungen an
Gastoperationen

VirtualMachine.GuestOper Ausflihrung des

ations.Execute

Gastbetrieb-Programms

VirtualMachine.GuestOper Gastbetrieb-Abfragen

ations.Query

Beschreibung

Ermoglicht das Hinzufiigen oder Andern
erweiterter Parameter in der
Konfigurationsdatei der VM.

Ermoglicht das Andern allgemeiner VM-
Einstellungen.

Ermdglicht das Andern der Anzahl von
virtuellen CPUs.

Ermdglicht das Andern der der VM
zugewiesenen Speichermenge.

Ermdglicht das Andern der
Ressourcenkonfiguration von VM-
Knoten in einem Ressourcenpool.

Ermaoglicht das Umbenennen einer VM
oder das Andern ihrer Notizen.

Ermdglicht das Andern der
Eigenschaften eines bestehenden
Gerats.

Ermdglicht das Andern eines VM-
Konfigurationspfads unter Beibehaltung
der Identitat.

Ermdglicht das Bearbeiten der
Gastbetriebssysteminformationen fiir
eine VM.

Erméglicht das Andern des Alias fur die
VM.

Ermoglicht das Abfragen des Alias einer
VM.

Ermdglicht Anderungsvorgénge,
einschlieRlich der Ubertragung einer
Datei auf die VM.

Ermaoglicht das Ausflhren einer
Anwendung innerhalb der VM.

Ermaoglicht das Abfragen des
Gastbetriebssystems. Operationen
umfassen das Auflisten von Dateien.



Typ

Interaktion
mit der
virtuellen
Maschine

Bereitstellun
g virtueller
Maschinen

Konfiguratio
n des
virtuellen
Maschinen-
Dienstes

Berechtigungsname
(vSphere client)

VirtualMachine.Interact.An
swerQuestion

VirtualMachine.Interact.Po
werOff

VirtualMachine.Interact.Po
werOn

VirtualMachine.Interact.To
olslInstall

VirtualMachine.Inventory.
CreateFromExisting

VirtualMachine.Inventory.
Create

VirtualMachine.Inventory.
Register

VirtualMachine.Inventory.
Delete

VirtualMachine.Inventory.
Unregister

VirtualMachine.Provisionin
g.Clone

VirtualMachine.Provisionin
g.Customize

VirtualMachine.Provisionin
g.ModifyCustSpecs

VirtualMachine.Provisionin
g.ReadCustSpecs

VirtualMachine.Namespac
e.Query

VirtualMachine.Namespac
e.ReadContent

Berechtigungsname
(API)

Frage beantworten

Ausschalten

Einschalten

VMware Tools installieren

Aus bestehendem
erstellen

Neu erstellen

Anmeldung

Entfernen

Registrierung aufheben

Virtuelle Maschine klonen

Gast anpassen

Anpassungsspezifikation
andern

Anpassungsspezifikatione
n lesen

Dienstkonfigurationen
abfragen

Dienstkonfiguration lesen

Beschreibung

Ermoglicht das Beheben von Problemen
wahrend VM-Zustandstbergangen oder
Laufzeitfehlern.

Ermdglicht das Ausschalten einer
eingeschalteten VM.

Ermoglicht das Einschalten oder
Fortsetzen einer VM.

Ermoglicht das Einbinden/Aushangen
des VMware Tools Installer.

Ermoglicht das Klonen oder
Bereitstellen einer VM aus einer
Vorlage.

Ermdglicht das Erstellen einer VM und
das Zuweisen von Ressourcen.

Ermaoglicht das Hinzuflgen einer
bestehenden VM zu einem Inventar.

Ermaoglicht das Léschen einer virtuellen
Maschine und ihrer Dateien. Erfordert
Berechtigungen sowohl fur das Objekt
als auch flr dessen Ubergeordnetes
Objekt.

Ermoglicht das Abmelden einer VM.
Diese Berechtigung erfordert
Berechtigungen sowohl fir das Objekt
als auch fur dessen Ubergeordnetes
Objekt.

Ermaoglicht das Klonen einer VM und
das Zuweisen von Ressourcen.

Ermoglicht das Anpassen des
Gastbetriebssystems der VM.

Ermoglicht das Erstellen, Andern oder
Léschen von
Anpassungsspezifikationen.

Ermdglicht das Lesen einer
Anpassungsspezifikation fur eine VM.

Ermdglicht das Abrufen einer Liste von
VM-Services.

Ermoglicht das Abrufen der
bestehenden VM service-Konfiguration.



Typ Berechtigungsname
(vSphere client)

Snapshot  VirtualMachine.State.Crea

der teSnapshot

virtuellen

Maschine

VirtualMachine.State.Rem
oveSnapshot

VirtualMachine.State.Ren
ameSnapshot

VirtualMachine.State.Rev
ertToSnapshot

Berechtigungsname
(API)

Snapshot erstellen

Snapshot entfernen

Snapshot umbenennen

Auf Snapshot
zurlicksetzen

Beschreibung

Ermoglicht das Erstellen eines
Snapshots aus dem aktuellen Zustand
der VM.

Ermdglicht das Entfernen eines
Snapshots.

Ermoglicht das Umbenennen eines
Snapshots oder das Aktualisieren seiner
Beschreibung.

Ermoglicht das Zurucksetzen der VM
auf den Zustand eines angegebenen
Snapshots.

Switch Console-Agenten bei Verwendung von NetApp

Disaster Recovery

Die NetApp Console unterstutzt die Verwendung mehrerer Console-Agenten in einer
einzigen Arbeitsumgebung. Der Einsatz mehrerer Console-Agenten kann hilfreich sein,
um den Zugriff auf Ressourcen aufrechtzuerhalten, wahrend an einem anderen Console-
Agenten Wartungsarbeiten durchgefuhrt werden oder wenn ein Console-Agent ausfallt.
Da jeder Console-Agent Uber eine eindeutige Kennung verfligt, kann ein unsachgemafer
Wechsel der Console-Agenten die Verfugbarkeit von Ressourcen in einer
Arbeitsumgebung beeintrachtigen.

Bevor Sie beginnen

* Du musst habenFlgen Sie mindestens zwei Console-Agenten fir Ihre Arbeitsumgebung hinzu. Die

* Beide Console-Agenten mussen die gleichen ONTAP Cluster enthalten.

Schritte

1. Im Bereich ,Notfallwiederherstellung“ wahlen Sie Standorte aus.

2. Sie mussen den Konsolenagenten sowohl fiir das Quell- als auch fir das Ziel-vCenter andern.
Identifizieren Sie die vCenter-Server, die Sie andern mdchten. Wahlen Sie im vCenter das Aktionsment

und anschlieRend Bearbeiten.

Sites (4)

EE  DemoCnPremSite_1
Nl a300- 7

aws  DemoCloudSite_1

= veentersdd n

@ n
Agent
Edit
Refresh
|

Add / Edit subnet

_ Delete
©



https://docs.netapp.com/de-de/data-services-disaster-recovery/../get-started/dr-prerequisites.html#create-the-netapp-console-agent

3. Wahlen Sie im Dropdown-Menu den gewlinschten Konsolenagenten aus und geben Sie lhren vCenter-
Benutzernamen und lhr Passwort erneut ein. Wahlen Sie Speichern.

Edit vCenter server

Enter connection details for the viCenter server that is accessible from the Console Agent.

Site Conscle Agent
DemoOnPremSite_1 ‘ hmcdraascon r'ect-::r4 |
ShivaOnPremConnDemo
viCanter |? address hmodraasconnectord
a300-vesalE.ehcde.com | DRaasTest |
wCenter user name vCenter password

Use self-signed certificates i
[] Enable scheduled discoveny

Canicel

4. Wiederholen Sie die Schritte 2 und 3 fir jedes weitere vCenter, das Sie andern méchten.

5. Aktualisieren Sie im vCenter, das Sie geandert haben, das vCenter, um den neuen Konsolenagenten zu
erkennen. Wiederholen Sie diesen Schritt fir jedes vCenter, das Sie gedndert haben.

6. Navigieren Sie im Bereich ,Notfallwiederherstellung” zu Replikationspléanen.

7. Ermitteln Sie die Replikationsplane, die Sie zur Wiederaufnahme der Arbeitsablaufe verwenden mdchten.
Wahlen Sie das Aktionsment aus ... Aktualisieren Sie anschlielRend die Ressourcen. Den Status der
Auftrage konnen Sie unter Auftragsiiberwachung einsehen.

Weitere Informationen

 "Erfahren Sie mehr tber Konsolenagenten"

Verwenden Sie NetApp Disaster Recovery mit Amazon EVS


https://docs.netapp.com/us-en/console-setup-admin/task-install-agent-on-prem.html

Einfihrung von NetApp Disaster Recovery mit Amazon Elastic VMware Service und
Amazon FSx for NetApp ONTAP

Kunden sind fur Produktions-Rechenlasten zunehmend auf virtualisierte Infrastrukturen
angewiesen, beispielsweise auf Basis von VMware vSphere. Da diese virtuellen
Maschinen (VMs) fur ihre Unternehmen immer wichtiger geworden sind, mussen Kunden
diese VMs vor denselben Katastrophen schutzen wie ihre physischen
Rechenressourcen. Die derzeit angebotenen Disaster Recovery (DR)-Losungen sind
komplex, teuer und ressourcenintensiv. NetApp, der grofte Speicheranbieter fur
virtualisierte Infrastrukturen, hat ein begrindetes Interesse daran, sicherzustellen, dass
die VMs seiner Kunden auf die gleiche Weise geschutzt sind, wie wir auf ONTAP
-Speicher gehostete Daten aller Art schutzen. Um dieses Ziel zu erreichen, hat NetApp
den NetApp Disaster Recovery Dienst entwickelt.

Eine der grofRten Herausforderungen bei jeder DR-L&sung besteht darin, die zusatzlichen Kosten fir den Kauf,
die Konfiguration und die Wartung zusatzlicher Rechen-, Netzwerk- und Speicherressourcen zu bewaltigen,
nur um eine DR-Replikations- und Wiederherstellungsinfrastruktur bereitzustellen. Eine beliebte Option zum
Schutz kritischer virtueller Ressourcen vor Ort ist die Verwendung in der Cloud gehosteter virtueller
Ressourcen als DR-Replikations- und Wiederherstellungsinfrastruktur. Amazon ist ein Beispiel fur eine solche
Ldsung, die kostengiinstige Ressourcen bereitstellen kann, die mit von NetApp ONTAP gehosteten VM-
Infrastrukturen kompatibel sind.

Amazon hat seinen Amazon Elastic VMware Service (Amazon EVS) eingefiihrt, der VMware Cloud Foundation
in lhrer Virtual Private Cloud (VPC) ermdglicht. Amazon EVS bietet die Ausfallsicherheit und Leistung von
AWS zusammen mit der vertrauten VMware-Software und -Tools, sodass Amazon EVS vCenters als
Erweiterung lhrer virtualisierten Infrastruktur vor Ort integriert werden kénnen.

Obwohl Amazon EVS Uber integrierte Speicherressourcen verfiigt, kann die Verwendung von nativem
Speicher die Effektivitat fir Organisationen mit speicherintensiven Arbeitslasten verringern. In diesen Fallen
kann die Kombination von Amazon EVS mit Amazon FSx for NetApp ONTAP -Speicher (Amazon FSxN) eine
flexiblere Speicherldsung bieten. Wenn Sie NetApp ONTAP -Speicherlésungen vor Ort zum Hosten lhrer
VMware-Infrastruktur verwenden, erhalten Sie durch die Verwendung von Amazon EVS mit FSx fiur ONTAP
aulerdem erstklassige Dateninteroperabilitdts- und Schutzfunktionen zwischen Ihren lokalen und in der Cloud
gehosteten Infrastrukturen.

Informationen zu Amazon FSx for NetApp ONTAP finden Sie unter "Erste Schritte mit Amazon FSx for NetApp
ONTAP" .

Losungsubersicht fiir NetApp Disaster Recovery mit Amazon EVS und Amazon
FSs fir NetApp ONTAP

NetApp Disaster Recovery ist ein Mehrwertdienst, der in der Software-as-a-Service-
Umgebung der NetApp Console gehostet wird und auf der Kernarchitektur der NetApp
Console basiert. Der DR-Dienst fur den VMware-Schutz innerhalb der Konsole besteht
aus mehreren Hauptkomponenten.

Eine vollstandige Ubersicht (iber die NetApp Disaster Recovery -Ldsung finden Sie unter'Erfahren Sie mehr
Uber NetApp Disaster Recovery fur VMware" .

Wenn Sie Ihre lokalen, von VMware gehosteten virtuellen Maschinen auf Amazon AWS schiitzen méchten,
verwenden Sie den Dienst zum Sichern auf Amazon EVS mit Amazon FSx for NetApp ONTAP Speicher


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/getting-started.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/getting-started.html
../get-started/dr-intro.html
../get-started/dr-intro.html

gehostete Datenspeicher.
Die folgende Abbildung zeigt, wie der Dienst zum Schutz |hrer VMs mit Amazon EVS funktioniert.

Ubersicht tiber NetApp Disaster Recovery mit Amazon EVS und FSx fiir
ONTAP
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1. Amazon EVS wird in lhrem Konto in einer einzigen Availability Zone (AZ)-Konfiguration und innerhalb lhrer
Virtual Private Cloud (VPC) bereitgestellt.

2. Ein FSx fur ONTAP -Dateisystem wird in derselben AZ wie die Amazon EVS-Bereitstellung bereitgestellt.
Das Dateisystem stellt entweder direkt Gber eine Elastic Network Interface (ENI), eine VPC-Peer-
Verbindung oder ein AmazonTransit Gateway eine Verbindung zu Amazon EVS her.

3. Der NetApp Console Agent ist in Ihrer VPC installiert. Der NetApp Console Agent hostet mehrere
Datenverwaltungsdienste (sogenannte Agenten), darunter den NetApp Disaster Recovery -Agenten, der
die Notfallwiederherstellung der VMware-Infrastruktur sowohl in lhren lokalen physischen Rechenzentren
als auch auf lhren von Amazon AWS gehosteten Ressourcen verwaltet.

4. Der NetApp Disaster Recovery -Agent kommuniziert sicher mit dem in der Cloud gehosteten Dienst der
NetApp Console, um Aufgaben zu empfangen und diese Aufgaben an die entsprechenden lokalen und von
AWS gehosteten vCenter- und ONTAP Speicherinstanzen zu verteilen.

5. Sie erstellen einen Replikationsplan mithilfe der in der Cloud gehosteten Benutzeroberflachenkonsole
NetApp Console und geben dabei die zu schitzenden VMs, die Haufigkeit des Schutzes dieser VMs und
die Verfahren an, die zum Neustart dieser VMs im Falle eines Failovers vom lokalen Standort ausgefuhrt
werden mussen.

6. Der Replikationsplan bestimmt, welche vCenter-Datenspeicher die geschutzten VMs hosten und welche
ONTAP -Volumes diese Datenspeicher hosten. Wenn auf dem FSx for ONTAP -Cluster noch keine
Volumes vorhanden sind, werden diese von NetApp Disaster Recovery automatisch erstellt.

7. Fur jedes identifizierte Quell- ONTAP -Volume wird eine SnapMirror -Beziehung zu jedem Ziel-FSx fir das
von ONTAP gehostete ONTAP -Volume erstellt und ein Replikationszeitplan wird basierend auf dem vom
Benutzer bereitgestellten RPO im Replikationsplan erstellt.

8. Im Falle eines Ausfalls des primaren Standorts leitet ein Administrator einen manuellen Failover-Prozess



innerhalb der NetApp Console ein und wahlt ein Backup aus, das als Wiederherstellungspunkt verwendet
werden soll.

9. Der NetApp Disaster Recovery -Agent aktiviert die von FSx fir ONTAP gehosteten
Datensicherungsvolumes.

10. Der Agent registriert jedes aktivierte FSx for ONTAP -Volume beim Amazon EVS vCenter, registriert jede
geschitzte VM beim Amazon EVS vCenter und startet jede gemaR den im Replikationsplan enthaltenen
vordefinierten Regeln.

Installieren Sie den NetApp Console -Agenten fiir NetApp Disaster Recovery

Ein NetApp Console-Agent ermoglicht es Ihnen, Ihre NetApp Console-Bereitstellungen
mit Ihrer Infrastruktur zu verbinden, um Lésungen sicher Uber AWS, Azure, Google Cloud
oder lokale Umgebungen hinweg zu orchestrieren. Der Console-Agent fuhrt die Aktionen
aus, die die NetApp Console zur Verwaltung Ihrer Dateninfrastruktur ausfuhren muss.
Der Console-Agent fragt die NetApp Disaster Recovery Software-as-a-Service-Schicht
kontinuierlich ab, um alle erforderlichen Aktionen auszufihren.

Fir NetApp Disaster Recovery orchestrieren die ausgefiihrten Aktionen VMware vCenter-Cluster und ONTAP-
Speicherinstanzen mithilfe nativer APIs fir jeden jeweiligen Dienst, um Schutz fiir Produktions-VMs zu bieten,
die an einem lokalen Standort ausgefiihrt werden. Obwohl der Console-Agent an jedem lhrer
Netzwerkstandorte installiert werden kann, wird empfohlen, den Console-Agent am Disaster-Recovery-
Standort fuir NetApp Disaster Recovery zu installieren. Die Installation am DR-Standort stellt sicher, dass im
Falle eines Ausfalls des primaren Standorts die NetApp Console Ul die Verbindung zum Console-Agent
aufrechterhalt und den Wiederherstellungsprozess innerhalb dieses DR-Standorts orchestrieren kann.

Installation

» Um NetApp Disaster Recovery zu nutzen, installieren Sie den Console-Agenten im Standardmodus.
Weitere Informationen zu den Typen der Console-Agenten-Installationen finden Sie unter "Erfahren Sie
mehr Uber die Bereitstellungsmodi der NetApp Console".

Die konkreten Installationsschritte fir den Konsolenagenten hangen von Ihrem Bereitstellungstyp ab. Siehe
"Erfahren Sie mehr Uber Konsolenagenten" fur weitere Informationen.

Die einfachste Methode zur Installation des Console-Agenten mit Amazon AWS ist die

Verwendung des AWS Marketplace. Weitere Informationen zur Installation des Console-
Agenten Uber den AWS Marketplace finden Sie unter "Erstellen Sie einen Console-Agenten aus
dem AWS Marketplace".

Konfigurieren Sie NetApp Disaster Recovery fir Amazon EVS

Ubersicht: Konfigurieren von NetApp Disaster Recovery fiir Amazon EVS

Nachdem Sie den NetApp Console Agenten installiert haben, mussen Sie alle ONTAP
-Speicher- und VMware vCenter-Ressourcen, die am Disaster Recovery-Prozess
teilnehmen, mit NetApp Disaster Recovery integrieren.

* "Voraussetzungen fur Amazon EVS mit NetApp Disaster Recovery"

* "Fligen Sie ONTAP Speicher-Arrays zu NetApp Disaster Recovery hinzu"


https://docs.netapp.com/us-en/console-setup-admin/concept-modes.html
https://docs.netapp.com/us-en/console-setup-admin/concept-modes.html
https://docs.netapp.com/us-en/console-setup-admin/concept-agents.html
https://docs.netapp.com/us-en/console-setup-admin/task-install-connector-aws-marketplace.html
https://docs.netapp.com/us-en/console-setup-admin/task-install-connector-aws-marketplace.html

+ "Aktivieren Sie NetApp Disaster Recovery fur Amazon EVS"
+ "vCenter-Sites zu NetApp Disaster Recovery hinzufigen"

« "vCenter-Cluster zu NetApp Disaster Recovery hinzufligen"

Voraussetzungen fiir Amazon EVS mit NetApp Disaster Recovery

Stellen Sie sicher, dass Sie die Anforderungen fur die Konfiguration von Amazon EVS mit
NetApp Disaster Recovery Uberprifen und erflllen.

Voraussetzungen

« Uberpriifen Sie die "Allgemeine Voraussetzungen fir Disaster Recovery".

* Erstellen Sie ein vCenter-Benutzerkonto mit den spezifischen VMware-Berechtigungen, die fir NetApp
Disaster Recovery erforderlich sind, um die erforderlichen Vorgange auszufiihren.

Es wird empfohlen, nicht das Standardkonto ,administrator@vsphere.com” als
Administrator zu verwenden. Stattdessen sollten Sie ein NetApp Disaster Recovery-
spezifisches Benutzerkonto auf allen vCenter Clustern erstellen, die am Disaster-Recovery-
Prozess teilnehmen. Eine Liste der spezifischen erforderlichen Berechtigungen finden Sie
unter "Fur NetApp Disaster Recovery erforderliche vCenter-Berechtigungen".

®

« Stellen Sie sicher, dass alle vCenter Datenspeicher, die VMs hosten, die durch Disaster Recovery
geschitzt sind, sich auf NetApp ONTAP Speicherressourcen befinden.

Disaster Recovery unterstitzt NFS und VMFS Uber iSCSI (und nicht FC) bei Verwendung von Amazon
FSx auf NetApp ONTAP. Obwohl Disaster Recovery FC unterstitzt, unterstiitzt Amazon FSx for NetApp
ONTAP dies nicht.

« Stellen Sie sicher, dass lhr Amazon EVS vCenter mit einem Amazon FSx for NetApp ONTAP Storage-
Cluster verbunden ist.
« Stellen Sie sicher, dass VMware tools auf allen geschiitzten VMs installiert sind.

« Stellen Sie sicher, dass |hr lokales Netzwerk tiber eine von Amazon zugelassene Verbindungsmethode mit
Ihrem AWS VPC-Netzwerk verbunden ist. Es wird empfohlen, AWS Direct Connect, AWS Private Link oder
eine AWS Site-to-Site VPN zu verwenden.

+ Uberpriifen und sicherstellen, dass die Anschluss- und Portanforderungen fiir EVS mit Disaster Recovery
eingehalten werden:

Quelle

Amazon FSxN
On-Premises-ONTAP
NetApp Console-Agent
NetApp Console-Agent
NetApp Console-Agent

Ziel
On-Premises-ONTAP
Amazon FSxN
On-Premises-ONTAP
Amazon FSxN

vCenter (lokal, EVS),
ESXi-Host (lokal, EVS)

Port Details

TCP 11104, 11105, ICMP  SnapMirror
TCP 11104, 11105, ICMP SnapMirror
TCP 443, nur ICMP API-Aufrufe
TCP 441, nur ICMP API-Aufrufe

443 API-Aufrufe,
Skriptausfiihrung



Fiigen Sie mit NetApp Disaster Recovery lokale Arrays zum NetApp Console fiir Amazon EVS hinzu

Bevor Sie NetApp Disaster Recovery verwenden, missen Sie dem NetApp Console

lokale und in der Cloud gehostete Speicherinstanzen hinzufugen.
Sie mussen Folgendes tun:

* Flgen Sie Inrem NetApp Console lokale Arrays hinzu.

* Fugen Sie Inrem NetApp Console Amazon FSx for NetApp ONTAP (FSx fir ONTAP )-Instanzen hinzu.

Fiigen Sie dem NetApp Console lokale Speicher-Arrays hinzu

Flgen Sie Ihrem NetApp Console lokale ONTAP Speicherressourcen hinzu.

1. Wahlen Sie auf der Seite ,NetApp Console “ die Option ,System hinzufligen aus.

= M NetApp console

Management

+ Add 1 Table view
Erry
Discoverable systems

2. Wahlen Sie auf der Seite ,System hinzufiigen® die Karte On-Premises aus.

10

11317698
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Organization Project
= FINetApp  console o g

Add System Choose a Location
[ aws o =
3. Wahlen Sie Erkennen auf der On-Premises ONTAP Karte.
= FNetAbp cemshe e |

Add System

Microsoft Azure Amazon Web Services ‘Google Cloud Platform

Select Type

4. Geben Sie auf der Seite ,Cluster ermitteln” die folgenden Informationen ein:
a. Die IP-Adresse des ONTAP -Array-Cluster-Management-Ports
b. Der Administrator-Benutzername
c. Das Administratorkennwort

5. Wahlen Sie unten auf der Seite Entdecken aus.



Organization [ v
rganization roject = 20 0@ ©

= FINetApp  console LOD_ 111131768 11317698
X

Discover Cluster

ONTAP Cluster P

6. Wiederholen Sie die Schritte 1-5 fir jedes ONTAP Array, das vCenter-Datenspeicher hosten soll.

Fligen Sie Amazon FSx for NetApp ONTAP Speicherinstanzen zum NetApp Console hinzu

Flgen Sie als Nachstes Ihrem NetApp Console Amazon FSx for NetApp ONTAP -Speicherressourcen hinzu.

1. Wahlen Sie auf der Seite ,NetApp Console “ die Option ,System hinzufligen“ aus.

= FINetApp  console 2 g 8 © O
Management
Systems © Enable Services
¥ Add 1 e e
Systems
Discoverable system 2 420.47cie
On-Premises ONTAP Provisioned Capacity
Juste Juster
21023 21023
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2. Wahlen Sie auf der Seite ,System hinzufiigen® die Karte Amazon Web Services aus.

Organization )
LOD_1t11317698 11317698

= MINetApp cConsole

Add System Choose a Location
L s o —_
Microsoft Azure Amazon Web Services Google Cloud Platform On-Premises

3. Wahlen Sie den Link Vorhandenes entdecken auf der Amazon FSx for ONTAP -Karte.

= MINetApp Console

Project

Add System Choose a Location
F— -
Select Type
(©) cownmsonmra — e B
——

4. Wahlen Sie die Anmeldeinformationen und die AWS-Region aus, in der die FSx for ONTAP Instanz
gehostet wird.

5. Wahlen Sie ein oder mehrere FSx for ONTAP -Dateisysteme aus, die hinzugeflgt werden sollen.
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6. Wahlen Sie unten auf der Seite Entdecken aus.

FINetApp Bluexp @D

Discover an existing Amazon ONTAP

FSx for ONTAP file system (0)

O Name. = ent adre: 2| Deploymentmodel 3

7. Wiederholen Sie die Schritte 1-6 fir jede FSx for ONTAP -Instanz, die vCenter-Datenspeicher hosten wird.

Fiigen Sie lhrem NetApp Console fiir Amazon EVS den NetApp Disaster Recovery -Dienst hinzu

NetApp Disaster Recovery ist ein lizenziertes Produktangebot, das vor der Verwendung
erworben werden muss. Es gibt verschiedene Arten von Lizenzen und verschiedene
Mdglichkeiten, Lizenzen zu erwerben. Eine Lizenz berechtigt Sie zum Schutz einer
bestimmten Datenmenge fur einen bestimmten Zeitraum.

Weitere Informationen zu NetApp Disaster Recovery Lizenzen finden Sie unter"Einrichten der Lizenzierung fur
NetApp Disaster Recovery" .

Lizenztypen

Es gibt zwei primare Lizenztypen:

* NetApp bietet eine"30-Tage-Testlizenz" mit dem Sie NetApp Disaster Recovery unter Verwendung lhrer
ONTAP und VMware-Ressourcen evaluieren kénnen. Diese Lizenz ermdglicht eine 30-tagige Nutzung
einer unbegrenzten Menge an geschutzter Kapazitat.

» Erwerben Sie eine Produktionslizenz, wenn Sie DR-Schutz tGber den 30-tagigen Testzeitraum hinaus
wunschen. Diese Lizenz kann Uber die Marktplatze aller Cloud-Partner von NetApp erworben werden. Fur
diesen Leitfaden empfehlen wir jedoch, dass Sie lhre Marktplatzlizenz fir NetApp Disaster Recovery tber
den Amazon AWS Marketplace erwerben. Weitere Informationen zum Erwerb einer Lizenz Uiber den
Amazon Marketplace finden Sie unter"Abonnieren Sie tber AWS Marketplace" .

Bemessen Sie lhren Kapazitatsbedarf fiir die Notfallwiederherstellung

Bevor Sie lhre Lizenz erwerben, sollten Sie wissen, wie viel ONTAP Speicherkapazitat Sie schitzen missen.
Einer der Vorteile der Verwendung von NetApp ONTAP Speicher ist die hohe Effizienz, mit der NetApp lhre
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Daten speichert. Alle in einem ONTAP Volume gespeicherten Daten — beispielsweise VMware-Datenspeicher,
die VMs hosten — werden auf hocheffiziente Weise gespeichert. ONTAP verwendet beim Schreiben von Daten
in den physischen Speicher standardmaRig drei Arten der Speichereffizienz: Komprimierung, Deduplizierung
und Komprimierung. Das Nettoergebnis ist eine Speichereffizienz zwischen 1,5:1 und 4:1, abhangig von den
gespeicherten Datentypen. Tatsachlich bietet NetApp eine "Speichereffizienzgarantie" fir bestimmte
Arbeitslasten.

Dies kann fur Sie von Vorteil sein, da NetApp Disaster Recovery die Kapazitat fir Lizenzierungszwecke
berechnet, nachdem alle ONTAP Speichereffizienzen angewendet wurden. Nehmen wir beispielsweise an, Sie
haben in vCenter einen 100 Terabyte (TiB) grof’ien NFS-Datenspeicher bereitgestellt, um 100 VMs zu hosten,
die Sie mithilfe des Dienstes schiitzen méchten. Nehmen wir auRerdem an, dass beim Schreiben der Daten
auf das ONTAP Volume automatisch angewendete Techniken zur Speichereffizienz dazu flhren, dass diese
VMs nur 33 TiB verbrauchen (Speichereffizienz 3:1). NetApp Disaster Recovery muss nur fir 33 TiB lizenziert
werden, nicht flr 100 TiB. Dies kann im Vergleich zu anderen DR-L&sungen einen sehr grofl3en Vortell
hinsichtlich der Gesamtbetriebskosten lhrer DR-Losung bedeuten.

Schritte

1. Um zu ermitteln, wie viele Daten auf jedem Volume verbraucht werden, auf dem sich ein zu schiitzender
VMware-Datenspeicher befindet, ermitteln Sie den Kapazitatsverbrauch auf der Festplatte, indem Sie fur
jedes Volume den ONTAP CLI-Befehl ausfihren: volume show-space -volume < volume name >
-vserver < SVM name >.

Beispiel:

clusterl::> volume show-space
Vserver : vm-nfs-dsl

Volume : wvolO0

Feature Used Used5%
User Data 163.4MB 3%
Filesystem Metadata 172KB 0%
Inodes 2.93MB 0%
Snapshot Reserve 292 .9MB 5%
Total Metadata 185KB 0%
Total Used 459.4MB 8%
Total Physical Used 166.4MB 3%

2. Notieren Sie den Wert Total Physical Used fiir jedes Volume. Dies ist die Datenmenge, die NetApp
Disaster Recovery schitzen muss. Anhand dieses Werts bestimmen Sie, wie viel Kapazitat Sie lizenzieren
mussen.

Hinzufiigen von Sites in NetApp Disaster Recovery fiir Amazon EVS

Bevor Sie lhre VM-Infrastruktur schutzen konnen, mussen Sie ermitteln, welche VMware
vCenter-Cluster die zu schutzenden VMs hosten und wo sich diese vCenter befinden.
Der erste Schritt besteht darin, eine Site zu erstellen, die die Quell- und Ziel-
Rechenzentren darstellt. Eine Site ist eine Fehlerdomane oder eine
Wiederherstellungsdomane.
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Sie mussen Folgendes erstellen:

* Eine Site zur Darstellung jedes Produktionsrechenzentrums, in dem sich Ihre Produktions-vCenter-Cluster
befinden

* Eine Site fur lnr Amazon EVS/ Amazon FSx for NetApp ONTAP Cloud-Rechenzentrum

Erstellen lokaler Websites

Erstellen Sie eine vCenter-Produktionssite.

Schritte
1. Wahlen Sie in der linken Navigationsleiste der NetApp Console Schutz > Notfallwiederherstellung.

2. Wabhlen Sie auf einer beliebigen Seite in NetApp Disaster Recovery die Option Sites aus.

Organization Project ~

= FINetApp  console LoD 11317698 1317608

iip
»
[
o

I Dashboard
Sites (0) View sites Replication plans (0) View plans Activity (Last 12 hours) View all jobs

= 0 @ 0 @ 0

Resource groups Protected VMs Unprotected VMs

<
T
<

@0 e 0 @ 0 @ 0

ailovers Failbacks Test failovers Migrations

3. Wahlen Sie unter der Option ,Sites” die Option ,Hinzufligen® aus.
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= 7 E
= £ Organization Project - -
FINetApp console LOD 1111317698 11317698

Disaster Recovery

Dashboard
' a RN

Sites

Job monitoring

4. Geben Sie im Dialogfeld ,Site hinzufiigen® einen Sitenamen ein.
5. Wahlen Sie als Standort ,On-Prem*“ aus.

6. Wahlen Sie Hinzufiigen.

— omencion v | Pt =
= FINetApp  console Lo thi317638 Aiisivess a

Add site

Asite is 3 collection of vCenter servers, i

Site

I MyOnPremisesSite

Location

‘ On-prem

Wenn Sie Uber andere vCenter-Produktionssites verfiigen, kdnnen Sie diese mit denselben Schritten
hinzufiigen.

17



Erstellen Sie Amazon Cloud-Sites

Erstellen Sie eine DR-Site fir Amazon EVS mit Amazon FSx for NetApp ONTAP -Speicher.

1. Wahlen Sie auf einer beliebigen Seite in NetApp Disaster Recovery die Option Sites aus.

= M NetApp console :rza:;w v = ‘ 0
Disaster Re y
I Dashboard

Sites (0) View sites Replication plans (0) View plans Activity (Last 12 hours) View all jobs
Sites
Replication plans 0 ®o Ao 0 ®o

= .
0 0 0
D Resource grou ps @ Protected VMs @ Unprotected VM:s
0 0 0
@ Failovers Failbacks Test failovers @ Migrations
2. Wabhlen Sie unter der Option ,Sites“ die Option ,Hinzufligen“ aus.

= Mieten oo s | e T 2 8 @

Disaster Recovery

@

== MyOnPremisesSite

Add vCenter

3. Geben Sie im Dialogfeld ,Site hinzufiigen einen Sitenamen ein.
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4. Wahlen Sie ,AWS-EVS" als Standort aus.
5. Wahlen Sie Hinzufiigen.

= s Organization Project - =
P NetApp console LOD_rt11317698. 11317638 - ‘ o 9

Ergebnis
Sie haben jetzt einen Produktionsstandort (Quellstandort) und einen DR-Standort (Zielstandort) erstellit.

Hinzufiigen von lokalen und Amazon EVS vCenter-Clustern in NetApp Disaster Recovery

Nachdem Sie die Sites erstellt haben, fligen Sie nun lhre vCenter-Cluster zu jeder Site in
NetApp Disaster Recovery hinzu. Beim Erstellen der einzelnen Sites haben wir die
einzelnen Site-Typen angegeben. Dadurch wird NetApp Disaster Recovery mitgeteilt,
welche Art von Zugriff fur die in jedem Site-Typ gehosteten vCenter erforderlich ist. Einer
der Vorteile von Amazon EVS besteht darin, dass es keinen wirklichen Unterschied
zwischen einem Amazon EVS vCenter und einem lokalen vCenter gibt. Beide erfordern
dieselben Verbindungs- und Authentifizierungsinformationen.

Schritte zum Hinzufiigen eines vCenters zu jeder Site
1. Wahlen Sie unter der Option Sites fir die gewlinschte Site die Option vCenter hinzufiigen aus.
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Organization Project v
FINetApp console LOD 1111317698 11317698 s 8 06

nnnnnnnn

2. Wahlen Sie im Dialogfeld ,vCenter-Server hinzufigen“ die folgenden Informationen aus bzw. geben Sie sie

ein:
a.
b.

C.

Der NetApp Console , der in lnrem AWS VPC gehostet wird.
Die IP-Adresse oder der FQDN fur das hinzuzufigende vCenter.

Falls abweichend, andern Sie den Portwert in den TCP-Port, der von lhrem vCenter-Cluster-Manager
verwendet wird.

. Der vCenter-Benutzername flir das zuvor erstellte Konto, der von NetApp Disaster Recovery zum

Verwalten des vCenter verwendet wird.

. Das vCenter-Passwort flir den angegebenen Benutzernamen.

. Wenn |hr Unternehmen eine externe Zertifizierungsstelle (CA) oder den vCenter Endpoint Certificate

Store verwendet, um Zugriff auf Ihre vCenter zu erhalten, deaktivieren Sie das Kontrollkastchen
Selbstsignierte Zertifikate verwenden. Andernfalls lassen Sie das Kontrollkastchen aktiviert.

3. Wahlen Sie Hinzufiligen.
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= Organization Project v -
FINetApp console LoD_t11317698 1317608 g 82 00

Erstellen von Replikationsplanen fur Amazon EVS

Erstellen von Replikationsplinen in der NetApp Disaster Recovery Ubersicht

Nachdem Sie vCenter zum Schutz auf der lokalen Site haben und eine Amazon EVS-Site
fur die Verwendung von Amazon FSx for NetApp ONTAP konfiguriert haben, die Sie als
DR-Ziel verwenden kénnen, kdnnen Sie einen Replikationsplan (RP) erstellen, um alle
auf dem vCenter-Cluster innerhalb |hrer lokalen Site gehosteten VM-Gruppen zu
schutzen.

So starten Sie den Prozess zur Erstellung des Replikationsplans:
1. Wahlen Sie auf einem beliebigen NetApp Disaster Recovery Bildschirm die Option Replikationsplane aus.
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= Organization Project . -
= FINetApp  console LoD_t11317698 11317698 g 8

Disaster Recovery

Dashboard
Q

sites (2)

=8 MyOnPremisesSite
Replication plans 1

. 2165031 3 3 0 © rs17638-onpremConnector
@ @) teatt i Resource groups

Resource groups

Job monitoring

aws  EVS_DR Site

- 2e03 d s o © ramsi76s8-onpremComector

2. Wahlen Sie auf der Seite ,Replikationsplane” die Option Hinzufiigen aus.

(4

®

= Api o v | W -
= FRNetAPP conicle Lo0_r113176ss rir37sss g 8

Disaster Recovery

Dashboard )
Replication plans Q  Createreport

Sites.
Name ~ | complisnce status S| planstatus 2 | Protected site Resource groups o | Failoversie 2 i

Replication plans
No data

Resource groups

Job monitoring

Dadurch wird der Assistent ,Replikationsplan erstellen gedffnet.

Weiter mit"Assistent zum Erstellen eines Replikationsplans — Schritt 1" .
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Erstellen eines Replikationsplans: Schritt 1 — Auswahlen von vCentern in NetApp Disaster Recovery

Geben Sie zunachst mithilfe von NetApp Disaster Recovery einen
Replikationsplannamen an und wahlen Sie die Quell- und Ziel-vCenter fur die Replikation
aus.

1. Geben Sie einen eindeutigen Namen fir den Replikationsplan ein.
Fir Replikationsplannamen sind nur alphanumerische Zeichen und Unterstriche (_) zulassig.

2. Wahlen Sie einen Quell-vCenter-Cluster aus.
3. Wahlen Sie einen vCenter-Zielcluster aus.
4. Wahlen Sie Weiter.

ip
»
®
o

= FINetApp  console

yyyyyyyyyyyyyyyy Add replication plan © center servers 2) Applications

Weiter mit"Assistent zum Erstellen eines Replikationsplans — Schritt 2" .

Erstellen eines Replikationsplans: Schritt 2 — Auswéhlen von VM-Ressourcen in NetApp Disaster
Recovery

Wabhlen Sie die virtuellen Maschinen aus, die mit NetApp Disaster Recovery geschutzt
werden sollen.

Es gibt mehrere Moglichkeiten, VMs zum Schutz auszuwahlen:

» Einzelne VMs auswahlen: Durch Klicken auf die Schaltflache Virtuelle Maschinen kdénnen Sie einzelne
VMs zum Schutz auswahlen. Wenn Sie eine VM auswahlen, fiigt der Dienst sie einer
Standardressourcengruppe auf der rechten Seite des Bildschirms hinzu.

« Zuvor erstellte Ressourcengruppen auswéhlen: Sie kbnnen im Voraus benutzerdefinierte
Ressourcengruppen erstellen, indem Sie die Option ,Ressourcengruppe” im NetApp Disaster Recovery
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Meni verwenden. Dies ist keine Voraussetzung, da Sie die beiden anderen Methoden verwenden kénnen,
um im Rahmen des Replikationsplanprozesses eine Ressourcengruppe zu erstellen. Weitere
Informationen finden Sie unter "Erstellen eines Replikationsplans” .

» Gesamte vCenter-Datenspeicher auswahlen: Wenn Sie mit diesem Replikationsplan viele VMs schiitzen
mussen, ist die Auswahl einzelner VMs mdglicherweise nicht so effizient. Da NetApp Disaster Recovery
zum Schutz der VMs die volumebasierte SnapMirror -Replikation verwendet, werden alle auf einem
Datenspeicher befindlichen VMs als Teil des VVolumes repliziert. In den meisten Fallen sollten Sie alle im
Datenspeicher befindlichen VMs durch NetApp Disaster Recovery schitzen und neu starten. Verwenden
Sie diese Option, um den Dienst anzuweisen, alle auf einem ausgewahlten Datenspeicher gehosteten VMs
zur Liste der geschitzten VMs hinzuzufiigen.

Fir diese geflihrte Anleitung wahlen wir den gesamten vCenter-Datenspeicher aus.

Schritte zum Zugriff auf diese Seite
1. Fahren Sie auf der Seite Replikationsplan mit dem Abschnitt Anwendungen fort.

2. Uberpriifen Sie die Informationen auf der Seite Anwendungen, die gedffnet wird.

= MNeteR cone Tl e T & 8 @ O
Disaster Recovery Add replication plan (@) wcenterservers @) Applications (3) Resource mapping (@) Review
Applications

Select the applications on ter that you want to replicate.
Replication plans

@ 192.168.0.31 @ 192.168.0.32
MyOnPremisesSite EVS_DR Site

EVS_DR Plan_ResourceGroup2 (0) 14

© Drag datastores to regroup.

Schritte zum Auswahlen des Datenspeichers bzw. der Datenspeicher:
1. Wahlen Sie Datenspeicher aus.

2. Aktivieren Sie die Kontrollkastchen neben jedem Datenspeicher, den Sie schiitzen mochten.

3. (Optional) Benennen Sie die Ressourcengruppe in einen geeigneten Namen um, indem Sie das
Stiftsymbol neben dem Namen der Ressourcengruppe auswahlen.

4. Wahlen Sie Weiter.

Weiter mit"Assistent zum Erstellen eines Replikationsplans — Schritt 3" .
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Erstellen eines Replikationsplans: Schritt 3 — Zuordnen von Ressourcen in NetApp Disaster Recovery

Nachdem Sie eine Liste der VMs erstellt haben, die Sie mit NetApp Disaster Recovery
schitzen mochten, geben Sie die Failover-Zuordnung und die VM-
Konfigurationsinformationen an, die wahrend eines Failovers verwendet werden sollen.

Sie mussen vier primare Arten von Informationen zuordnen:

* Rechenressourcen

* Virtuelle Netzwerke

» VM-Neukonfiguration

» Datenspeicherzuordnung

Jede VM bendtigt die ersten drei Arten von Informationen. Fur jeden Datenspeicher, der zu schitzende VMs
hostet, ist eine Datenspeicherzuordnung erforderlich.

Die Abschnitte mit dem Vorsichtssymbol (& ) erfordern die Angabe von Zuordnungsinformationen.

Der mit dem Hakchensymbol (@ ) wurden zugeordnet oder verfligen Uber Standardzuordnungen.
Uberpriifen Sie sie, um sicherzustellen, dass die aktuelle Konfiguration Ihren Anforderungen entspricht.

Schritte zum Zugriff auf diese Seite
1. Fahren Sie auf der Seite Replikationsplan mit dem Abschnitt Ressourcenzuordnung fort.

2. Uberpriifen Sie die Informationen auf der Seite Ressourcenzuordnung, die gedffnet wird.

i
»
®
o

= FINetApp  console

Add replication plan
uuuuuuuuuuuuuu

ccccccccccccc

Failover mappings

‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘

3. Um die einzelnen Kategorien der erforderlichen Zuordnungen zu 6ffnen, wahlen Sie den Abwartspfeil (v)
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neben dem Abschnitt aus.

Zuordnung von Rechenressourcen

Da ein Standort mehrere virtuelle Rechenzentren und mehrere vCenter-Cluster hosten kann, missen Sie
ermitteln, auf welchem vCenter-Cluster die VMs im Falle eines Failovers wiederhergestellt werden sollen.

Schritte zum Zuordnen von Computeressourcen
1. Wahlen Sie das virtuelle Rechenzentrum aus der Liste der Rechenzentren am DR-Standort aus.

2. Wahlen Sie aus der Liste der Cluster im ausgewahlten virtuellen Rechenzentrum den Cluster aus, der die
Datenspeicher und VMs hosten soll.

3. (Optional) Wahlen Sie einen Zielhost im Zielcluster aus.

Dieser Schritt ist nicht erforderlich, da NetApp Disaster Recovery den ersten Host auswahlt, der dem
Cluster in vCenter hinzugefligt wird. An diesem Punkt werden die VMs entweder weiterhin auf diesem
ESXi-Host ausgefuhrt oder VMware DRS verschiebt die VM je nach Bedarf basierend auf den
konfigurierten DRS-Regeln auf einen anderen ESXi-Host.

4. (Optional) Geben Sie den Namen eines vCenter-Ordners der obersten Ebene an, in dem die VM-
Registrierungen abgelegt werden sollen.

Dies dient Ihren organisatorischen Anforderungen und ist nicht erforderlich.

= Organization project =
= FINetApp  console LOD 111317698 1317698 g 8 06
Disaster Recovery Add replication plan (©) veenterservers () Applications @) Resource mappin g (@) Review

Dashboard Replication plan > Add plan

Resource mapping
Specify how resources map from the source to the target.
Replication pl

@ 192.168.031 @ 192.168.0.32
Job monitoring : )

Use same mappings for failover and test mappings

Zuordnen virtueller Netzwerkressourcen

Jede VM kann Uber eine oder mehrere virtuelle Netzwerkkarten verfiigen, die mit virtuellen Netzwerken
innerhalb der vCenter-Netzwerkinfrastruktur verbunden sind. Um sicherzustellen, dass jede VM beim Neustart
am DR-Standort ordnungsgemal’ mit den gewlnschten Netzwerken verbunden ist, ermitteln Sie, mit welchen
virtuellen Netzwerken am DR-Standort diese VMs verbunden werden sollen. Ordnen Sie dazu jedes virtuelle
Netzwerk am lokalen Standort einem zugehdrigen Netzwerk am DR-Standort zu.
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Wabhlen Sie aus, welches virtuelle Zielnetzwerk den einzelnen virtuellen Quellnetzwerken zugeordnet werden
soll

1. Wahlen Sie das Zielsegment aus der Dropdown-Liste aus.

2. Wiederholen Sie den vorherigen Schritt fiir jedes aufgefiihrte virtuelle Quellnetzwerk.

= FINetApp console

eeeeeeeeeeeeeeee Add replication plan (©) vcenter servers (©) Appications © resource mapping

aaaaaaaaaa
mmmmmmmm

sssssssss

Definieren Sie Optionen fiir die VM-Neukonfiguration wahrend des Failovers

Fir jede VM sind moglicherweise Anderungen erforderlich, damit sie auf der DR-vCenter-Site ordnungsgeman
funktioniert. Im Bereich ,Virtuelle Maschinen® kénnen Sie die notwendigen Anderungen vornehmen.

StandardmaRig verwendet NetApp Disaster Recovery fir jede VM dieselben Einstellungen wie am lokalen
Quellstandort. Dies setzt voraus, dass VMs dieselbe IP-Adresse, virtuelle CPU und virtuelle DRAM-
Konfiguration verwenden.

Netzwerkneukonfiguration

Unterstitzte IP-Adresstypen sind statisch und DHCP. Fur statische IP-Adressen stehen Ihnen die folgenden
Ziel-IP-Einstellungen zur Verfigung:

* Gleich wie Quelle: Wie der Name schon sagt, verwendet der Dienst auf der Ziel-VM dieselbe IP-Adresse,
die auf der VM am Quellstandort verwendet wurde. Dazu missen Sie die im vorherigen Schritt
zugeordneten virtuellen Netzwerke fir dieselben Subnetzeinstellungen konfigurieren.

* Unterscheidet sich von der Quelle: Der Dienst stellt fir jede VM eine Reihe von IP-Adressfeldern bereit,
die fur das entsprechende Subnetz konfiguriert werden mussen, das im virtuellen Zielnetzwerk verwendet
wird, das Sie im vorherigen Abschnitt zugeordnet haben. Fir jede VM missen Sie eine IP-Adresse, eine
Subnetzmaske, DNS und Standard-Gateway-Werte angeben. Verwenden Sie optional fir alle VMs die
gleichen Subnetzmasken-, DNS- und Gateway-Einstellungen, um den Prozess zu vereinfachen, wenn alle
VMs an dasselbe Subnetz angeschlossen sind.

* Subnetzzuordnung: Diese Option konfiguriert die IP-Adresse jeder VM basierend auf der CIDR-
Konfiguration des virtuellen Zielnetzwerks neu. Um diese Funktion zu verwenden, stellen Sie sicher, dass
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die virtuellen Netzwerke jedes vCenters Uber eine definierte CIDR-Einstellung innerhalb des Dienstes
verfigen, wie in den vCenter-Informationen auf der Sites-Seite geandert.

Nachdem Sie Subnetze konfiguriert haben, verwendet die Subnetzzuordnung dieselbe Einheitenkomponente
der IP-Adresse fir die Quell- und Ziel-VM-Konfiguration, ersetzt jedoch die Subnetzkomponente der IP-
Adresse basierend auf den bereitgestellten CIDR-Informationen. Diese Funktion erfordert auerdem, dass
sowohl das virtuelle Quell- als auch das virtuelle Zielnetzwerk dieselbe IP-Adressklasse haben (die /xx
Komponente des CIDR). Dadurch wird sichergestellt, dass am Zielstandort gentigend IP-Adressen verfigbar
sind, um alle geschutzten VMs zu hosten.

Bei diesem EVS-Setup gehen wir davon aus, dass die Quell- und Ziel-IP-Konfigurationen identisch sind und
keine zusatzliche Neukonfiguration erforderlich ist.

Nehmen Sie Anderungen an der Neukonfiguration der Netzwerkeinstellungen vor

1. Wahlen Sie den IP-Adresstyp aus, der fir VMs verwendet werden soll, bei denen ein Failover durchgefiihrt
wurde.

2. (Optional) Stellen Sie ein VM-Umbenennungsschema fir neu gestartete VMs bereit, indem Sie einen
optionalen Prafix- und Suffixwert angeben.

= Organization
= FINetApp  console ogn 11317658

ip
»
®
o

Add replication plan (©) vCentersenvers () Applications (@) Resource mapping

Dashboard Failover mappings

Source VM Operating system cPUs RAM  Bootorder

LLLLLL A 2 8 3 5 None 2
LLLLLL A tin Gi 0 Vi d

Neukonfiguration der VM-Rechenressourcen

Es gibt mehrere Optionen zum Neukonfigurieren der VM-Rechenressourcen. NetApp Disaster Recovery
unterstiitzt das Andern der Anzahl virtueller CPUs, der Menge an virtuellem DRAM und des VM-Namens.

Geben Sie alle VM-Konfigurationsanderungen an

1. (Optional) Andern Sie die Anzahl der virtuellen CPUs, die jede VM verwenden soll. Dies kann erforderlich
sein, wenn lhre DR-vCenter-Cluster-Hosts nicht tiber so viele CPU-Kerne verfligen wie der Quell-vCenter-
Cluster.

2. (Optional) Andern Sie die Menge an virtuellem DRAM, die jede VM verwenden soll. Dies kann erforderlich
sein, wenn lhre DR-vCenter-Cluster-Hosts nicht Uber so viel physischen DRAM verfugen wie die Quell-
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vCenter-Cluster-Hosts.

= FINetApp console o036 1131768
Disaster Recovery Add replication plan () vCentersenvers () Applications @) Resource mapping 4) Review

Dashboard

Virtual networks © Mapped

Target VM prefix Optional ~ Target VM suffix

Preview: Sample VM name

Source VM Operating system cPUS RAM Boot order Scripts Credentials

EVS_DR Plan_ResourceGroup1
Linuxt A tinux 1 2 G 1 [ (m] None 2 Not required
Linuxd A tinux 1 2 GiB 3 s a None 2 Not required

Linwa A tinux 1 2 GiB 2 s (m] None o Not required

1-30f3 1

Bootreihenfolge

NetApp Disaster Recovery unterstiitzt einen geordneten Neustart von VMs basierend auf einem
Bootreihenfolgefeld. Das Feld ,Startreihenfolge® gibt an, wie die VMs in jeder Ressourcengruppe starten. Die
VMs mit dem gleichen Wert im Feld ,Bootreihenfolge“ werden parallel gestartet.

Andern Sie die Einstellungen fiir die Startreihenfolge

1. (Optional) Andern Sie die Reihenfolge, in der Ihre VMs neu gestartet werden sollen. Dieses Feld nimmt
einen beliebigen numerischen Wert an. NetApp Disaster Recovery versucht, VMs mit demselben
numerischen Wert parallel neu zu starten.

2. (Optional) Geben Sie eine Verzogerung an, die zwischen den einzelnen VM-Neustarts verwendet werden
soll. Die Zeit wird eingefiigt, nachdem der Neustart dieser VM abgeschlossen ist und vor der/den VM(s) mit
der nachsthoheren Startreihenfolgenummer. Diese Zahl ist in Minuten angegeben.
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— Organization Project v -
= FINetApp  console o0 17658 17ess g 8200
nnnnnnnnnnnnnnnn Add replication plan (©) vcentersenvers  (2) Applications @) Resource mapping

ooooooooo

s | o - .
(]
e

Benutzerdefinierte Gastbetriebssystemvorgéange

NetApp Disaster Recovery unterstiitzt die Durchfihrung einiger Gastbetriebssystemvorgange fiir jede VM:

* NetApp Disaster Recovery kann anwendungskonsistente Backups von VMs fir VMs erstellen, auf denen
Oracle-Datenbanken und Microsoft SQL Server-Datenbanken ausgefiihrt werden.

* NetApp Disaster Recovery kann fir jede VM benutzerdefinierte, flir das Gastbetriebssystem geeignete
Skripte ausfiihren. Zum Ausflihren solcher Skripte sind flir das Gastbetriebssystem akzeptable
Benutzeranmeldeinformationen mit ausreichenden Berechtigungen zum Ausfihren der im Skript
aufgefihrten Vorgange erforderlich.

Andern Sie die benutzerdefinierten Gastbetriebssystemvorginge jeder VM

1. (Optional) Aktivieren Sie das Kontrollkastchen Anwendungskonsistente Replikate erstellen, wenn die
VM eine Oracle- oder SQL Server-Datenbank hostet.

2. (Optional) Um im Rahmen des Startvorgangs benutzerdefinierte Aktionen innerhalb des
Gastbetriebssystems auszufiihren, laden Sie ein Skript fur alle VMs hoch. Um ein einzelnes Skript in allen
VMs auszufiihren, aktivieren Sie das Kontrollkastchen und fillen Sie die Felder aus.

3. Fur bestimmte Konfigurationsdnderungen sind Benutzeranmeldeinformationen mit entsprechenden
Berechtigungen zum Ausfiihren der Vorgange erforderlich. Geben Sie in den folgenden Fallen
Anmeldeinformationen an:

° Innerhalb der VM wird vom Gastbetriebssystem ein Skript ausgefihrt.

> Es muss ein anwendungskonsistenter Snapshot durchgefthrt werden.
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= M NetApp console
Disaster Recovery Add replication plan (©) veentersenvers  (2) Applications @) Resource mapping

Failover mappings

Kartendatenspeicher

Der letzte Schritt beim Erstellen eines Replikationsplans besteht darin, festzulegen, wie ONTAP die
Datenspeicher schiitzen soll. Diese Einstellungen definieren das Recovery Point Objective (RPO) der
Replikationsplane, wie viele Backups aufbewahrt werden sollen und wohin die ONTAP -Volumes jedes
vCenter-Datastores repliziert werden sollen.

StandardmaRig verwaltet NetApp Disaster Recovery seinen eigenen Snapshot-Replikationszeitplan. Optional
kénnen Sie jedoch angeben, dass Sie den vorhandenen SnapMirror -Replikationsrichtlinienzeitplan zum
Schutz des Datenspeichers verwenden mochten.

Darlber hinaus kénnen Sie optional anpassen, welche Daten-LIFs (logische Schnittstellen) und
Exportrichtlinien verwendet werden sollen. Wenn Sie diese Einstellungen nicht angeben, verwendet NetApp
Disaster Recovery alle Daten-LIFs, die mit dem entsprechenden Protokoll (NFS, iSCSI oder FC) verknUpft
sind, und verwendet die Standardexportrichtlinie fir NFS-Volumes.

So konfigurieren Sie die Datenspeicherzuordnung (Volume)

1. (Optional) Entscheiden Sie, ob Sie einen vorhandenen ONTAP SnapMirror Replikationszeitplan verwenden
oder den Schutz |hrer VMs von NetApp Disaster Recovery verwalten lassen mochten (Standard).

2. Geben Sie einen Startpunkt an, ab dem der Dienst mit der Erstellung von Sicherungen beginnen soll.

3. Geben Sie an, wie oft der Dienst eine Sicherung durchfiihren und diese auf das DR-Ziel-Cluster Amazon
FSx for NetApp ONTAP replizieren soll.

4. Geben Sie an, wie viele historische Sicherungen aufbewahrt werden sollen. Der Dienst verwaltet die
gleiche Anzahl von Backups auf dem Quell- und Zielspeichercluster.

5. (Optional) Wahlen Sie fir jedes Volume eine logische Standardschnittstelle (Daten-LIFs) aus. Wenn keine
ausgewahlt ist, werden alle Daten-LIFs im Ziel-SVM konfiguriert, die das Volume-Zugriffsprotokoll
unterstitzen.

6. (Optional) Wahlen Sie eine Exportrichtlinie fiir alle NFS-Volumes aus. Wenn nicht ausgewahlt, wird die
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Standardexportrichtlinie verwendet

= FINetApp  console

Disaster Recovery Add replication plan

Dashboard

Start taking backups and running retention from | 2025.05-10

Retention count for all datastores

B ‘ 12 v 00~ (| AM~
inute(s

© recoucemapping  (3) Revew

Export policy

Weiter mit"Assistent zum Erstellen eines Replikationsplans, Schritt 4" .

Erstellen eines Replikationsplans: Schritt 4 — Uberpriifen der Einstellungen in NetApp Disaster
Recovery

Nachdem Sie die Replikationsplaninformationen in NetApp Disaster Recovery
hinzugefugt haben, Uberprufen Sie, ob die eingegebenen Informationen richtig sind.

Schritte

1. Wahlen Sie Speichern, um lhre Einstellungen zu tGberprifen, bevor Sie den Replikationsplan aktivieren.
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Sie kdnnen jede Registerkarte auswahlen, um die Einstellungen zu Uberprifen und auf jeder Registerkarte

Anderungen vorzunehmen, indem Sie das Stiftsymbol auswahlen.

Uberpriifung der
Replikationsplaneinstellungen


evs-deploy-guide-create-rp-wiz-04.html

= FINetApp  console

Add replication plan © veentersevers () Application

Review

pi
Sites
Review and add the replication plan.
Replication plans
192.168.0.31 192.168.0.32

Plan details

,,,,,,,,,,,

m

2. Wenn Sie sicher sind, dass alle Einstellungen korrekt sind, wahlen Sie unten auf dem Bildschirm Plan
hinzufiigen aus.

Weiter mit"Uberpriifen des Replikationsplans" .

Uberpriifen Sie, ob in NetApp Disaster Recovery alles funktioniert

Nachdem Sie den Replikationsplan in NetApp Disaster Recovery hinzugefugt haben,
kehren Sie zur Seite ,Replikationsplane” zurtick, auf der Sie lhre Replikationsplane und
deren Status anzeigen konnen. Sie sollten Uberpriufen, ob sich der Replikationsplan im
Zustand Healthy befindet. Wenn dies nicht der Fall ist, sollten Sie den Status des
Replikationsplans Uberprifen und alle Probleme beheben, bevor Sie fortfahren.

Abbildung: Seite
.Replikationsplane*
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evs-deploy-guide-verify-rp.html

= FINetApp Console i | G g 25,0 O

Replicaton lns (1) o e -

Name ~ | Compliance status S | Planstatus S | Protected site Resource groups o | Failoversite |

sites.

I pl pl
EVS_DR Plan @) Healthy (©) Ready

NetApp Disaster Recovery flihrt eine Reihe von Tests durch, um sicherzustellen, dass alle Komponenten
(ONTAP Cluster, vCenter-Cluster und VMs) zuganglich sind und sich im richtigen Zustand befinden, damit der
Dienst die VMs schiitzen kann. Dies wird als Compliance-Prifung bezeichnet und regelmafig durchgefihrt.

Auf der Seite ,Replikationsplane® kénnen Sie die folgenden Informationen sehen:

 Status der letzten Compliance-Prufung

* Der Replikationsstatus des Replikationsplans

» Der Name der geschutzten (Quell-)Site

* Die Liste der durch den Replikationsplan geschuitzten Ressourcengruppen

* Der Name der Failover-Site (Zielsite)

Ausfiuhren von Replikationsplanvorgangen mit NetApp Disaster Recovery

Verwenden Sie NetApp Disaster Recovery mit Amazon EVS und Amazon FSx for NetApp
ONTAP, um die folgenden Vorgange auszufihren: Failover, Test-Failover, Ressourcen
aktualisieren, migrieren, jetzt einen Snapshot erstellen, Replikationsplan
deaktivieren/aktivieren, alte Snapshots bereinigen, Snapshots abgleichen,
Replikationsplan I6schen und Zeitplane bearbeiten.

Failover

Der wichtigste Vorgang, den Sie méglicherweise durchfiihren missen, ist der, von dem Sie hoffen, dass er nie
eintritt: das Failover zum DR-(Ziel-)Rechenzentrum im Falle eines katastrophalen Fehlers am
Produktionsstandort vor Ort.

Failover ist ein manuell initiierter Prozess.
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Schritte zum Zugriff auf den Failover-Vorgang
1. Wahlen Sie in der linken Navigationsleiste der NetApp Console Schutz > Notfallwiederherstellung.

2. Wahlen Sie im NetApp Disaster Recovery Menu Replikationspléne aus.

Schritte zum Durchfiihren eines Failovers
1. Wahlen Sie auf der Seite Replikationsplane die Option Aktionen des Replikationsplans aus. sss .

2. Wahlen Sie Failover.

— Organizaton “ Project v
= FINetApp console Simdted Simted s 20 0

Name ~ | Compliance status S Planstatus 2 | Protectedsite Resource groups 2 | Failoversite

Replication pl
I RP_DRAAS ©) Healthy () Ready DemoOnPremsite_1 RG2, RG1, RG4 DemoCloudsite_1

Edit schedules
Take snapshot now
Disable

Clean up old snapshots

Reconcile snapshots

Delete

3. Wenn auf die Produktionssite (geschutzte Site) nicht zugegriffen werden kann, wahlen Sie einen zuvor
erstellten Snapshot als Wiederherstellungsimage aus. Wahlen Sie dazu Auswahlen.

4. Wahlen Sie das Backup aus, das fur die Wiederherstellung verwendet werden soll.

5. (Optional) Wahlen Sie aus, ob NetApp Disaster Recovery den Failover-Prozess unabhangig vom Status
des Replikationsplans erzwingen soll. Dies sollte nur als letztes Mittel erfolgen.

6. (Optional) Wahlen Sie aus, ob NetApp Disaster Recovery nach der Wiederherstellung des
Produktionsstandorts automatisch eine umgekehrte Schutzbeziehung erstellen soll.

7. Geben Sie das Wort ,Failover” ein, um zu bestatigen, dass Sie fortfahren méchten.

8. Wahlen Sie Failover.
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= FINtAPD  Console Organization Project v 92 0 0

Simulated-Org Simuaed-Proj =

Failover: RP_DRAAS

/" Warning: ailng over willdsrupt clent acces t the data i DemoOnPremsite.1 d
to DemoCloudSite 1 DR Site.

Snapshot copy for volume recovery O Take snapshot now  ® Select

Selecta batch of snapshots for all the

/\ Warning: All changes made after the s

Batches (5)

©  sevvember 24, 2025 25304

September 24, 2025 at 9:30 AM

September 24, 2025 at 9:30 AM

September 24, 2025 at 930 AM

September 24, 2025 at 9:30 AM

1-50f5 <« <15 »

Testen des Failovers
Ein Test-Failover ahnelt einem Failover, weist jedoch zwei Unterschiede auf.

» Die Produktionssite ist weiterhin aktiv und alle VMs funktionieren weiterhin wie erwartet.
* Der NetApp Disaster Recovery Schutz der Produktions-VMs wird fortgesetzt.
Dies wird durch die Verwendung nativer ONTAP FlexClone -Volumes am Zielstandort erreicht. Weitere

Informationen zum Testfailover finden Sie unter"Failover von Anwendungen auf einen Remote-Standort |
NetApp Dokumentation" .

Die Schritte zum Ausflihren eines Test-Failovers sind mit denen zum Ausfliihren eines echten Failovers
identisch, mit der Ausnahme, dass Sie den Vorgang ,Test-Failover® im Kontextmenu des Replikationsplans
verwenden.

Schritte
1. Wahlen Sie die Option Aktionen des Replikationsplans sss .

2. Wahlen Sie im Menu Failover testen.
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= FINetApp  Console Farrrilig [l g 20 O

Simulated-Org. Simulated-Proj

—
Viewpayment methods | ()

Dashboard
Replicatin plans 1 R— ]

Sites
Name. ~ | Compliancestatus S Planstatus o | Protectedsite | Resource groups S | Failoversite |
I Replication plans
RP_DRAAS (@) Healthy () Ready DemoOnPremsite_1 RG2, RG1, RG4 DemoCloudsite_1 [cD)

Resource groups View plan details

Job monitoring Run compliance check

Refresh resources

Test failover

Migrate
Edit schedules

Take snapshot now

Disable

. Entscheiden Sie, ob Sie den neuesten Stand der Produktionsumgebung abrufen méchten (Jetzt Snapshot
erstellen) oder ein zuvor erstelltes Backup des Replikationsplans verwenden méchten (Auswahlen).

. Wenn Sie ein zuvor erstelltes Backup ausgewahlt haben, wahlen Sie das Backup aus, das fir die
Wiederherstellung verwendet werden soll.

. Geben Sie das Wort , Test-Failover” ein, um zu bestatigen, dass Sie fortfahren méchten.

. Wahlen Sie Failover testen.

= Oguimion v | et v -
= FINetApp concole @D Simlted Oty Simited i g 2 0 O
Test failover: RP_DRAAS

/A Warning: This test will create 6 VMs in the site DemoCloudsite_1. The test won't affect the site
DemoOnPremsite 1.

Snapshot copy for volume recovery O Take snapshot now  ® Select

Selecta batch of snapshots for l groups in the replication plan.

/\ Warning: All changes mack napshots were created will be lost.

Batches (5)

@  september 24, 2025 a1 9:30 AM
September 24, 2025 at 930 AM
September 24, 2025 at 9:30 AM
September 24,2025 at 930 AM

September 24, 2025 at 9:30 AM

1-50f5 <« <15 »

Oe=m -
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Fiihren Sie eine Konformitatspriifung durch

Konformitatsprifungen werden standardmafig alle drei Stunden durchgefiihrt. Sie kénnen jederzeit manuell
eine Konformitatsprifung durchfiihren.

Schritte
1. Wahlen Sie die Option *Aktionen* sss neben dem Replikationsplan.

2. Wabhlen Sie im MenU ,Aktionen” des Replikationsplans die Option ,Konformitatsprifung ausfihren® aus:

L RINEtABD o organiaatien “ Project =
= MRNetApp comole SRR e i 5 2 0 O
Disaster Recovery

Dashboard
Replicaionplas () Y—

sssss
N: ~ | Compliance status S | Planstatus 2 | Protectedsite Resource groups 2 | Failoversite |

eeeeee

3. Um zu andern, wie oft NetApp Disaster Recovery automatisch Konformitatsprifungen durchfihrt, wahlen
Sie im Menii ,Aktionen® des Replikationsplans die Option ,Zeitplane bearbeiten” aus.

Ressourcen aktualisieren

Jedes Mal, wenn Sie Anderungen an |hrer virtuellen Infrastruktur vornehmen — beispielsweise VMs hinzufiigen
oder |6schen, Datenspeicher hinzufligen oder I6schen oder VMs zwischen Datenspeichern verschieben —
mussen Sie eine Aktualisierung der betroffenen vCenter-Cluster im NetApp Disaster Recovery Dienst
durchfihren. Der Dienst fliihrt dies standardmaRig alle 24 Stunden automatisch durch, eine manuelle
Aktualisierung stellt jedoch sicher, dass die neuesten Informationen zur virtuellen Infrastruktur verfiigbar sind
und fir den DR-Schutz berlcksichtigt werden.

Es gibt zwei Félle, in denen eine Aktualisierung erforderlich ist:

» vCenter-Aktualisierung: Fuhren Sie eine vCenter-Aktualisierung durch, wenn VMs zu einem vCenter-
Cluster hinzugefligt, daraus geldscht oder aus diesem verschoben werden:

 Aktualisierung des Replikationsplans: Fuhren Sie jedes Mal eine Aktualisierung des Replikationsplans
durch, wenn eine VM zwischen Datenspeichern im selben Quell-vCenter-Cluster verschoben wird.
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Wandern

A | Compliance status

() Healthy

S| Planstatus

(©) Ready

Organization Project v
s:malewyg Sunjua!ed—PxOJ : '0 0 O

Viewpayment methods | (D)

Protected site Resource groups o | Failoversite |

DemoOnPremsite_1 RG2,RG1, RG4 DemoCloudsite 1

View plan details

Test failover

Migrate
Edit schedules

Take snapshot now

Disable

NetApp Disaster Recovery wird zwar in erster Linie flr Notfallwiederherstellungsfalle verwendet, kann aber
auch einmalige Verschiebungen einer Reihe von VMs vom Quellstandort zum Zielstandort ermdglichen. Dies
konnte flr ein konzertiertes Migrationsprojekt in die Cloud oder zur Katastrophenvermeidung genutzt werden —
etwa bei schlechtem Wetter, politischen Unruhen oder anderen potenziellen voriibergehenden

Katastrophenereignissen.

1. Wahlen Sie die Option *Aktionen* ss= neben dem Replikationsplan.

2. Um die VMs in einem Replikationsplan in den Amazon EVS-Zielcluster zu verschieben, wahlen Sie im
Aktionsmenl des Replikationsplans die Option Migrieren aus:
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........ - Project

o
= M NetApp Console Swgu\zted—cwg Simulated-Proj,

Replication plans (1) Q

Name ~ | Compliance status S Planstatus 2 | Protectedsite Resource groups 2 | Failoversite |

Re.DRAAS © Healthy © Ready Demoonpremsie 1 RG2,RG1, RGe Democioudsite 1

3. Geben Sie Informationen in das Dialogfeld ,Migrieren” ein.

Jetzt Schnappschuss machen

Sie kdnnen jederzeit sofort einen Snapshot des Replikationsplans erstellen. Dieser Snapshot ist in den
Uberlegungen zur NetApp Disaster Recovery enthalten, die durch die Snapshot-Aufbewahrungsanzahl des
Replikationsplans festgelegt werden.

1. Wahlen Sie die Option *Aktionen* s«# neben dem Replikationsplan.

2. Um sofort einen Snapshot der Ressourcen des Replikationsplans zu erstellen, wahlen Sie im Aktionsmend
des Replikationsplans die Option Jetzt Snapshot erstellen aus:
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— Organization - Project
= M NetApp Console Swfu\zted—cwg S\mju\ated—wuj

Replication plans (1)
Nam | Compliance status 2 Planstatus o | Protectedsite Resource groups gl

Re.DRAAS © Healthy © Ready Demoonpremsie 1 RG2,RG1, RGe Democioudsite 1 &=

Replikationsplan deaktivieren oder aktivieren

Moglicherweise missen Sie den Replikationsplan voriibergehend anhalten, um Vorgange oder
Wartungsarbeiten durchzufiihren, die sich auf den Replikationsprozess auswirken konnten. Der Dienst bietet

eine Methode zum Stoppen und Starten der Replikation.

1. Um die Replikation vorliibergehend zu stoppen, wahlen Sie im Aktionsmeni des Replikationsplans die
Option Deaktivieren.

2. Um die Replikation neu zu starten, wahlen Sie im Aktionsmenl des Replikationsplans die Option
Aktivieren.

Wenn der Replikationsplan aktiv ist, ist der Befehl Aktivieren ausgegraut. Wenn der Replikationsplan
deaktiviert ist, ist der Befehl Deaktivieren ausgegraut.
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= FINetApp  Console rganization . Project v = 250 ©

or
Simulated-Org. Simulated-Proj =

—
Dashboard
Replicatin plans 1 R— ]

Name ~ | Compliance status S Planstatus 2 | Protectedsite Resource groups 2 | Failoversite |

RP_DRAAS

© Ready Demoonpremsie 1 RG2,RG1, RGe Democioudsite 1 o

Test failover

Migrate
Edit schedules

Take snapshot now

Disable

Bereinigen Sie alte Snapshots

Méglicherweise méchten Sie altere Snapshots bereinigen, die auf den Quell- und Zielsites aufbewahrt wurden.
Dies kann passieren, wenn die Snapshot-Aufbewahrungsanzahl des Replikationsplans geandert wird.

1. Wahlen Sie die Option *Aktionen* ss= neben dem Replikationsplan.

2. Um diese alteren Snapshots manuell zu entfernen, wahlen Sie im Menu ,Aktionen® des Replikationsplans
die Option ,Alte Snapshots bereinigen® aus.

= M NetApp Console Organization Project ~ = 'o @ O

Simulated Org Simulated.-Proj -

Replication plans (1) Q
Sites
Name ~ | Compliance status S | Plansttus 2 | Protectedsite Resource groups, S| Failoversite |
RP_DRAAS ©) Healthy (©) Ready DemoCnPremsite_1 RG2, RG1, RG4 DemoCloudsite_1 D
Resource groups

Test failover

Migrate
Edit schedules

Take snapshot now

Disable
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Snapshots abgleichen

Da der Dienst ONTAP -Volume-Snapshots orchestriert, kann ein ONTAP Speicheradministrator Snapshots
direkt mithilfe von ONTAP System Manager, der ONTAP CLI oder den ONTAP REST APIs Iéschen, ohne dass
der Dienst davon Kenntnis hat. Der Dienst |I6scht automatisch alle 24 Stunden alle Snapshots auf der Quelle,
die sich nicht auf dem Zielcluster befinden. Sie kdnnen dies jedoch auf Anfrage durchfiihren. Mit dieser
Funktion kdnnen Sie sicherstellen, dass die Snapshots auf allen Sites konsistent sind.

1. Wahlen Sie die Option *Aktionen* s«# neben dem Replikationsplan.

2. Um Snapshots aus dem Quellcluster zu I6schen, die im Zielcluster nicht vorhanden sind, wahlen Sie im
Menu ,Aktionen” des Replikationsplans die Option ,Snapshots abgleichen® aus.

= M NetApp Console :f:mum@ ” ;’:ﬁ:ﬁed—?wm "

sssssssssssssss

Replication plans (1) Q

sssss

© 2
\

View plan details

Replikationsplan I6schen

Wenn der Replikationsplan nicht mehr bendtigt wird, kdnnen Sie ihn |6schen.

1. Wahlen Sie die Option *Aktionen* sss neben dem Replikationsplan.

2. Um den Replikationsplan zu I6schen, wahlen Sie Loschen aus dem Kontextmenu des Replikationsplans.
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= FINetApp  Console ij;‘,’:;‘f;;g‘ ;’:ﬁed,mv = 20O O

Disaster Recovery

Dashboard

Replication plans (1) Q
Sites
Name A | Compliance status s Plan status. & Protected site Resource groups S | Failoversite |
Rp DRARS © Healthy @ ready DemoOnpremsite. 1 RG2,RG1, Re4 DemoCloudsite 1 =

Resource groups View plan details

Run cor

Job monitoring

Refresh

Test failover
Fail over

Migrate
Edit schedules
Take snapshot now

Disable

Clean up old snapshots
Reconcile snapshots

Delete

Zeitplane bearbeiten

Zwei Vorgange werden automatisch und regelmaRig durchgefiihrt: Test-Failover und Konformitatsprifungen.

1. Wahlen Sie die Option *Aktionen* sss neben dem Replikationsplan.

2. Um diese Zeitplane fir einen dieser beiden Vorgange zu andern, wahlen Sie Zeitplane bearbeiten flr den
Replikationsplan aus.

= FINetApp  Console Pl b - -1 'o ® o

Simulated-Org Simulated-Proj

Disaster Recovery
4 View @
Dashboard
Replaion plans 1 Qoo I

Sites
Name -

Plan status | Protectedsite Resource groups 2 | Failoversite |

Replication plans

RP_DRAAS © Healthy (©) Ready DemoOnPremsite_1 RG2,RG1, RG4 DemoCloudsite_1
Resource groups View plan details
Job monitoring Run compliance check

Refresh resources

Test failover

Migrate

Edit schedules

Take snapshot now

Disable
Clean up old snapshots

Reconcile snapshots

Delete
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Intervall fiir die Konformitatspriifung dndern

Standardmafig werden alle drei Stunden Konformitatsprifungen durchgefuhrt. Sie kdnnen dies auf ein
beliebiges Intervall zwischen 30 Minuten und 24 Stunden andern.

Um dieses Intervall zu andern, &ndern Sie das Feld ,Haufigkeit” im Dialogfeld ,Zeitplane bearbeiten®:

Edit schedules: EVS_DR_Plan

Compliance checks and test failovers run on a

Compliance check

Frequency (min)

Planen Sie automatisierte Test-Failover

Test-Failover werden standardmaRig manuell ausgefiihrt. Sie kbnnen automatische Test-Failover planen, um
sicherzustellen, dass Ihre Replikationsplane wie erwartet funktionieren. Weitere Informationen zum Test-
Failover-Prozess finden Sie unter"Testen des Failover-Prozesses" .

Schritte zum Planen von Test-Failovern
1. Wahlen Sie die Option *Aktionen* ss# neben dem Replikationsplan.

Wahlen Sie Failover ausfiihren.
Aktivieren Sie das Kontrollk&stchen Test-Failover nach Zeitplan ausfiihren.
(Optional) Aktivieren Sie On-Demand-Snapshot fiir geplantes Test-Failover verwenden.

Wahlen Sie im Dropdown-Menu ,Wiederholen® einen Intervalltyp aus.

o o &~ »w N

Wahlen Sie aus, wann das Test-Failover durchgefihrt werden soll
a. Wochentlich: Wahlen Sie den Wochentag
b. Monatlich: Wahlen Sie den Tag des Monats
7. Wahlen Sie die Tageszeit fur die Ausfuhrung des Test-Failovers
8. Wahlen Sie das Startdatum.

9. Entscheiden Sie, ob der Dienst die Testumgebung automatisch bereinigen soll und wie lange die
Testumgebung ausgefiihrt werden soll, bevor der Bereinigungsprozess beginnt.
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10. Wahlen Sie Speichern.

_ ogmion ~ ot o
MINetAPp Comsole @D iy St g 20 ©

Edit schedules: EVS_DR_Plan

Compliance checks and test failovers run on a recurring basis. Enter how often these actions should occur.

Compliance check
Frequency (min)

180

Test failover
Run test failovers on a schedule @
[J Use on-demand snapshot for scheduled test failover [IEA8

Repeat

Weekly b ‘

Day of the week

Saturday - ‘

Start date.

- ‘ ‘ 2025-09-23

Automatically cleanup [10_| minutes after test failover @
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