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Versionshinweise

Was ist neu bei NetApp Disaster Recovery ?

Erfahren Sie mehr Uber die Neuerungen im Bereich NetApp Disaster Recovery.

12. Januar 2026

Version 4.2.9

Unterstiitzung fiir mehrere Konsolenagenten in lokalen Umgebungen

Wenn Sie Disaster Recovery lokal einsetzen, kdnnen Sie jetzt fir jede vCenter-Instanz einen Console-Agenten
bereitstellen und so die Ausfallsicherheit verbessern.

Wenn Sie beispielsweise zwei Standorte haben (Standorte A und B), kann Standort A Giber den Console Agent
A verfugen, der an vCenter 1, ONTAP -Bereitstellung 1 und ONTAP Bereitstellung 2 angebunden ist. Standort
B kann Uber einen Konsolenagenten B verfligen, der an vCenter 2 und ONTAP Bereitstellungen 3 und 4
angebunden ist.

Informationen zum Console-Agenten in der Notfallwiederherstellung finden Sie unter "Erstellen des
Konsolenagenten"Die

Fiigen Sie nach einem Failover VMs fiir Replikationspldane hinzu, die datenspeicherbasierten Schutz
verwenden.

Wenn ein Failover ausgelost wird, umfasst jeder Replikationsplan, der datenspeicherbasierten Schutz
verwendet, auch VMs, die dem Datenspeicher hinzugefiigt wurden, sofern diese erkannt wurden. Sie missen
die Zuordnungsdetails fiir die hinzugefiigten VMs angeben, bevor das Failover abgeschlossen ist.

Weitere Informationen finden Sie unter "Ausfallsichere Anwendungen".

Neue E-Mail-Benachrichtigungen

Die Notfallwiederherstellung bietet nun E-Mail-Benachrichtigungen fiir die folgenden Ereignisse:

* Annaherung an die Kapazitatsauslastungsgrenze
* Berichtserstellung abgeschlossen
» Jobmisserfolge

» Ablauf der Lizenz oder VerstoRRe

Swagger-Verbesserungen

Sie kdnnen nun direkt aus dem Disaster Recovery-Bereich auf die Swagger-Dokumentation zugreifen. Wahlen
Sie im Disaster Recovery-Menu Einstellungen und dann API-Dokumentation, um auf Swagger zuzugreifen,
oder besuchen Sie diese URL im Inkognito-/Privatmodus lhres Browsers:
"https://snapcenter.cloudmanager.cloud.netapp.com/api/api-doc/draas"Die

Verbesserte Benutzeroberflachen

Die Notfallwiederherstellung bietet jetzt verbesserte Warnungen und Fehlerbehebungen. Diese Version behebt


https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-prerequisites.html#netapp-console-prerequisites
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https://docs.netapp.com/us-en/data-services-disaster-recovery/use/failover.html
https://snapcenter.cloudmanager.cloud.netapp.com/api/api-doc/draas

einen Fehler, der verhinderte, dass abgebrochene Auftrage in der Benutzeroberflache angezeigt wurden.
Stornierte Auftrage sind jetzt sichtbar. Aulderdem gibt es eine neue Warnung, wenn dasselbe Zielnetzwerk
mehreren verschiedenen Quellnetzwerken zugeordnet wird.

Die als Standard hinzugefiigte VM-Ordnerstruktur in Replikationsplanen beibehalten

Beim Erstellen einer Replikation ist die neue Standardeinstellung, die Ordnerstruktur der VM beizubehalten.
Falls das Wiederherstellungsziel nicht Gber die urspriingliche Ordnerhierarchie verflgt, erstellt Disaster
Recovery diese. Sie kdnnen diese Option deaktivieren, um die urspringliche Ordnerhierarchie zu ignorieren.

Weitere Informationen finden Sie unter "Erstellen eines Replikationsplans”.

9. Dezember 2025

Version 4.2.8P1

Beibehaltung der Ordnerhierarchie

Standardmafig behalt Disaster Recovery die VM-Inventarhierarchie (Ordnerstruktur) beim Failover bei. Falls
das Wiederherstellungsziel den erforderlichen Ordner nicht enthalt, wird dieser von Disaster Recovery erstellt.

Sie kdnnen diese Einstellung nun Uberschreiben, indem Sie einen neuen Ubergeordneten VM-Ordner festlegen
oder die Option Urspriingliche Ordnerhierarchie beibehalten deaktivieren.

Weitere Informationen finden Sie unter "Erstellen eines Replikationsplans".

Optimierte Aktualisierung des Konsolenagenten

Die Disaster-Recovery-Losung unterstiitzt nun einen optimierten Prozess fir die Verwendung mehrerer
Console-Agenten in einer Arbeitsumgebung. Um zwischen verschiedenen Console-Agenten zu wechseln,
mussen Sie lhre vCenter-Konfiguration bearbeiten, die Anmeldeinformationen neu ermitteln und die
Replikationsplane aktualisieren, um den neuen Console-Agenten zu verwenden.

Weitere Informationen finden Sie unter "Switch Console-Agenten”.

01. Dezember 2025

Version 4.2.8

Unterstitzung fiir Google Cloud VMware Engine mit Google Cloud NetApp Volumes

NetApp Disaster Recovery unterstitzt jetzt Google Cloud VMware Engine unter Verwendung von Google
Cloud NetApp Volumes fur Migrations-, Failover-, Failback- und Testvorgange. Diese Integration ermdglicht
nahtlose Disaster-Recovery-Workflows zwischen lokalen Umgebungen und Google Cloud.

Bitte Uberprifen Sie die"Voraussetzungen" Und"Einschrankungen" fir Google Cloud.

10. November 2025

Version 4.2.7

Kaskadierende Ausfallunterstiitzung

Sie kdnnen nun in ONTAP eine kaskadierende Beziehung konfigurieren und jeden Zweig dieser
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Replikationsbeziehung fiir die Notfallwiederherstellung nutzen.

Herabstufung der VMware-Hardwareunterstiitzung wahrend der Registrierung

Disaster Recovery unterstitzt jetzt das Downgrade von VMware-Hardware auf eine friihere Version von
vSphere wahrend der Registrierung. Dies ist ntzlich, wenn auf dem Quell-ESX-Host eine neuere Version
ausgefihrt wird als auf dem Disaster-Recovery-Standort.

Weitere Informationen finden Sie unter "Erstellen eines Replikationsplans in NetApp Disaster Recovery".

Geordnetes Herunterfahren

Die Notfallwiederherstellung fahrt VMs nun ordnungsgemaf herunter, anstatt sie auszuschalten. Wenn eine
bestimmte VM langer als zehn Minuten zum Herunterfahren bendtigt, schaltet Disaster Recovery sie ab.

Unterstiitzung fiir Pre-Backup-Skripte

Sie kdnnen nun benutzerdefinierte Skripte in den Failover-Workflow einfligen, die vor der Erstellung eines
Backups ausgefuhrt werden. Mithilfe von Pre-Backup-Skripten kénnen Sie den Zustand der VM vor der
Replikation eines Snapshots steuern und eine VM fiir einen Ubergang vorbereiten. Beispielsweise kann man
ein Skript einflgen, das eine NFS-Freigabe aushangt, die nach einem Failover mithilfe eines anderen Skripts
wieder eingehangt wird.

Weitere Informationen finden Sie unter "Erstellen eines Replikationsplans in NetApp Disaster Recovery".

06. Oktober 2025

Version 4.2.6

BlueXP disaster recovery heiBt jetzt NetApp Disaster Recovery

BlueXP disaster recovery wurde in NetApp Disaster Recovery umbenannt.

BlueXP heiBt jetzt NetApp Console

Die NetApp Console basiert auf der verbesserten und neu strukturierten BlueXP -Grundlage und ermdglicht
die zentrale Verwaltung von NetApp -Speicher und NetApp Data Services in On-Premises- und Cloud-
Umgebungen auf Unternehmensniveau. Sie liefert Einblicke in Echtzeit, schnellere Arbeitsablaufe und eine
vereinfachte Verwaltung mit hoher Sicherheit und Konformitat.

Einzelheiten zu den Anderungen finden Sie unter "Versionshinweise zur NetApp Console"Die

Weitere Updates

* Die Unterstlitzung flir Amazon Elastic VMware Service (EVS) mit Amazon FSx for NetApp ONTAP befand
sich in einer Offentlichen Vorschau. Mit dieser Version ist es nun allgemein verfluigbar. Weitere Einzelheiten
finden Sie unter"Einfihrung von NetApp Disaster Recovery mit Amazon Elastic VMware Service und
Amazon FSx for NetApp ONTAP" .

* Verbesserungen bei der Speichererkennung, einschliel3lich verkurzter Erkennungszeiten fir lokale
Bereitstellungen

» Unterstitzung fir Identity and Access Management (IAM), einschlieBlich rollenbasierter Zugriffskontrolle
(RBAC) und erweiterter Benutzerberechtigungen

* Private Preview-Unterstitzung fur Azure VMware-L6sung und Cloud Volumes ONTAP. Mit dieser


https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html#select-vcenter-servers
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Unterstlitzung kénnen Sie jetzt mithilfe des Cloud Volumes ONTAP Speichers den
Notfallwiederherstellungsschutz von lokalen Standorten auf die Azure VMware-Ldsung konfigurieren.

04. August 2025

Version 4.2.5P2

NetApp Disaster Recovery -Updates

Diese Version enthalt die folgenden Updates:
* Die VMFS-Unterstttzung wurde verbessert, um dieselbe LUN zu verarbeiten, die von mehreren virtuellen
Speichermaschinen bereitgestellt wird.

 Die Bereinigung beim Test-Teardown wurde verbessert, um den Datenspeicher zu verarbeiten, der bereits
ausgehangt und/oder geldscht wurde.

* Verbesserte Subnetzzuordnung, sodass jetzt Gberprift wird, ob das eingegebene Gateway im
bereitgestellten Netzwerk enthalten ist.

» Ein Problem wurde behoben, das dazu flihren konnte, dass der Replikationsplan fehlschlug, wenn der VM-
Name ,.com* enthielt.

 Eine Einschrankung wurde entfernt, die verhinderte, dass das Zielvolume beim Erstellen des Volumes im
Rahmen der Erstellung des Replikationsplans mit dem Quellvolume identisch war.

* Unterstltzung fur ein Pay-as-you-go-Abonnement (PAYGO) flr NetApp Intelligent Services im Azure
Marketplace hinzugefiigt und im Dialogfeld ,Kostenlose Testversion® ein Link zum Azure Marketplace
hinzugefugt.

Far weitere Details siehe "NetApp Disaster Recovery -Lizenzierung" Und "Einrichten der Lizenzierung fir
NetApp Disaster Recovery" Die

14. Juli 2025

Version 4.2.5

Benutzerrollen in NetApp Disaster Recovery

NetApp Disaster Recovery verwendet jetzt Rollen, um den Zugriff jedes Benutzers auf bestimmte Funktionen
und Aktionen zu regeln.

Der Dienst verwendet die folgenden Rollen, die spezifisch fir NetApp Disaster Recovery sind.

» Disaster Recovery-Administrator: Fiihren Sie beliebige Aktionen in NetApp Disaster Recovery aus.

» Disaster Recovery-Failover-Administrator: Fiihren Sie Failover- und Migrationsaktionen in NetApp
Disaster Recovery durch.

+ Administrator der Notfallwiederherstellungsanwendung: Erstellen und andern Sie Replikationsplane
und starten Sie Test-Failover.

» Disaster Recovery Viewer: Informationen in NetApp Disaster Recovery anzeigen, aber keine Aktionen
ausfuhren.

Wenn Sie auf den NetApp Disaster Recovery -Dienst klicken und ihn zum ersten Mal konfigurieren, missen
Sie Uber die Berechtigung SnapCenterAdmin oder die Rolle Organisationsadministrator verfligen.


https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-intro.html#licensing
https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-licensing.html
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Weitere Einzelheiten finden Sie unter"Benutzerrollen und Berechtigungen in NetApp Disaster Recovery" .

"Erfahren Sie mehr Uber Zugriffsrollen fur alle Dienste".

Weitere Updates in NetApp Disaster Recovery

* Verbesserte Netzwerkerkennung
» Verbesserungen der Skalierbarkeit:
o Filtern nach den bendtigten Metadaten statt nach allen Details
> Verbesserungen bei der Erkennung zum schnelleren Abrufen und Aktualisieren von VM-Ressourcen
> Speicheroptimierung und Leistungsoptimierung fiir Datenabruf und Datenaktualisierung
> Verbesserungen bei der Clienterstellung und Poolverwaltung im vCenter SDK
» Verwaltung veralteter Daten bei der nachsten geplanten oder manuellen Erkennung:

> Wenn eine VM im vCenter geldscht wird, entfernt NetApp Disaster Recovery sie jetzt automatisch aus
dem Replikationsplan.

o Wenn ein Datenspeicher oder Netzwerk im vCenter geldscht wird, 16scht NetApp Disaster Recovery es
jetzt aus dem Replikationsplan und der Ressourcengruppe.

o Wenn ein Cluster, Host oder Rechenzentrum im vCenter geldscht wird, I6scht NetApp Disaster
Recovery es jetzt aus dem Replikationsplan und der Ressourcengruppe.

« Sie kénnen jetzt im Inkognitomodus Ihres Browsers auf die Swagger-Dokumentation zugreifen. Sie kdnnen
innerhalb von NetApp Disaster Recovery Uber die Option ,Einstellungen® > ,API-Dokumentation” oder
direkt Gber die folgende URL im Inkognitomodus Ihres Browsers darauf zugreifen: "Swagger-
Dokumentation” .

* In einigen Situationen blieb die iGroup nach Abschluss eines Failback-Vorgangs zurlick. Dieses Update
entfernt die iGroup, wenn sie veraltet ist.

* Wenn der NFS-FQDN im Replikationsplan verwendet wurde, 16st NetApp Disaster Recovery ihn jetzt in
eine IP-Adresse auf. Dieses Update ist nltzlich, wenn der FQDN am Standort zur Notfallwiederherstellung
nicht aufgeldst werden kann.

* Verbesserungen der Ul-Ausrichtung

 Protokollverbesserungen zur Erfassung der vCenter-GréRendetails nach der erfolgreichen Erkennung

30. Juni 2025

Version 4.2.4P2

Verbesserungen bei der Erkennung

Dieses Update verbessert den Erkennungsprozess und verkurzt so die fir die Erkennung bendtigte Zeit.

23. Juni 2025

Version 4.2.4P1

Verbesserungen der Subnetzzuordnung

Dieses Update erweitert den Dialog ,Subnetzzuordnung hinzufiigen und bearbeiten“ um eine neue
Suchfunktion. Sie kdnnen jetzt durch Eingabe von Suchbegriffen schnell bestimmte Subnetze finden, was die
Verwaltung von Subnetzzuordnungen vereinfacht.


https://docs.netapp.com/us-en/console-setup-admin/reference-iam-disaster-rec-roles.html
https://docs.netapp.com/us-en/console-setup-admin/reference-iam-predefined-roles.html
https://snapcenter.cloudmanager.cloud.netapp.com/api/api-doc/draas
https://snapcenter.cloudmanager.cloud.netapp.com/api/api-doc/draas

09. Juni 2025

Version 4.2.4

Unterstiitzung fiir Windows Local Administrator Password Solution (LAPS)

Windows Local Administrator Password Solution (Windows LAPS) ist eine Windows-Funktion, die das
Kennwort eines lokalen Administratorkontos im Active Directory automatisch verwaltet und sichert.

Sie kénnen jetzt Subnetzzuordnungsoptionen auswahlen und die LAPS-Option Gberprifen, indem Sie die
Domanencontrollerdetails angeben. Wenn Sie diese Option verwenden, missen Sie nicht flr jede Ihrer
virtuellen Maschinen ein Kennwort angeben.

Weitere Einzelheiten finden Sie unter "Erstellen eines Replikationsplans" .

13. Mai 2025

Version 4.2.3

Subnetzzuordnung

Mit dieser Version konnen Sie IP-Adressen beim Failover auf eine neue Art und Weise verwalten, indem Sie
die Subnetzzuordnung verwenden, die es Ihnen erméglicht, fir jedes vCenter Subnetze hinzuzufigen. Dabei
definieren Sie das IPv4-CIDR, das Standard-Gateway und das DNS fur jedes virtuelle Netzwerk.

Beim Failover ermittelt NetApp Disaster Recovery die entsprechende IP-Adresse jeder vNIC, indem es sich
den fiir das zugeordnete virtuelle Netzwerk bereitgestellten CIDR ansieht und daraus die neue IP-Adresse
ableitet.

Beispiel:

* NetzwerkA = 10.1.1.0/24
* NetzwerkB = 192.168.1.0/24

VM1 verfugt Gber eine vNIC (10.1.1.50), die mit NetworkA verbunden ist. In den Replikationsplaneinstellungen
wird NetworkA NetworkB zugeordnet.

Beim Failover ersetzt NetApp Disaster Recovery den Netzwerkteil der urspriinglichen IP-Adresse (10.1.1) und
behalt die Hostadresse (.50) der urspringlichen IP-Adresse (10.1.1.50) bei. Fir VM1 prift NetApp Disaster
Recovery die CIDR-Einstellungen fir NetworkB und verwendet den NetworkB-Netzwerkteil 192.168.1,
wahrend der Hostteil (.50) beibehalten wird, um die neue IP-Adresse fir VM1 zu erstellen. Die neue IP wird
192.168.1.50.

Zusammenfassend lasst sich sagen, dass die Hostadresse gleich bleibt, wahrend die Netzwerkadresse durch
die in der Site-Subnetzzuordnung konfigurierte Adresse ersetzt wird. Auf diese Weise konnen Sie die
Neuzuweisung von IP-Adressen bei einem Failover einfacher verwalten, insbesondere wenn Sie Hunderte von
Netzwerken und Tausende von VMs verwalten missen.

Einzelheiten zum Einbinden von Subnetzmapping in lhre Websites finden Sie unter "vCenter-Server-Sites
hinzufiigen" Die

Skip-Schutz

Sie kdnnen jetzt den Schutz liberspringen, sodass der Dienst nach einem Failover des Replikationsplans nicht


https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html
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automatisch eine umgekehrte Schutzbeziehung erstellt. Dies ist nitzlich, wenn Sie zusatzliche Vorgange auf
der wiederhergestellten Site durchfihren mdochten, bevor Sie sie in NetApp Disaster Recovery wieder online
schalten.

Wenn Sie ein Failover initiieren, erstellt der Dienst standardmafig automatisch eine umgekehrte
Schutzbeziehung fir jedes Volume im Replikationsplan, sofern die urspriingliche Quellsite online ist. Dies
bedeutet, dass der Dienst eine SnapMirror Beziehung von der Zielsite zurlick zur Quellsite erstellt. Der Dienst
kehrt die SnapMirror -Beziehung auch automatisch um, wenn Sie ein Failback initiieren.

Beim Einleiten eines Failovers kdnnen Sie jetzt die Option Schutz liberspringen auswahlen. Damit kehrt der
Dienst die SnapMirror -Beziehung nicht automatisch um. Stattdessen belasst es das beschreibbare Volume
auf beiden Seiten des Replikationsplans.

Nachdem die urspriingliche Quellsite wieder online ist, kdnnen Sie einen umgekehrten Schutz einrichten,
indem Sie im Menu ,Aktionen” des Replikationsplans die Option ,Ressourcen schiitzen® auswahlen. Dadurch
wird versucht, fur jedes Volume im Plan eine umgekehrte Replikationsbeziehung zu erstellen. Sie kbnnen
diesen Job wiederholt ausfiihren, bis der Schutz wiederhergestellt ist. Wenn der Schutz wiederhergestellt ist,
kdénnen Sie auf die ubliche Weise ein Failback einleiten.

Einzelheiten zum Umgehen des Schutzes finden Sie unter "Failover von Anwendungen auf einen Remote-
Standort" Die

SnapMirror -Zeitplanaktualisierungen im Replikationsplan

NetApp Disaster Recovery unterstitzt jetzt die Verwendung externer Snapshot-Management-Lésungen wie
den nativen ONTAP SnapMirror Policy Scheduler oder Drittanbieter-Integrationen mit ONTAP. Wenn jeder
Datenspeicher (Volume) im Replikationsplan bereits tber eine SnapMirror -Beziehung verfligt, die anderswo
verwaltet wird, kdnnen Sie diese Snapshots als Wiederherstellungspunkte in NetApp Disaster Recovery
verwenden.

Aktivieren Sie zur Konfiguration im Abschnitt Replikationsplan > Ressourcenzuordnung das Kontrollkastchen
Von der Plattform verwaltete Sicherungen und Aufbewahrungspléane verwenden, wenn Sie die
Datenspeicherzuordnung konfigurieren.

Wenn die Option ausgewabhlt ist, konfiguriert NetApp Disaster Recovery keinen Sicherungszeitplan. Sie
mussen jedoch weiterhin einen Aufbewahrungszeitplan konfigurieren, da moglicherweise weiterhin Snapshots
fur Test-, Failover- und Failback-Vorgange erstellt werden.

Nach der Konfiguration erstellt der Dienst keine regelmafig geplanten Snapshots, sondern verlasst sich
stattdessen darauf, dass die externe Entitat diese Snapshots erstellt und aktualisiert.

Einzelheiten zur Verwendung externer Snapshot-Lésungen im Replikationsplan finden Sie unter "Erstellen
eines Replikationsplans” Die

16. April 2025

Version 4.2.2

Geplante Erkennung fiir VMs

NetApp Disaster Recovery fuhrt alle 24 Stunden eine Erkennung durch. Mit dieser Version kénnen Sie jetzt
den Erkennungszeitplan an Ihre Anforderungen anpassen und die Auswirkungen auf die Leistung bei Bedarf
reduzieren. Wenn Sie beispielsweise Uber eine grole Anzahl VMs verfigen, kénnen Sie den
Erkennungszeitplan so einstellen, dass er alle 48 Stunden ausgeflihrt wird. Wenn Sie nur eine kleine Anzahl
von VMs haben, kdnnen Sie den Erkennungszeitplan so einstellen, dass er alle 12 Stunden ausgefuhrt wird.


https://docs.netapp.com/us-en/data-services-disaster-recovery/use/failover.html
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Wenn Sie die Erkennung nicht planen méchten, kdnnen Sie die Option zur geplanten Erkennung deaktivieren
und die Erkennung jederzeit manuell aktualisieren.

Weitere Einzelheiten finden Sie unter "vCenter-Server-Sites hinzufligen" .

Unterstiitzung fiir Ressourcengruppen-Datenspeicher

Bisher konnten Sie Ressourcengruppen nur nach VMs erstellen. Mit dieser Version kénnen Sie eine
Ressourcengruppe nach Datenspeichern erstellen. Wenn Sie einen Replikationsplan erstellen und eine
Ressourcengruppe flur diesen Plan erstellen, werden alle VMs in einem Datenspeicher aufgelistet. Dies ist
nitzlich, wenn Sie Uber eine gro3e Anzahl VMs verfligen und diese nach Datenspeicher gruppieren mochten.

Sie kénnen eine Ressourcengruppe mit einem Datenspeicher auf folgende Weise erstellen:

* Wenn Sie eine Ressourcengruppe mithilfe von Datenspeichern hinzufligen, wird eine Liste der
Datenspeicher angezeigt. Sie kdnnen einen oder mehrere Datenspeicher auswahlen, um eine
Ressourcengruppe zu erstellen.

* Wenn Sie einen Replikationsplan erstellen und innerhalb des Plans eine Ressourcengruppe erstellen,
kénnen Sie die VMs in den Datenspeichern sehen.

Weitere Einzelheiten finden Sie unter "Erstellen eines Replikationsplans" .

Benachrichtigungen zum Ablauf der kostenlosen Testversion oder Lizenz

Diese Version enthalt Benachrichtigungen, dass die kostenlose Testversion in 60 Tagen ablauft, um
sicherzustellen, dass Sie Zeit haben, eine Lizenz zu erwerben. Diese Version bietet auch Benachrichtigungen
am Tag des Lizenzablaufs.

Benachrichtigung liber Service-Updates

Mit dieser Version wird oben ein Banner angezeigt, das darauf hinweist, dass die Dienste aktualisiert werden
und der Dienst in den Wartungsmodus versetzt wird. Das Banner wird angezeigt, wenn der Dienst aktualisiert
wird, und verschwindet, wenn die Aktualisierung abgeschlossen ist. Wahrend des Upgrades kénnen Sie zwar
weiterhin in der Benutzeroberflache arbeiten, Sie kénnen jedoch keine neuen Auftrage tbermitteln. Geplante
Jobs werden ausgefiihrt, nachdem das Update abgeschlossen ist und der Dienst in den Produktionsmodus
zurlckkehrt.

10. Marz 2025

Version 4.2.1

Intelligente Proxy-Unterstiitzung

Der NetApp Console Agent unterstiitzt intelligente Proxys. Intelligent Proxy ist eine einfache, sichere und
effiziente Moglichkeit, Ihr lokales System mit NetApp Disaster Recovery zu verbinden. Es bietet eine sichere
Verbindung zwischen lhrem System und NetApp Disaster Recovery, ohne dass ein VPN oder direkter
Internetzugang erforderlich ist. Diese optimierte Proxy-Implementierung entlastet den API-Verkehr innerhalb
des lokalen Netzwerks.

Wenn ein Proxy konfiguriert ist, versucht NetApp Disaster Recovery, direkt mit VMware oder ONTAP zu
kommunizieren und verwendet den konfigurierten Proxy, wenn die direkte Kommunikation fehlschlagt.

Die Implementierung des NetApp Disaster Recovery -Proxys erfordert eine Kommunikation Gber Port 443
zwischen dem Konsolenagenten und allen vCenter-Servern und ONTAP Arrays unter Verwendung eines
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HTTPS-Protokolls. Der NetApp Disaster Recovery -Agent innerhalb des Konsolen-Agenten kommuniziert bei
der Durchflhrung von Aktionen direkt mit VMware vSphere, dem VC oder ONTAP .

Weitere Informationen zum intelligenten Proxy flr NetApp Disaster Recovery finden Sie unter "Richten Sie |hre
Infrastruktur fir NetApp Disaster Recovery ein" Die

Weitere Informationen zur allgemeinen Proxy-Einrichtung in der NetApp Console finden Sie unter
"Konfigurieren des Konsolenagenten zur Verwendung eines Proxyservers" Die

Beenden Sie die kostenlose Testversion jederzeit

Sie kdnnen die kostenlose Testversion jederzeit beenden oder warten, bis sie ablauft.

Sehen "Kostenlose Testversion beenden” .

19. Februar 2025

Version 4.2

ASA R2-Unterstiitzung fiir VMs und Datenspeicher auf VMFS-Speicher

Diese Version von NetApp Disaster Recovery bietet Unterstiitzung fur ASA r2 fiir VMs und Datenspeicher auf
VMFS-Speicher. Auf einem ASA R2-System unterstitzt die ONTAP -Software wesentliche SAN-Funktionen
und entfernt Funktionen, die in SAN-Umgebungen nicht unterstitzt werden.

Diese Version untersttitzt die folgenden Funktionen fir ASA r2:

* Bereitstellung von Konsistenzgruppen fur Primarspeicher (nur flache Konsistenzgruppen, d. h. nur eine
Ebene ohne hierarchische Struktur)

» Backup-Vorgange (Konsistenzgruppe) einschliellich SnapMirror Automatisierung
Die Unterstitzung fiir ASA r2 in NetApp Disaster Recovery verwendet ONTAP 9.16.1.

Wahrend Datenspeicher auf einem ONTAP Volume oder einer ASA r2-Speichereinheit gemountet werden
kénnen, kann eine Ressourcengruppe in NetApp Disaster Recovery nicht sowohl einen Datenspeicher von
ONTAP als auch einen von ASA r2 enthalten. Sie kdnnen in einer Ressourcengruppe entweder einen
Datenspeicher von ONTAP oder einen Datenspeicher von ASA r2 auswahlen.

30. Oktober 2024

Berichterstattung

Sie kénnen jetzt Berichte erstellen und herunterladen, die Ihnen bei der Analyse |hrer Landschaft helfen.
Vorgefertigte Berichte fassen Failovers und Failbacks zusammen, zeigen Replikationsdetails auf allen Sites
und zeigen Jobdetails fur die letzten sieben Tage.

Siehe "Erstellen von Disaster Recovery-Berichten" .

30 Tage kostenlos testen

Sie koénnen sich jetzt fir eine 30-tagige kostenlose Testversion von NetApp Disaster Recovery anmelden.
Bisher waren kostenlose Testversionen 90 Tage lang verflgbar.

Siehe "Einrichten der Lizenzierung" .
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Deaktivieren und Aktivieren von Replikationsplanen

Eine friihere Version enthielt Aktualisierungen der Failover-Testplanstruktur, die zur Unterstlitzung taglicher
und wochentlicher Zeitplane erforderlich waren. Fur dieses Update war es erforderlich, dass Sie alle
vorhandenen Replikationsplane deaktivieren und erneut aktivieren, damit Sie die neuen taglichen und
wochentlichen Failover-Testplane verwenden kdnnen. Dies ist eine einmalige Anforderung.

So geht’s:

1. Wahlen Sie im MenU Replikationsplane aus.

2. Wabhlen Sie einen Plan aus und klicken Sie auf das Symbol ,,Aktionen®, um das Dropdown-Menii
anzuzeigen.

3. Wahlen Sie Deaktivieren.

4. Wahlen Sie nach einigen Minuten Aktivieren.

Ordnerzuordnung

Wenn Sie einen Replikationsplan erstellen und Rechenressourcen zuordnen, kénnen Sie jetzt Ordner
zuordnen, sodass VMs in einem Ordner wiederhergestellt werden, den Sie fir Rechenzentrum, Cluster und
Host angeben.

Weitere Einzelheiten finden Sie unter "Erstellen eines Replikationsplans" .

VM-Details fiir Failover, Failback und Test-Failover verfiigbar

Wenn ein Fehler auftritt und Sie ein Failover starten, ein Failback durchfiihren oder das Failover testen,
kdnnen Sie jetzt Details der VMs anzeigen und feststellen, welche VMs nicht neu gestartet wurden.

Siehe "Failover von Anwendungen auf einen Remote-Standort" .

VM-Startverzéogerung mit geordneter Startsequenz

Wenn Sie einen Replikationsplan erstellen, kdnnen Sie jetzt fur jede VM im Plan eine Startverzégerung
festlegen. Auf diese Weise kdnnen Sie eine Reihenfolge fir den Start der VMs festlegen, um sicherzustellen,
dass alle Ihre VMs mit Prioritat eins ausgefiihrt werden, bevor die VMs mit nachfolgender Prioritat gestartet
werden.

Weitere Einzelheiten finden Sie unter "Erstellen eines Replikationsplans" .

Informationen zum VM-Betriebssystem

Wenn Sie einen Replikationsplan erstellen, kénnen Sie jetzt das Betriebssystem fiir jede VM im Plan sehen.
Dies ist hilfreich bei der Entscheidung, wie VMs in einer Ressourcengruppe zusammengefasst werden sollen.

Weitere Einzelheiten finden Sie unter "Erstellen eines Replikationsplans" .

VM-Namensaliasing

Wenn Sie einen Replikationsplan erstellen, kdnnen Sie den VM-Namen auf der Disaster-Recovery-Site jetzt
ein Prafix und ein Suffix hinzufligen. Dadurch kénnen Sie fir die VMs im Plan einen aussagekraftigeren
Namen verwenden.

Weitere Einzelheiten finden Sie unter "Erstellen eines Replikationsplans" .
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Bereinigen Sie alte Snapshots

Sie kdnnen alle Snapshots I6schen, die Sie nach der von Ihnen angegebenen Aufbewahrungsdauer nicht
mehr bendtigen. Wenn Sie die Anzahl der Snapshot-Aufbewahrungen verringern, kénnen sich mit der Zeit
Snapshots ansammeln. Sie kdnnen diese jetzt entfernen, um Speicherplatz freizugeben. Sie kénnen dies
jederzeit bei Bedarf oder beim Ldschen eines Replikationsplans tun.

Weitere Einzelheiten finden Sie unter "Verwalten Sie Sites, Ressourcengruppen, Replikationsplane,
Datenspeicher und Informationen zu virtuellen Maschinen" .

Snapshots abgleichen

Sie kénnen jetzt Snapshots abgleichen, die zwischen Quelle und Ziel nicht synchron sind. Dies kann auftreten,
wenn Snapshots auf einem Ziel auRerhalb von NetApp Disaster Recovery geldscht werden. Der Dienst I6scht
den Snapshot auf der Quelle automatisch alle 24 Stunden. Sie kénnen dies jedoch auf Anfrage durchfiihren.
Mit dieser Funktion kénnen Sie sicherstellen, dass die Snapshots auf allen Sites konsistent sind.

Weitere Einzelheiten finden Sie unter "Verwalten von Replikationsplanen” .

20. September 2024

Unterstiitzung fiir lokale VMware VMFS-Datenspeicher

Diese Version umfasst Unterstitzung fir VMs, die auf VMware vSphere Virtual Machine File System (VMFS)-
Datenspeichern fur iISCSI und FC gemountet sind und auf lokalem Speicher geschutzt sind. Zuvor bot der
Dienst eine Technologievorschau, die VMFS-Datenspeicher fir iSCSI und FC unterstitzte.

Hier sind einige zusatzliche Uberlegungen zu den iSCSI- und FC-Protokollen:

* FC-Unterstltzung gilt fir Client-Front-End-Protokolle, nicht fiir die Replikation.

* NetApp Disaster Recovery unterstitzt nur eine einzige LUN pro ONTAP -Volume. Das Volume sollte nicht
mehrere LUNs haben.

» FUr jeden Replikationsplan sollte das Ziel ONTAP -Volume dieselben Protokolle verwenden wie das Quell
ONTAP -Volume, auf dem die geschitzten VMs gehostet werden. Wenn die Quelle beispielsweise ein FC-
Protokoll verwendet, sollte das Ziel auch FC verwenden.

02. August 2024

Unterstiitzung fiir lokale VMware VMFS-Datenspeicher fiir FC

Diese Version enthalt eine Technologievorschau der Unterstitzung fur VMs, die auf VMware vSphere Virtual
Machine File System (VMFS)-Datenspeichern fir FC gemountet sind, die auf lokalem Speicher geschuitzt sind.
Zuvor bot der Dienst eine Technologievorschau, die VMFS-Datenspeicher fur iSCSI unterstitzte.

@ NetApp berechnet Ihnen keine Kosten fiir die in der Vorschau angezeigte Workload-Kapazitat.

Job abbrechen

Mit dieser Version konnen Sie jetzt einen Job in der Job Monitor-Benutzeroberflache abbrechen.

Siehe "Uberwachen von Jobs" .
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17. Juli 2024

Failover-Testpldne

Diese Version enthalt Aktualisierungen der Failover-Testplanstruktur, die zur Unterstiitzung taglicher und
wochentlicher Zeitplane erforderlich waren. Dieses Update erfordert, dass Sie alle vorhandenen
Replikationsplane deaktivieren und erneut aktivieren, damit Sie die neuen taglichen und wochentlichen
Failover-Testplane verwenden kénnen. Dies ist eine einmalige Anforderung.

So geht’s:

1. Wahlen Sie im Menl Replikationsplane aus.

2. Wabhlen Sie einen Plan aus und klicken Sie auf das Symbol ,,Aktionen®, um das Dropdown-Menii
anzuzeigen.

3. Wahlen Sie Deaktivieren.

4. Wahlen Sie nach einigen Minuten Aktivieren.

Aktualisierungen des Replikationsplans

Diese Version enthalt Aktualisierungen der Replikationsplandaten, die das Problem ,,Snapshot nicht gefunden®
beheben. Dazu missen Sie die Aufbewahrungsanzahl in allen Replikationsplanen auf 1 andern und einen On-
Demand-Snapshot initiieren. Dieser Vorgang erstellt ein neues Backup und entfernt alle alteren Backups.

So geht’s:

1. Wahlen Sie im Meni Replikationsplane aus.

2. Wahlen Sie den Replikationsplan aus, wahlen Sie die Registerkarte Failover-Zuordnung und wahlen Sie
das Bleistiftsymbol Bearbeiten.

3. Wahlen Sie den Pfeil Datenspeicher aus, um ihn zu erweitern.

4. Notieren Sie den Wert der Aufbewahrungsanzahl im Replikationsplan. Sie missen diesen urspriinglichen
Wert wiederherstellen, wenn Sie diese Schritte abgeschlossen haben.

5. Reduzieren Sie die Anzahl auf 1.

6. Starten Sie einen On-Demand-Snapshot. Gehen Sie dazu auf der Seite ,Replikationsplan® wie folgt vor:
Wahlen Sie den Plan aus, klicken Sie auf das Symbol ,,Aktionen“ und wahlen Sie dann Jetzt Snapshot
erstellen.

7. Nachdem der Snapshot-Job erfolgreich abgeschlossen wurde, erhéhen Sie die Anzahl im Replikationsplan
wieder auf den urspringlichen Wert, den Sie im ersten Schritt notiert haben.

8. Wiederholen Sie diese Schritte fir alle vorhandenen Replikationsplane.

05. Juli 2024

Diese NetApp Disaster Recovery -Version enthalt die folgenden Updates:

Unterstiitzung fiir AFF A-Serie

Diese Version unterstutzt die Hardwareplattformen der NetApp AFF A-Serie.
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Unterstiitzung fiir lokale VMware VMFS-Datenspeicher

Diese Version enthalt eine Technologievorschau der Unterstltzung fir VMs, die auf VMware vSphere Virtual
Machine File System (VMFS)-Datenspeichern gemountet sind, die auf lokalem Speicher geschiitzt sind. Mit
dieser Version wird die Notfallwiederherstellung in einer Technologievorschau fiir lokale VMware-Workloads in
einer lokalen VMware-Umgebung mit VMFS-Datenspeichern unterstitzt.

@ NetApp berechnet Ihnen keine Kosten fiir die in der Vorschau angezeigte Workload-Kapazitat.

Aktualisierungen des Replikationsplans

Sie kénnen einen Replikationsplan einfacher hinzufligen, indem Sie VMs auf der Seite ,Anwendungen® nach
Datenspeicher filtern und auf der Seite ,Ressourcenzuordnung“ weitere Zieldetails auswahlen. Siehe "Erstellen
eines Replikationsplans" .

Replikationsplédne bearbeiten

Mit dieser Version wurde die Seite ,Failover-Zuordnungen*“ zur besseren Ubersichtlichkeit verbessert.

Siehe "Plane verwalten" .

VMs bearbeiten

Mit dieser Version wurden beim Bearbeiten von VMs im Plan einige kleinere Verbesserungen der
Benutzeroberflache vorgenommen.

Siehe "Verwalten von VMs" .

Failover-Updates

Bevor Sie ein Failover einleiten, kénnen Sie jetzt den Status der VMs ermitteln und feststellen, ob sie ein- oder
ausgeschaltet sind. Der Failover-Prozess erméglicht es lhnen nun, sofort einen Snapshot zu erstellen oder die
Snapshots auszuwahlen.

Siehe "Failover von Anwendungen auf einen Remote-Standort" .

Failover-Testpldne

Sie kdnnen jetzt die Failover-Tests bearbeiten und tagliche, wochentliche und monatliche Zeitplane fir den
Failover-Test festlegen.

Siehe "Plane verwalten" .

Aktualisierungen der erforderlichen Informationen

Die Informationen zu den Voraussetzungen fiir NetApp Disaster Recovery wurden aktualisiert.

Siehe "Voraussetzungen fir NetApp Disaster Recovery" .

15. Mai 2024

Diese NetApp Disaster Recovery -Version enthalt die folgenden Updates:
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Replizieren von VMware-Workloads von On-Premises zu On-Premises

Dies wird jetzt als allgemein verfiigbare Funktion veréffentlicht. Zuvor handelte es sich um eine
Technologievorschau mit eingeschrankter Funktionalitat.

Lizenzierungsupdates

Bei NetApp Disaster Recovery kdnnen Sie sich fir eine kostenlose 90-Tage-Testversion anmelden, ein Pay-as-
you-go-Abonnement (PAYGO) bei Amazon Marketplace erwerben oder lhre eigene Lizenz (BYOL) mitbringen.
Dabei handelt es sich um eine NetApp Lizenzdatei (NLF), die Sie von Ihrem NetApp Vertriebsmitarbeiter oder
von der NetApp -Support-Site (NSS) erhalten.

Einzelheiten zum Einrichten der Lizenzierung flr NetApp Disaster Recovery finden Sie unter"Einrichten der
Lizenzierung" .

"Erfahren Sie mehr Gber NetApp Disaster Recovery".

05. Marz 2024

Dies ist die allgemein verfiigbare Version von NetApp Disaster Recovery, die die folgenden Updates enthalt.

Lizenzierungsupdates

Bei NetApp Disaster Recovery kdnnen Sie sich fir eine kostenlose 90-Tage-Testversion anmelden oder lhre
eigene Lizenz (BYOL) mitbringen. Dabei handelt es sich um eine NetApp -Lizenzdatei (NLF), die Sie von
Ihrem NetApp Vertriebsmitarbeiter erhalten. Sie kdnnen die Seriennummer der Lizenz verwenden, um BYOL in
den NetApp Console -Abonnements zu aktivieren. Die Gebuhren flir NetApp Disaster Recovery basieren auf
der bereitgestellten Kapazitat der Datenspeicher.

Einzelheiten zur Lizenzierung von NetApp Disaster Recovery finden Sie unter "Einrichten der Lizenzierung"
Die

Einzelheiten zur Lizenzverwaltung fir alle NetApp Console -Datendienste finden Sie unter "Verwalten Sie
Lizenzen fur alle NetApp Console Datendienste" Die

Zeitplane bearbeiten

Mit dieser Version konnen Sie jetzt Zeitplane zum Testen von Konformitats- und Failover-Tests einrichten, um
sicherzustellen, dass sie bei Bedarf ordnungsgemalf funktionieren.

Weitere Einzelheiten finden Sie unter "Erstellen des Replikationsplans" .

01. Februar 2024

Diese Vorschauversion von NetApp Disaster Recovery enthalt die folgenden Updates:

Netzwerkerweiterung

Mit dieser Version konnen Sie jetzt die Grole der VM-CPU- und RAM-Werte andern. Sie kénnen jetzt auch
eine Netzwerk-DHCP- oder statische IP-Adresse fir die VM auswahlen.

* DHCP: Wenn Sie diese Option wahlen, geben Sie Anmeldeinformationen fir die VM an.

» Statische IP: Sie kdnnen dieselben oder andere Informationen aus der Quell-VM auswéahlen. Wenn Sie
dasselbe wie die Quelle wahlen, missen Sie keine Anmeldeinformationen eingeben. Wenn Sie
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andererseits andere Informationen als die Quelle verwenden mochten, kdnnen Sie die
Anmeldeinformationen, die IP-Adresse, die Subnetzmaske, DNS und Gateway-Informationen angeben.

Weitere Einzelheiten finden Sie unter "Erstellen eines Replikationsplans" .

Benutzerdefinierte Skripte

Koénnen jetzt als Prozesse nach dem Failover einbezogen werden. Mit benutzerdefinierten Skripten kdnnen Sie
NetApp Disaster Recovery lhr Skript nach einem Failover-Prozess ausfiuihren lassen. Sie kénnen
beispielsweise ein benutzerdefiniertes Skript verwenden, um alle Datenbanktransaktionen nach Abschluss des
Failovers fortzusetzen.

Weitere Einzelheiten finden Sie unter "Failover zu einem Remotestandort" .

SnapMirror -Beziehung

Sie kdnnen jetzt beim Entwickeln des Replikationsplans eine SnapMirror -Beziehung erstellen. Bisher mussten
Sie die Beziehung aulRerhalb von NetApp Disaster Recovery erstellen.

Weitere Einzelheiten finden Sie unter "Erstellen eines Replikationsplans" .

Konsistenzgruppen

Wenn Sie einen Replikationsplan erstellen, kdnnen Sie VMs aus unterschiedlichen Volumes und
unterschiedlichen SVMs einschlieRen. NetApp Disaster Recovery erstellt einen Consistency Group Snapshot,
indem es alle Volumes einbezieht und alle sekundaren Standorte aktualisiert.

Weitere Einzelheiten finden Sie unter "Erstellen eines Replikationsplans" .

Option zur VM-Einschaltverzégerung

Wenn Sie einen Replikationsplan erstellen, konnen Sie VMs zu einer Ressourcengruppe hinzufiigen. Mit
Ressourcengruppen kénnen Sie fir jede VM eine Verzégerung festlegen, sodass sie in einer verzogerten
Reihenfolge hochgefahren werden.

Weitere Einzelheiten finden Sie unter "Erstellen eines Replikationsplans" .

Anwendungskonsistente Snapshot-Kopien

Sie kénnen angeben, dass anwendungskonsistente Snapshot-Kopien erstellt werden sollen. Der Dienst legt
die Anwendung still und erstellt dann einen Snapshot, um einen konsistenten Zustand der Anwendung zu
erhalten.

Weitere Einzelheiten finden Sie unter "Erstellen eines Replikationsplans” .

11. Januar 2024

Diese Vorschauversion von NetApp Disaster Recovery enthalt die folgenden Updates:

Schneller Dashboard

Mit dieser Version konnen Sie vom Dashboard aus schneller auf Informationen auf anderen Seiten zugreifen.

"Erfahren Sie mehr Gber NetApp Disaster Recovery".
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20. Oktober 2023

Diese Vorabversion von NetApp Disaster Recovery enthalt die folgenden Updates.

Schiitzen Sie lokale, NFS-basierte VMware-Workloads

Mit NetApp Disaster Recovery kdnnen Sie jetzt |hre lokalen, NFS-basierten VMware-Workloads zusatzlich zur
offentlichen Cloud vor Katastrophen in einer anderen lokalen, NFS-basierten VMware-Umgebung schitzen.
NetApp Disaster Recovery orchestriert die Durchfiihrung der Notfallwiederherstellungsplane.

@ Bei diesem Vorschauangebot behalt sich NetApp das Recht vor, Angebotsdetails, Inhalte und
Zeitplan vor der allgemeinen Verfligbarkeit zu andern.

"Erfahren Sie mehr Gber NetApp Disaster Recovery".

27. September 2023

Diese Vorschauversion von NetApp Disaster Recovery enthalt die folgenden Updates:

Dashboard-Updates

Sie kénnen nun die Optionen auf dem Dashboard auswahlen, was es Ihnen erleichtert, die Informationen
schnell einzusehen. AuRerdem zeigt das Dashboard jetzt den Status von Failovers und Migrationen an.

Siehe "Sehen Sie sich den Zustand lhrer Notfallwiederherstellungsplane auf dem Dashboard an" .

Aktualisierungen des Replikationsplans

* RPO: Sie kénnen jetzt das Recovery Point Objective (RPO) und die Aufbewahrungsanzahl im Abschnitt
,Datenspeicher” des Replikationsplans eingeben. Dies gibt die Menge an Daten an, die vorhanden sein
mussen und nicht alter als die eingestellte Zeit sind. Wenn Sie ihn beispielsweise auf 5 Minuten einstellen,
kann das System im Katastrophenfall bis zu 5 Minuten Daten verlieren, ohne dass geschaftskritische
Anforderungen beeintrachtigt werden.

Siehe "Erstellen eines Replikationsplans” .

* Netzwerkverbesserungen: Wenn Sie im Abschnitt ,Virtuelle Maschinen“ des Replikationsplans das
Netzwerk zwischen Quell- und Zielstandorten zuordnen, bietet NetApp Disaster Recovery jetzt zwei
Optionen: DHCP oder statische IP. Bisher wurde nur DHCP unterstitzt. Fur statische IPs konfigurieren Sie
das Subnetz, das Gateway und die DNS-Server. Dartber hinaus kdnnen Sie jetzt Anmeldeinformationen
fur virtuelle Maschinen eingeben.

Siehe "Erstellen eines Replikationsplans" .
« Zeitplane bearbeiten: Sie kdnnen jetzt Zeitplane fir Replikationsplane aktualisieren.
Siehe "Ressourcen verwalten" .
» * SnapMirror Automatisierung*: Wahrend Sie in dieser Version den Replikationsplan erstellen, kénnen Sie

die SnapMirror Beziehung zwischen Quell- und Zielvolumes in einer der folgenden Konfigurationen
definieren:

> 1 bis 1

o 1 zu viele in einer Fanout-Architektur
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> Viele zu 1 als Konsistenzgruppe

> Viele zu viele

Siehe "Erstellen eines Replikationsplans" .

01. August 2023

NetApp Disaster Recovery -Vorschau

NetApp Disaster Recovery Preview ist ein Cloud-basierter Disaster Recovery-Dienst, der Disaster Recovery-
Workflows automatisiert. Mit der Vorschau von NetApp Disaster Recovery konnen Sie zunachst lhre lokalen,
NFS-basierten VMware-Workloads, auf denen NetApp -Speicher ausgefihrt wird, mit Amazon FSx fir ONTAP
in VMware Cloud (VMC) auf AWS schitzen.

@ Bei diesem Vorschauangebot behalt sich NetApp das Recht vor, Angebotsdetails, Inhalte und
Zeitplan vor der allgemeinen Verfligbarkeit zu andern.

"Erfahren Sie mehr Gber NetApp Disaster Recovery".

Diese Version enthalt die folgenden Updates:

Ressourcengruppen-Update fiir die Startreihenfolge

Wenn Sie einen Notfallwiederherstellungs- oder Replikationsplan erstellen, kdnnen Sie virtuelle Maschinen zu
funktionalen Ressourcengruppen hinzufligen. Mithilfe von Ressourcengruppen kénnen Sie eine Reihe
abhangiger virtueller Maschinen in logische Gruppen einteilen, die lhren Anforderungen entsprechen.
Beispielsweise kdnnten Gruppen eine Startreihenfolge enthalten, die bei der Wiederherstellung ausgefihrt
werden kann. Mit dieser Version kann jede Ressourcengruppe eine oder mehrere virtuelle Maschinen
enthalten. Die virtuellen Maschinen werden basierend auf der Reihenfolge eingeschaltet, in der Sie sie in den
Plan aufnehmen. Siehe "Auswahlen von Anwendungen zum Replizieren und Zuweisen von
Ressourcengruppen” .

Replikationsiiberprifung

Nachdem Sie den Disaster Recovery- oder Replikationsplan erstellt, die Wiederholung im Assistenten
identifiziert und eine Replikation zu einem Disaster Recovery-Standort initiiert haben, Uberprift NetApp
Disaster Recovery alle 30 Minuten, ob die Replikation tatsachlich gemaf Plan erfolgt. Sie kdnnen den
Fortschritt auf der Seite ,,Job Monitor* iiberwachen. Siehe "Replizieren von Anwendungen auf eine andere
Site" .

Der Replikationsplan zeigt die Ubertragungspléne fiir das Recovery Point Objective (RPO)

Wenn Sie einen Notfallwiederherstellungs- oder Replikationsplan erstellen, wahlen Sie die VMs aus. In dieser
Version kdnnen Sie jetzt den SnapMirror anzeigen, der mit jedem der Volumes verknUpft ist, die mit dem
Datenspeicher oder der VM verkniipft sind. Sie kénnen auch die RPO-Ubertragungspléne sehen, die mit dem
SnapMirror -Zeitplan verknupft sind. Mithilfe von RPO kénnen Sie feststellen, ob lhr Sicherungsplan fir die
Wiederherstellung nach einem Notfall ausreicht. Siehe "Erstellen eines Replikationsplans" .

Job Monitor-Update

Die Seite ,Job Monitor“ enthalt jetzt eine Aktualisierungsoption, sodass Sie einen aktuellen Status der
Vorgéange erhalten. Siehe "Uberwachen von Disaster Recovery-Jobs" .
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18. Mai 2023

Dies ist die Erstveroffentlichung von NetApp Disaster Recovery.

Cloudbasierter Disaster-Recovery-Dienst

NetApp Disaster Recovery ist ein Cloud-basierter Disaster-Recovery-Dienst, der Disaster-Recovery-Workflows
automatisiert. Mit der Vorschau von NetApp Disaster Recovery kdnnen Sie zunachst lhre lokalen, NFS-
basierten VMware-Workloads, auf denen NetApp -Speicher ausgeflhrt wird, mit Amazon FSx fir ONTAP in
VMware Cloud (VMC) auf AWS schitzen.

"Erfahren Sie mehr Gber NetApp Disaster Recovery".

Einschrankungen bei der NetApp Disaster Recovery

Bekannte Einschrankungen identifizieren Plattformen, Gerate oder Funktionen, die von
dieser Version des Dienstes nicht unterstitzt werden oder nicht ordnungsgeman mit ihm
zusammenarbeiten.

Warten Sie, bis das Failback abgeschlossen ist, bevor Sie die Erkennung
ausfihren

Starten Sie nach Abschluss eines Failovers die Erkennung im Quell-vCenter nicht manuell. Warten Sie, bis das
Failback abgeschlossen ist, und starten Sie dann die Erkennung im Quell-vCenter.

Die NetApp Console erkennt Amazon FSx for NetApp ONTAP moglicherweise nicht

Manchmal erkennt die NetApp Console Amazon FSx for NetApp ONTAP -Cluster nicht. Dies kann daran
liegen, dass die FSx-Anmeldeinformationen nicht korrekt waren.

Problemumgehung: Fiigen Sie den Amazon FSx for NetApp ONTAP -Cluster in der NetApp Console hinzu
und aktualisieren Sie den Cluster regelmaRig, um alle Anderungen anzuzeigen.

Wenn Sie den ONTAP FSx-Cluster aus NetApp Disaster Recovery entfernen missen, fihren Sie die folgenden
Schritte aus:

1. Verwenden Sie im NetApp Console Agent die Konnektivitatsoptionen lhres Cloud-Anbieters, stellen Sie
eine Verbindung zur Linux-VM her, auf der der Console-Agent ausgefiihrt wird, und starten Sie den Dienst
"occm" mithilfe des docker restart occm Befehl.

Siehe "Vorhandene Konsolenagenten verwalten" .

1. Fugen Sie auf der Seite ,NetApp Console Systems” das Amazon FSx for ONTAP -System erneut hinzu
und geben Sie die FSx-Anmeldeinformationen ein.

Siehe "Erstellen Sie ein Amazon FSx for NetApp ONTAP -Dateisystem” .

2. Wabhlen Sie in NetApp Disaster Recovery*Sites* aus und wahlen Sie in der vCenter-Zeile die Option

*Actions™ @ , und wahlen Sie im MenU ,Aktionen“ die Option ,Aktualisieren® aus, um die FSx-Erkennung
in NetApp Disaster Recovery zu aktualisieren.

Dadurch werden der Datenspeicher, seine virtuellen Maschinen und seine Zielbeziehung neu erkannt.
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Einschrankungen bei Google Cloud NetApp Volumes

* Nach einem Failover-Test missen Sie mindestens 52 Stunden warten, bevor Sie das geklonte Volume
I[6schen kdnnen. Sie missen das Volume manuell I6schen. Nach 52 Stunden kénnen Sie den Failover
erneut testen.

* Wenn ein Teil des Mount-Vorgangs fehlschlagt, kann kein Failover durchgefihrt werden und die Jobs
werden mit einem Timeout abgebrochen. Es kann bis zu drei Tage dauern, bis Google das Problem
untersucht. Wahrend dieser Zeit sind alle datenspeicherbezogenen Operationen auf dem vCenter
blockiert.

19



Copyright-Informationen

Copyright © 2026 NetApp. Alle Rechte vorbehalten. Gedruckt in den USA. Dieses urheberrechtlich geschiitzte
Dokument darf ohne die vorherige schriftiche Genehmigung des Urheberrechtsinhabers in keiner Form und
durch keine Mittel — weder grafische noch elektronische oder mechanische, einschliel3lich Fotokopieren,
Aufnehmen oder Speichern in einem elektronischen Abrufsystem — auch nicht in Teilen, vervielfaltigt werden.

Software, die von urheberrechtlich geschitztem NetApp Material abgeleitet wird, unterliegt der folgenden
Lizenz und dem folgenden Haftungsausschluss:

DIE VORLIEGENDE SOFTWARE WIRD IN DER VORLIEGENDEN FORM VON NETAPP ZUR VERFUGUNG
GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE GEWAHRLEISTUNG, EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE STILLSCHWEIGENDE GEWAHRLEISTUNG DER
MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.

20


http://www.netapp.com/TM\

	Versionshinweise : NetApp Disaster Recovery
	Inhalt
	Versionshinweise
	Was ist neu bei NetApp Disaster Recovery ?
	12. Januar 2026
	9. Dezember 2025
	01. Dezember 2025
	10. November 2025
	06. Oktober 2025
	04. August 2025
	14. Juli 2025
	30. Juni 2025
	23. Juni 2025
	09. Juni 2025
	13. Mai 2025
	16. April 2025
	10. März 2025
	19. Februar 2025
	30. Oktober 2024
	20. September 2024
	02. August 2024
	17. Juli 2024
	05. Juli 2024
	15. Mai 2024
	05. März 2024
	01. Februar 2024
	11. Januar 2024
	20. Oktober 2023
	27. September 2023
	01. August 2023
	18. Mai 2023

	Einschränkungen bei der NetApp Disaster Recovery
	Warten Sie, bis das Failback abgeschlossen ist, bevor Sie die Erkennung ausführen
	Die NetApp Console erkennt Amazon FSx for NetApp ONTAP möglicherweise nicht
	Einschränkungen bei Google Cloud NetApp Volumes



