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A
Asynchrone Spiegelung aktivieren - SANtricity CLI

Der activate storageArray feature Befehl aktiviert die Funktion Asynchronous
Mirroring.

Unterstitzte Arrays

Dieser Befehl gilt fiir jedes einzelne Storage-Array, einschliel3lich der Arrays E4000, E2700, E5600, E2800,
E5700, EF600 und EF300, sofern alle SMcli-Pakete installiert sind.

@ Dieser Befehl ist nur fur die asynchrone Spiegelung tber Fibre Channel verflgbar.

Rollen

Zur Ausfihrung dieses Befehls auf einem E4000, E2800, E5700, EF600 oder EF300 Storage-Array miissen
Sie Uber die Storage-Administratorrolle verfligen.

Kontext

Nachdem Sie die Funktion zur asynchronen Spiegelung aktiviert haben, missen Sie eine asynchrone
Spiegelgruppe und ein asynchrones gespiegeltes Paar einrichten.

Syntax

activate storageArray feature=asyncRemoteMirror

Parameter

Keine.

Minimale Firmware-Stufe

7.84

11.80 bietet Unterstitzung fir EF600 und EF300 Arrays

Speicherarray-Firmware aktivieren — SANtricity CLI

Der activate storageArray firmware Mitdem Befehl wird die Firmware aktiviert,
die Sie zuvor in den ausstehenden Konfigurationsbereich auf den Controllern im
Speicher-Array heruntergeladen haben.



Syntax

activate storageArray firmware
[healthCheckMelOverride=(TRUE | FALSE) ]

Parameter
Parameter Beschreibung
healthCheckMelOverride Die Einstellung, die die Ergebnisse der

Integritatsprifung des Major-Ereignisprotokolls (MEL)
auler Kraft setzt. DIE MEL-Validierung erfolgt
weiterhin; sie wird nicht umgangen. Wenn die MEL-
Prifung fehlschlagt, kénnen Sie den Fehler umgehen,
indem Sie diesen Parameter verwenden, wenn Sie
den Befehl ausfihren.

Vor einer Aktivierung tberprift der Controller das
Ereignisprotokoll, um festzustellen, ob ein Ereignis
eingetreten ist, das die erfolgreiche Aktivierung der
neuen Controller-Firmware verhindert. Wenn ein
solches Ereignis aufgetreten ist, aktiviert der
Controller normalerweise keine neue Firmware.

Mit diesem Parameter wird der Controller gezwungen,
neue Firmware zu aktivieren. Der Standardwert ist
FALSE. Setzen Sie diesen Wert auf TRUE Wenn Sie
den Controller dazu zwingen mdchten, die neue
Controller-Firmware zu aktivieren.

Minimale Firmware-Stufe

8.10 fligt die hinzu healthCheckMelOverride Parameter.

Synchrone Spiegelung aktivieren - SANtricity CLI

Der activate storageArray feature Befehl aktiviert die Funktion Synchronous
Mirroring und erstellt das Mirror-Repository-Volume.
Unterstitzte Arrays

Dieser Befehl gilt fur jedes einzelne Storage-Array, einschliellich E4000, E2700, E5600, E2800 und E5700
Arrays, sofern alle SMcli-Pakete installiert sind.

Rollen

Sie mussen Uber die Rolle Storage-Administrator verfigen, um diesen Befehl fur ein E4000, E2800 oder
E5700 Storage-Array auszufuhren.



Kontext

Mit diesem Befehl konnen Sie das Mirror-Repository-Volume auf eine der drei Arten definieren:

» Benutzerdefinierte Laufwerke
» Benutzerdefinierte Volume-Gruppe

* Benutzerdefinierte Anzahl von Laufwerken

Wenn Sie sich fur eine Reihe von Laufwerken entscheiden, wahlt die Controller-Firmware, welche Laufwerke
fur das Mirror-Repository Volume verwendet werden sollen.

@ In friheren Versionen dieses Befehls war die Feature-ID remoteMirror. Diese Feature-ID ist
nicht mehr gultig und wird durch ersetzt syncMirror.

Syntax (benutzerdefinierte Laufwerke)

activate storageArray feature=syncMirror

repositoryRAIDLevel=(0 |1 | 3 | 5 | 6)

repositoryDrives= (<em>trayIDl</em>, [<em>drawerIDl,</em><em>slotID1l
trayIDn</em>, pass:quotes|[[<em>drawerIDn</em>,<em>slotIDn</em>

[driveType= (fibre | SATA | SAS | NVMe4K)
)

repositoryVolumeGroupUserLabel=<em>"volumeGroupName"</em>]
trayLossProtect=(TRUE | FALSE) ]

drawerLossProtect=(TRUE | FALSE) ]

dataAssurance= (none | enabled) ]

[
[
[
[

activate storageArray feature=syncMirror

repositoryRAIDLevel=(0 |1 | 5 | 6)

repositoryDrives=<em> (trayIDl,</em>[<em>drawerIDl</em>, ]<em>slotIDl
trayIDn</em>, [<em>drawerIDn, </em>]<em>slotIDn)</em>

[repositoryVolumeGroupUserLabel=<em>"volumeGroupName"</em>]
[trayLossProtect=(TRUE | FALSE) ]

[drawerLossProtect=(TRUE | FALSE) ]

[dataAssurance= (none | enabled) ]

Syntax (benutzerdefinierte Volume-Gruppe)

activate storageArray feature=syncMirror
repositoryVolumeGroup=<em>volumeGroupName</em>

[freeCapacityArea=<em>freeCapacityIndexNumber</em>]



Syntax (benutzerdefinierte Anzahl von Laufwerken)

activate storageArray feature=syncMirror

repositoryRAIDLevel=(1

repositoryDriveCount=<em>numberOfDrives</em>

[repositoryVolumeGroupUserLabel=<em>"volumeGroupName"</em>]

[trayLossProtect= (TRUE
[drawerLossProtect= (TRUE
[

dataAssurance= (none enabled) ]

activate storageArray feature=syncMirror

repositoryRAIDLevel= (1

repositoryDriveCount=<em>numberOfDrives</em>

[repositoryVolumeGroupUserLabel=<em>"volumeGroupName"</em>]

[trayLossProtect= (TRUE
[drawerLossProtect= (TRUE
[

dataAssurance= (none enabled) ]

Parameter

Parameter

repositoryRAIDLevel

repositoryDrives

Beschreibung

RAID-Level fur das Mirror-Repository-Volume Gliltige
Werte sind 0, 1, 3, 5, Oder 6.

Die Laufwerke firr das Mirror-Repository Volume.
Geben Sie bei Laufwerksfachern mit hoher Kapazitat
den Wert fur Fach-ID, die Fach-ID und den Wert fur
Steckplatz-ID fir das Laufwerk an. Geben Sie fur
Laufwerksfacher mit geringer Kapazitat den Wert fir
die Fach-ID und den Wert flr die Steckplatz-ID fir
das Laufwerk an. Die Werte fiir Fach-ID sind 0 Bis
99. Werte flir Schublade-ID sind 1 Bis 5.

Alle maximale Steckplatz-ID sind 24. Die Steckplatz-
ID-Werte beginnen je nach Fachmodell bei 0 oder 1.
Die Laufwerksfacher sind mit E2800 und E5700
Controllern kompatibel und besitzen die Steckplatz-
ID-Nummern ab 0. Die Laufwerksfacher sind mit
E2700 und E5600 Controllern kompatibel und
verfigen ab 1 Uber die Steckplatz-ID.

SchlieRen Sie den Wert fiir Fach-ID, die Fach-ID und
den Wert fur die Steckplatz-ID in eckigen Klammern ([
]) an.



Parameter

repositoryVolumeGroupUserLabel

repositoryVolumeGroup

freeCapacityArea

repositoryDriveCount

driveType

Beschreibung

Den Namen, den Sie der neuen Volume-Gruppe

angeben mdchten, in der sich das Mirror-Repository
Volume befinden soll. Schlielen Sie den Namen der
Volume-Gruppe in doppelte Anfihrungszeichen (" ").

Der Name der Spiegelungs-Repository-Volume-
Gruppe, in der sich das Spiegelungs-Repository-
Volume befindet. (Um die Namen der Volume-
Gruppen in lhrem Speicher-Array zu bestimmen,
fUhren Sie den aus show storageArray profile
Befehl.)

Die Indexnummer des freien Speicherplatzes in einer
vorhandenen Volume-Gruppe, die Sie zum Erstellen
des Mirror-Repository-Volumes verwenden mdchten.
Freie Kapazitat wird als freie Kapazitat zwischen
vorhandenen Volumes in einer Volume-Gruppe
definiert. Eine Volume-Gruppe kann zum Beispiel die
folgenden Bereiche haben: Volume 1, freie Kapazitat,
Volume 2, freie Kapazitat, Volume 3, Freie Kapazitat:
Um die freie Kapazitat nach Volume 2 zu nutzen,
geben Sie an:

freeCapacityArea=2

Fihren Sie die aus show volumeGroup Befehl, um
zu bestimmen, ob ein freier Speicherplatz vorhanden
ist.

Die Anzahl der nicht zugewiesenen Laufwerke, die fur
das Mirror-Repository-Volume verwendet werden
sollen.

Der Laufwerkstyp, fur den Sie Informationen abrufen
mdchten. Sie kénnen keine unterschiedlichen
Laufwerkstypen verwenden.

Glltige Laufwerkstypen:

* fibre
* SATA
®* SAS

NVMe4K

Wenn Sie keinen Laufwerkstyp angeben, wird
standardmalig der Befehl fur alle Typen verwendet.



Parameter Beschreibung

trayLossProtect Die Einstellung zum erzwingen des Ablagefach-
Verlustschutzes, wenn Sie das Spiegelarchiv-Volume
erstellen. Um den Schutz gegen den Verlust des
Fachs durchzusetzen, setzen Sie diesen Parameter
auf TRUE. Der Standardwert ist FALSE.

drawerLossProtect Die Einstellung zum Schutz vor Schubladenverlust
beim Erstellen des Spiegelarchiv-Volumes. Um den
Schutz vor Schubladenverlust durchzusetzen, setzen
Sie diesen Parameter auf TRUE. Der Standardwert ist
FALSE.

Hinweise

Der repositoryDrives Der Parameter unterstiitzt sowohl Laufwerksfacher mit hoher Kapazitat als auch
Laufwerksfacher mit geringer Kapazitat. Ein Laufwerksfach mit hoher Kapazitat verfligt iber Schubladen, die
die Laufwerke halten. Die Schubladen ziehen aus dem Laufwerksfach, um Zugriff auf die Laufwerke zu
ermoglichen. Ein Laufwerksfach mit geringer Kapazitat verfigt nicht iber Schubladen. Bei einem
Laufwerksfach mit hoher Kapazitat missen Sie die Kennung (ID) des Laufwerksfachs, die ID des Fachs und
die ID des Steckplatzes, in dem sich ein Laufwerk befindet, angeben. Bei einem Laufwerksfach mit niedriger
Kapazitat missen Sie nur die ID des Laufwerksfachs und die ID des Steckplatzes angeben, in dem sich ein
Laufwerk befindet. Bei einem Laufwerksfach mit geringer Kapazitat kann die ID des Laufwerksfachs auf
festgelegt werden, um einen Speicherort fur ein Laufwerk zu ermitteln 0, Und geben Sie die ID des
Steckplatzes an, in dem sich ein Laufwerk befindet.

Wenn die Laufwerke, die Sie flr das auswahlen repositoryDrives Die Parameter sind nicht mit anderen
Parametern kompatibel (wie z. B. dem repositoryRAIDLevel Parameter), gibt der Befehl Skript einen
Fehler aus, und Synchronous Mirroring ist nicht aktiviert. Der Fehler gibt die Menge an Speicherplatz zurlick,
die fiir das Mirror-Repository-Volume bendétigt wird. Sie kénnen dann den Befehl erneut eingeben und die
entsprechende Menge an Speicherplatz angeben.

Wenn Sie einen Wert fir den Repository-Speicherplatz eingeben, der fur die Spiegelarchiv-Volumes zu klein
ist, gibt die Controller-Firmware eine Fehlermeldung aus, die die Menge an Speicherplatz bereitstellt, die fur
die Spiegelarchiv-Volumes bendtigt wird. Der Befehl versucht nicht, das synchrone Spiegeln zu aktivieren. Sie
kénnen den Befehl erneut eingeben, indem Sie den Wert aus der Fehlermeldung fiir den Wert des Repository-
Speicherplatzes verwenden.

Wenn Sie die Laufwerke zuweisen, stellen Sie das ein trayLossProtect Parameter an TRUE Und mehrere
Laufwerke aus einem Fach ausgewahlt haben, gibt das Speicherarray einen Fehler zurlick. Wenn Sie die
einstellen trayLossProtect Parameter an FALSE, Das Speicherarray fuhrt Vorgange aus, aber die von
Ihnen erstellte Volume-Gruppe verfiigt moglicherweise nicht Gber einen Schutz vor Fachverlust.

Wenn die Controller-Firmware die Laufwerke zuweist, wenn Sie den festlegen trayLossProtect Parameter
an TRUE, Das Speicherarray gibt einen Fehler aus, wenn die Controller-Firmware keine Laufwerke
bereitstellen kann, die dazu fihren, dass die neue Volume-Gruppe den Tray-Schutz hat. Wenn Sie die
einstellen trayLossProtect Parameter an FALSE, Das Speicher-Array fihrt den Vorgang aus, selbst wenn
es bedeutet, dass die Volume-Gruppe mdoglicherweise keinen Tray Loss Protection hat.

Der drawerLossProtect Mit dem Parameter wird festgelegt, ob bei Ausfall einer Schublade auf Daten auf
einem Volume zugegriffen werden kann. Wenn Sie die Laufwerke zuweisen, stellen Sie das ein



drawerLossProtect Parameter an TRUE Und wahlen Sie aus einem beliebigen Fach mehrere Laufwerke
aus, gibt das Speicher-Array einen Fehler zurtick. Wenn Sie die einstellen drawerLossProtect Parameter
an FALSE, Das Speicher-Array fuhrt Vorgange aus, aber die von Ihnen erstellte Volume-Gruppe hat
moglicherweise keinen Schubladenverlust Schutz.

Data Assurance Management

Die Data Assurance (da)-Funktion erhéht die Datenintegritat im gesamten Storage-System. DA ermdglicht es
dem Storage-Array, nach Fehlern zu suchen, die auftreten kdnnen, wenn Daten zwischen Hosts und
Laufwerken verschoben werden. Wenn diese Funktion aktiviert ist, hangt das Speicherarray die
Fehlerpriifungscodes (auch zyklische Redundanzpriifungen oder CRCs genannt) an jeden Datenblock im
Volume an. Nach dem Verschieben eines Datenblocks ermittelt das Speicher-Array anhand dieser CRC-
Codes, ob wahrend der Ubertragung Fehler aufgetreten sind. Potenziell beschadigte Daten werden weder auf
Festplatte geschrieben noch an den Host zuriickgegeben.

Wenn Sie die da-Funktion verwenden mochten, beginnen Sie mit einem Pool oder einer Volume-Gruppe, der
nur Laufwerke enthalt, die da unterstiitzen. Erstellen Sie dann da-fahige Volumes. Ordnen Sie diese da-
fahigen Volumes schliel3lich dem Host mithilfe einer E/A-Schnittstelle zu, die fir da geeignet ist. Zu den I/O-
Schnittstellen, die da unterstitzen, gehéren Fibre Channel, SAS und iSER over InfiniBand (iSCSI-
Erweiterungen flir RDMA/IB). DA wird nicht durch iSCSI tber Ethernet oder durch die SRP Uber InfiniBand
unterstutzt.

Wenn alle Laufwerke flr die da-Fahigkeit geeignet sind, kbnnen Sie die einstellen
dataAssurance Parameter an enabled Und dann mit bestimmten Operationen da

@ verwenden. Sie kdnnen beispielsweise eine Volume-Gruppe mit da-fahigen Laufwerken
erstellen und anschlieRend ein Volume in dieser Volume-Gruppe erstellen, die fiir da aktiviert ist.
Andere Vorgange, bei denen ein DA-fahiges Volume verwendet wird, verfligen Gber Optionen
zur Unterstitzung der da-Funktion.

Wenn der dataAssurance Parameter ist auf festgelegt enabled, Nur Data Assurance-fahige Laufwerke
werden fur Volume-Kandidaten in Betracht gezogen werden. Anderenfalls werden sowohl Data Assurance-
fahige als auch nicht Data Assurance-fahige Laufwerke berlicksichtigt. Sind nur Data Assurance Drives
verflgbar, wird die neue Volume-Gruppe mit den aktivierten Data Assurance-Laufwerken erstellt.

Minimale Firmware-Stufe
7.10 fugt RAID Level 6-Fahigkeit hinzu.

7.60 fugt die hinzu drawerID Benutzereingaben, der driveMediaType Parameter, und das
drawerLossProtect Parameter.

7.75 fugt die hinzu dataAssurance Parameter.
8.10 entfernt die driveMediaType Parameter.

8.60 flgt die hinzu driveType Parameter.

Array-Beschriftung hinzufugen — SANtricity CLI

Der Add array label Mit dem Befehl kdnnen Sie der Konfiguration ein Speicher-Array
mit einer benutzerdefinierten Bezeichnung hinzufugen. Auf diese Weise konnen spatere
Befehle das Speicher-Array anhand der benutzerdefinierten Bezeichnung und nicht



anhand von IP-Adresse oder Hostname adressieren.

Unterstitzte Arrays

Die angegebene benutzerdefinierte Bezeichnung muss nicht mit dem Namen des Speicher-
Arrays Ubereinstimmen, der in System Manager angezeigt wird. Dies ist ein lokales Etikett, das
ausschlieflich zur Verweisen auf das Speicher-Array Uber die CLI verwendet wird.

Dieser Befehl gilt fir die EF600 und EF300 Storage-Arrays.

Syntax

<em>Addressl Address2</em> add storageArrayLabel label
<em>userDefinedString</em>

Parameter
Parameter Beschreibung
Address Hier kbnnen Sie die IP-Adresse (IPv4 oder IPv6) oder
den vollqualifizierten Hostnamen fiir das
Speicherarray angeben.
@ Der Address2 Wert ist optional.
userDefinedString Ermdglicht die Angabe einer Bezeichnung fur das

Speicherarray.

Minimale Firmware-Stufe

8.60

Zertifikat aus Array hinzufugen — SANtricity CLI

Der Add certificate from array Mit dem Befehl kdnnen Sie ein Zertifikat aus dem
Array nehmen und es dem Vertrauensspeicher des CLI-Pakets hinzufugen. Das
hinzugeflgte Zertifikat wird nur vom CLI-Paket verwendet.

Unterstitzte Arrays

Dieser Befehl gilt fur die EF600 und EF300 Storage-Arrays.

Syntax

<em>ipAddressl ipAddress2</em> trust localCertificate



Parameter

Parameter Beschreibung

IPaddress Ermdoglicht die Angabe der IP-Adresse flr das
Speicherarray.

Minimale Firmware-Stufe

8.60

Zertifikat aus Datei hinzufugen — SANtricity CLI

Der Add certificate from file Mitdem Befehl konnen Sie ein Zertifikat aus der
Datei nehmen und zum Vertrauensspeicher des CLI-Pakets hinzufigen. Das
hinzugefugte Zertifikat wird nur vom CLI-Paket verwendet.

Unterstutzte Arrays

Dieser Befehl gilt fir die EF600 und EF300 Storage-Arrays.

Syntax

trust localCertificate file <em>filename</em> alias user <em>specified

alias</em>
Parameter
Parameter Beschreibung
filename Ermoglicht die Angabe des Dateinamens, der das
Zertifikat enthalt.
user specified alias Ermdoglicht die Angabe eines Zertifikats Gber den

benutzerdefinierten Alias.

Minimale Firmware-Stufe
8.60
Laufwerke zum SSD-Cache hinzufugen — SANtricity CLI

Der set ssdCache Befehl erhoht die Kapazitat eines vorhandenen SSD-Caches durch
Hinzufigen weiterer Solid State Disks (SSDs).



Unterstitzte Arrays

Dieser Befehl gilt fir jedes einzelne Storage-Array, einschlieRlich der Arrays E4000, E2700, E5600, E2800,
E5700, EF600 und EF300, sofern alle SMcli-Pakete installiert sind.

@ Zur Ausfihrung dieses Befehls auf einem E4000, E2800, E5700, EF600 oder EF300 Storage-
Array mussen Sie Uber die Rolle Support Admin verfligen.

Syntax

set ssdCache [<em>ssdCacheName</em>]
addDrives= (<em>trayIDl</em>, [<em>drawerIDl</em>, ]<em>slotID1
trayIDn</em>, [<em>drawerIDn</em>, ]<em>slotIDn</em>)

Parameter

Parameter Beschreibung

ssdCache Der Name des SSD-Caches, dem Sie SSDs
hinzufiigen méchten. UmschlieRen Sie den Namen in
eckigen Klammern ([ ]). Wenn der SSD-Cache-Name
Sonderzeichen enthalt oder nur aus Zahlen besteht,
mussen Sie den Namen in doppelte
Anflihrungszeichen (,, “) in eckigen Klammern setzen.

addDrives Die Laufwerke, die Sie dem SSD-Cache hinzufligen
mochten.Geben Sie fir Laufwerksfacher mit hoher
Kapazitat den Wert fur Fach-ID, die Fach-ID und den
Wert fur die Steckplatz-ID fir das Laufwerk an. Geben
Sie fur Laufwerksfacher mit geringer Kapazitat den
Wert firr die Fach-ID und den Wert fir die Steckplatz-
ID fur das Laufwerk an. Die Werte fir Fach-ID sind 0
Bis 99. Werte fir Schublade-ID sind 1 Bis 5.

Alle maximale Steckplatz-ID sind 24. Die Steckplatz-
ID-Werte beginnen je nach Fachmodell bei 0 oder 1.
Die Laufwerksfacher sind mit E2800 und E5700
Controllern kompatibel und besitzen die Steckplatz-
ID-Nummern ab 0. Die Laufwerksfacher sind mit
E2700 und E5600 Controllern kompatibel und
verfigen ab 1 Gber die Steckplatz-ID.

SchlieRen Sie den Wert fir Fach-ID, die Fach-ID und
den Wert fur die Steckplatz-ID in eckigen Klammern ([
]) an.

Hinweise

Der SSD-Cache kann eine beliebige Anzahl von SSDs enthalten. Die maximale Gré3e des SSD-Cache betragt
5 TB, ist aber je nach Grole des primaren Caches des Controllers kleiner.

10
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7.84

11.80 bietet Unterstltzung flir EF600 und EF300 Arrays

Volume zur asynchronen Spiegelgruppe hinzufugen —
SANTtricity CLI

Der add volume asyncMirrorGroup Befehl fugt ein primares Volume zu einer
asynchronen Spiegelgruppe hinzu.

Unterstiitzte Arrays

Dieser Befehl gilt fiir jedes einzelne Storage Array, mit einigen Einschrankungen. Wenn Sie den Befehl im
E2700 oder E5600 Array ausflhren, gelten keine Einschrankungen.

@ Dieser Befehl wird auf Plattformen E4000, E2800, E5700, EF600 und EF300 nicht unterstitzt.

Rollen

1. A

Kontext

Dieser Befehl ist nur fiir das lokale Speicher-Array glltig, das die asynchrone Spiegelgruppe enthalt, der Sie
das primare Volume hinzufiigen méchten. Eine asynchrone Spiegelgruppe verfligt Uber ein Repository-
Volume, mit dem Daten aller zeitpunktgenauen Images gespeichert werden, die Teil der asynchronen
Spiegelgruppe sind. Jedes primare Volume in der asynchronen Spiegelgruppe verflgt Gber ein
entsprechendes Spiegelvolume auf einem Remote Storage Array.

Syntax

add volume="<em>volumeName</em>"
asyncMirrorGroup="<em>asyncMirrorGroupName</em>"
remotePassword="<em>password</em>"

(repositoryVolume="repos xxxx" |

repositoryVolume= (<em>volumeGroupName</em>
[capacity=<em>capacityValue</em>) ]

repositoryVolume= (<em>diskPoolName</em> [capacity=<em>capacityValue</em>))

Parameter

11



Parameter

volume

asyncMirrorGroup

remotePassword

12

Beschreibung

Der Name des primaren Volumes, das zur
asynchronen Spiegelgruppe hinzugefligt werden soll.
SchlielRen Sie den Volumennamen in doppelte
Anflihrungszeichen (" ").

Der Name der asynchronen Spiegelgruppe, die das
primare Volume enthalt, das Sie hinzufligen méchten.
Schlieen Sie den Namen der asynchronen
Spiegelgruppe in doppelte Anfliihrungszeichen (" ").

Dieser Parameter ist optional. Verwenden Sie diesen
Parameter, wenn das Remote-Speicher-Array
passwortgeschutzt ist. SchlieRen Sie das Passwort in
doppelte Anfiihrungszeichen (" ").



Parameter

repositoryVolume

Beschreibung

Der Name des Repository-Volumes, das die
geanderten Daten des primaren Volume enthalt.

Es stehen zwei Optionen zur Verfiigung, um den
Namen eines Repository-Volumes festzulegen:

 Ein vorhandenes Repository-Volume verwenden:
Name.

* Erstellen Sie ein neues Repository-Volume, wenn
Sie diesen Befehl ausfiihren.

Der Name eines vorhandenen Repository-Volumes
besteht aus zwei Teilen:

* Der Begriff Umpos.

+ Eine vierstellige numerische Kennung, die die
Speicherverwaltungssoftware dem Namen des
Repository-Volumes zuweist.

SchlieRen Sie den Namen des vorhandenen
Repository-Volumes in doppelte Anfihrungszeichen ("

")

Wenn Sie bei Ausfiihrung dieses Befehls ein neues
Repository-Volume erstellen méchten, missen Sie
entweder den Namen einer Volume-Gruppe oder
eines Laufwerk-Pools eingeben, in dem das
Repository-Volume erstellt werden soll. Optional
kénnen Sie auch die Kapazitat des Repository-
Volumes festlegen. Wenn Sie die Kapazitat definieren
mdchten, konnen Sie die folgenden Werte
verwenden:

» Ein ganzzahliger Wert, der einen Prozentsatz der
Basis-Volume-Kapazitat darstellt.

* Ein Dezimaltrennzeichen, der einen Prozentsatz
der Basis-Volume-Kapazitat darstellt.

 Eine bestimmte GroRe fir das Repository-Volume
erhalten. GroRe ist in Einheiten von definiert
bytes, KB, MB, GB, Oder TB .

Wenn Sie keine Kapazitatsableitung festlegen, setzt
die Storage-Management-Software die Kapazitat auf
20 Prozent der primaren Volume-Kapazitat.

Die Storage-Managementsoftware erstellt das

Repository-Volume und verknlipft das Repository-
Volume mit dem primaren Volume.
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Hinweise

 Die Funktion zur asynchronen Spiegelung muss auf den lokalen und Remote Storage-Arrays aktiviert sein,
die fiir Spiegelaktivitaten verwendet werden.

* Die lokalen und Remote-Speicher-Arrays mussen uber eine geeignete Fibre Channel Fabric- oder iSCSI-
Schnittstelle verbunden sein.

« Das Remote-Speicher-Array muss ein Volume mit einer Kapazitat haben, die grélier oder gleich der
Kapazitat des primaren Volumes im lokalen Speicher-Array ist. Das Volume auf dem Remote-Speicher-
Array wird als Spiegelvolume verwendet.

Minimale Firmware-Stufe
7.84

11.80 bietet Unterstitzung flir EF600 und EF300 Arrays

Automatische Konfiguration von Hotspares flir
Speicherarrays — SANtricity CLI

Der autoConfigure storageArray hotSpares Befehl definiert und konfiguriert die
Hot Spares in einem Storage Array automatisch. Sie kdnnen diesen Befehl jederzeit
ausfuhren. Dieser Befehl bietet die beste Hot-Spare-Abdeckung flr ein Speicher-Array.
Unterstutzte Arrays

Dieser Befehl gilt fiir jedes einzelne Storage-Array, einschlief3lich der Arrays E4000, E2700, E5600, E2800,
E5700, EF600 und EF300, sofern alle SMcli-Pakete installiert sind.

Rollen

Zur Ausfihrung dieses Befehls auf einem E4000, E2800, E5700, EF600 oder EF300 Storage-Array missen
Sie Uber die Storage-Administratorrolle verfligen.

Syntax

autoConfigure storageArray hotSpares

Parameter

Keine.

Hinweise

Wenn Sie den ausflihren autoconfigure storageArray hotSpares Der Befehl, die Controller-Firmware
bestimmt die Anzahl der Hot Spares, die erstellt werden sollen, basierend auf der Gesamtzahl und dem Typ
der Laufwerke im Storage Array. Bei SAS-Laufwerken erstellt die Controller-Firmware ein Hot Spare fir das
Storage Array und einen zusatzlichen Hot Spare fir alle 60 Laufwerke im Speicher-Array.
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Minimale Firmware-Stufe

6.10

Speicherarray automatisch konfigurieren — SANtricity CLI

Der autoConfigure storageArray Befehl konfiguriert automatisch ein Speicher-
Array.

Unterstitzte Arrays

Dieser Befehl gilt fiir jedes einzelne Storage-Array, einschliel3lich der Arrays E4000, E2700, E5600, E2800,
E5700, EF600 und EF300, sofern alle SMcli-Pakete installiert sind.

Rollen

Zur Ausfihrung dieses Befehls auf einem E4000, E2800, E5700, EF600 oder EF300 Storage-Array miissen
Sie Uber die Storage-Administratorrolle verfligen.

Kontext

Bevor Sie das aufrufen autoConfigure storageArray Flhren Sie den Befehl aus show storageArray
autoConfiguration Befehl. Der show storageArray autoConfiguration Befehl gibt
Konfigurationsinformationen in Form einer Liste gultiger Laufwerkstypen, RAID Level, Volume-Informationen
und Hot-Spare-Informationen zurlick. (Diese Liste entspricht den Parametern fiir das autoConfigure
storageArray Befehl.) Die Controller prifen das Storage Array und ermitteln dann das héchste RAID-Level,
das das Storage Array unterstiitzen kann, sowie die effizienteste Volume-Definition fiir das RAID-Level. Wenn
die von der zurlickgegebenen Liste beschriebene Konfiguration akzeptabel ist, kbnnen Sie das eingeben
autoConfigure storageArray Befehl ohne Parameter. Wenn Sie die Konfiguration andern méchten,
kénnen Sie die Parameter entsprechend lhren Konfigurationsanforderungen andern. Sie kénnen einen
einzelnen Parameter oder alle Parameter andern. Nach der Eingabe des autoConfigure storageArray
Befehl: Die Controller richten das Storage-Array unter Verwendung der Standardparameter oder der von lhnen
ausgewahlten ein.

Syntax
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autoConfigure storageArray

driveType=(SAS | NVMedK) ]

driveMediaType=(hdd | ssd | allMedia | unknown) ]
raidLevel=(0 | 1 | 3 | 5 | 6)]
volumeGroupWidth=<em>numberOfDrives</em>]
volumeGroupCount=<em>numberOfVolumeGroups</em>]
volumesPerGroupCount=<em>numberOfVolumesPerGroup</em>]
hotSpareCount=<em>numberOfHotSpares</em>]
segmentSize=<em>segmentSizeValue</em>]
cacheReadPrefetch=(TRUE | FALSE) ]
readAheadMultiplier=<em>multiplierValue</em>]

securityType=(none | capable | enabled) ]
secureDrives=(fips | fde)]
dataAssurance= (none | enabled) ]

[
[
[
[
[
[
[
[
[
[
[
[
[
[

blockSize=(512 | 4096) ]

Parameter
Parameter Beschreibung
driveType Den Typ der Laufwerke, die fiir das Speicher-Array
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verwendet werden sollen.

Sie miussen diesen Parameter verwenden, wenn Sie
mehr als einen Laufwerkstyp im Speicher-Array
haben.

Diese Laufwerkstypen sind guiltig:

* SAS

* NVMe4K



Parameter

driveMediaType

raidLevel

volumeGroupWidth

volumeGroupCount

volumesPerGroupCount

hotSpareCount

segmentSize

cacheReadPrefetch

Beschreibung

Der Laufwerkstyp, den Sie flir das Speicher-Array
verwenden mochten.

Sie missen diesen Parameter verwenden, wenn Sie
mehr als einen Laufwerkstyp im Speicher-Array
haben.

Die folgenden Laufwerktypen sind gltig:

* hdd — Verwenden Sie diese Option, wenn Sie
Festplatten haben.

* ssd— Verwenden Sie diese Option, wenn Sie
Solid State Disks haben.

* unknown — Verwenden Sie, wenn Sie nicht
sicher sind, welche Arten von Laufwerkmedien in
der Laufwerksschublade sind

RAID-Level der Volume-Gruppe, die die Laufwerke im
Storage-Array enthalt. Glltige RAID-Level sind 0, 1,
3, 5, Oder 6.

Die Anzahl der Laufwerke in einer Volume-Gruppe im
Speicher-Array.

Die Anzahl der Volume-Gruppen im Speicher-Array.
Ganzzahlwerte verwenden.

Die Anzahl der Volumes mit gleicher Kapazitat pro
Volume-Gruppe. Ganzzahlwerte verwenden.

Die Anzahl der Hot Spares, die Sie im Speicher-Array
wiinschen. Ganzzahlwerte verwenden.

Die Menge der Daten (in KB), die der Controller auf
ein einzelnes Laufwerk in einem Volume schreibt,
bevor er Daten auf das nachste Laufwerk schreibt.
Gultige Werte sind 4 (SSD only) "8, 16, 32, 64,
128, 256, Oder 512.

Die Einstellung zum ein- oder Ausschalten des Cache
Read Prefetch. Um den Cache-Lesevorabruf zu
deaktivieren, setzen Sie diesen Parameter auf
FALSE. Um den Cache-Lese-Prefetch zu aktivieren,
setzen Sie diesen Parameter auf TRUE.
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Parameter Beschreibung

readAheadMultiplier Dieser Parameter definiert, wie viele zusatzliche
Datenblocke in den Cache eingelesen werden.
Glltige Werte reichen von 0 Bis 65535.

Dieser Parameter ist veraltet und wird
in einer zukunftigen Version der
Storage-Management-Software

@ entfernt. Fir den optimalen Betrieb
verwenden Sie die
cacheReadPrefetch Parameter.

securityType Die Einstellung zum Festlegen des
Sicherheitsniveaus beim Erstellen der Volume-
Gruppen und aller zugehorigen Volumes. Diese
Einstellungen sind gultig:

* none — die Volume-Gruppe und die Volumen sind
nicht sicher.

* capable —die Volume-Gruppe und die Volumes
sind in der Lage, die Sicherheit einzustellen, aber
die Sicherheit wurde nicht aktiviert.

* enabled —die Volume-Gruppe und die Volumes
haben die Sicherheit aktiviert.

secureDrives Der Typ der sicheren Laufwerke, die in der Volume-
Gruppe verwendet werden sollen. Diese
Einstellungen sind giltig:

* fips— nur Laufwerke mit FIPS-2-konform zu
verwenden.

* fde - Zur Verwendung von FDE-konformen
Laufwerken.

Verwenden Sie diesen Parameter
zusammen mit dem securityType
Parameter. Wenn Sie angeben none
Fir das securityType Parameter,

@ der Wert des secureDrives
Parameter wird ignoriert, da nicht
sichere Volume-Gruppen keine
sicheren Laufwerkstypen angegeben
werden missen.

blockSize Die BlockgroRie der erstellten Volumes in Byte. Die
unterstutzten Werte sind 512 Und 4096.
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Laufwerke und Volume-Gruppen

Eine Volume-Gruppe ist ein Satz von Laufwerken, die logisch durch die Controller im Storage-Array gruppiert
werden. Die Anzahl der Laufwerke in einer Volume-Gruppe beschrankt sich auf die RAID-Ebene und die
Controller-Firmware. Wenn Sie eine Volume-Gruppe erstellen, befolgen Sie die folgenden Richtlinien:

* Ab der Firmware-Version 7.10 kénnen Sie eine leere Volume-Gruppe erstellen, sodass Sie die Kapazitat
fur eine spatere Verwendung reservieren kénnen.

« Sie kdnnen Laufwerktypen nicht innerhalb einer einzelnen Volume-Gruppe kombinieren.

 Es ist nicht moglich, HDD- und SSD-Laufwerke innerhalb einer einzelnen Volume-Gruppe miteinander zu

kombinieren.

* Die maximale Anzahl von Laufwerken in einer Volume-Gruppe hangt von folgenden Bedingungen ab:

> Der Typ des Controllers

> RAID-Level

» Die RAID Level umfassen 0, 1, 3, 5 und 6.

o Eine Volume-Gruppe mit RAID-Level 3, RAID Level 5 oder RAID-Level 6 darf nicht mehr als 30
Laufwerke haben und muss mindestens drei Laufwerke haben.

o Eine Volume-Gruppe mit RAID-Level 6 muss mindestens funf Laufwerke aufweisen.

> Wenn eine Volume-Gruppe mit RAID Level 1 vier oder mehr Laufwerke hat, konvertiert die Storage-
Managementsoftware die Volume-Gruppe automatisch in eine RAID-Level 10, also RAID Level 1 +

RAID Level 0.

» Weitere Kriterien sind in den folgenden Tabellen zu finden, um den Schutz vor Schubladenverlusten zu

aktivieren:

Ebene

Disk-Pool

RAID 6

RAID 3 oder RAID 5

RAID 1

RAID 0O

Kriterien fiir den Schutz vor
Verlust des Fachs

Der Laufwerk-Pool enthalt nicht
mehr als zwei Laufwerke in einem
einzelnen Fach

Die Volume-Gruppe enthalt nicht
mehr als zwei Laufwerke in einem
einzelnen Fach

Jedes Laufwerk in der Volume-
Gruppe befindet sich in einem
separaten Fach

Jedes Laufwerk in einem RAID 1-
Paar muss in einem separaten
Fach untergebracht sein

Der Schutz vor Laufwerksverlust
kann nicht erreicht werden.

Mindestanzahl der benétigten
Facher

6

Keine Angabe
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Ebene Kriterien fiir den Schutz vor Mindestanzahl der benétigten
Schubladenverlust Schubladen

Disk-Pool Der Pool umfasst Laufwerke aus 5
allen finf Schubladen und in jeder
Schublade befindet sich eine
gleiche Anzahl von Laufwerken.
Ein Fach mit 60 Laufwerken kann
einen Schubladenschutz erreichen,
wenn der Laufwerk-Pool 15, 20, 25,
30, 35, 40, 45, 50, 55 oder 60
Laufwerke.

RAID 6 Die Volume-Gruppe enthalt nicht 3
mehr als zwei Laufwerke in einem
einzigen Einschub.

RAID 3 oder RAID 5 Jedes Laufwerk in der Volume- 3
Gruppe befindet sich in einem
separaten Einschub.

RAID 1 Jedes Laufwerk in einem 2
gespiegelten Paar muss sich in
einem separaten Fach befinden.

RAID 0 Der Schutz vor Schubladenverlust Keine Angabe
kann nicht erreicht werden.

Hot Spares

Bei Volume-Gruppen ist die Sicherung von Daten eine wertvolle Strategie, verfigbare Laufwerke im Storage
Array als Hot Spare-Laufwerke zuzuweisen. Ein Hot Spare ist ein Laufwerk ohne Daten, das im Speicher-Array
als Standby fungiert, falls ein Laufwerk in einer RAID 1-, RAID 3-, RAID 5- oder RAID 6-Volume-Gruppe
ausfallt. Das Hot Spare fligt dem Speicher-Array eine weitere Ebene an Redundanz hinzu.

Im Allgemeinen missen Hot-Spare-Laufwerke die Kapazitaten haben, die der verwendeten Kapazitat auf den
Laufwerken entsprechen oder grof3er sind, die sie sichern. Hot-Spare-Festplatten missen vom gleichen
Medientyp, vom selben Schnittstellentyp und von der gleichen Kapazitat wie die Laufwerke sein, die sie
sichern.

Wenn ein Laufwerk im Speicher-Array ausfallt, wird das Hot Spare normalerweise automatisch durch das
ausgefallene Laufwerk ersetzt, ohne dass ein Eingreifen erforderlich ist. Wenn ein Hot Spare verfligbar ist,
wenn ein Laufwerk ausfallt, verwendet der Controller Redundanzdatenparitat, um die Daten auf dem Hot
Spare zu rekonstruieren. Die Unterstlitzung fur die Evakuierung von Daten ermdéglicht auRerdem das Kopieren
von Daten auf ein Hot Spare, bevor die Software das Laufwerk als ,ausgefallen® markiert.

Nachdem das ausgefallene Laufwerk physisch ersetzt wurde, kbnnen Sie eine der folgenden Optionen zum
Wiederherstellen der Daten nutzen:

Wenn Sie das ausgefallene Laufwerk ausgetauscht haben, werden die Daten aus dem Hot Spare wieder auf
das Ersatzlaufwerk kopiert. Diese Aktion wird Copyback genannt.
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Wenn Sie das Hot-Spare-Laufwerk als dauerhaftes Mitglied einer Volume-Gruppe angeben, ist der Copyback-
Vorgang nicht erforderlich.

Die Verfugbarkeit von Ablagefach-Verlustschutz und Schubladenschutz fir eine Volume-Gruppe héngt von der
Position der Laufwerke ab, aus denen die Volume-Gruppe besteht. Der Schutz vor Verlust des Fachs und der
Schutz vor Schubladenverlust konnen aufgrund eines ausgefallenen Laufwerks und der Position des Hot-
Spare-Laufwerks verloren gehen. Um sicherzustellen, dass der Schutz vor Verlust des Fachs und der Schutz
vor Schubladenverlust nicht beeintrachtigt werden, missen Sie ein ausgefallenes Laufwerk austauschen, um
den Kopiervorgang zu initiieren.

Das Speicher-Array wahlt automatisch Data Assurance (da)-fahige Laufwerke fir Hot-Spare-Abdeckung von
da-fahigen Volumes aus.

Stellen Sie sicher, dass Sie im Speicher-Array Uber da-fahige Laufwerke verfligen, damit Hot-Spare-fahige
Volumes abgedeckt werden kénnen. Weitere Informationen zu da-fahigen Laufwerken finden Sie in der Data
Assurance-Funktion.

Secure-fahige Laufwerke (FIPS und FDE) kénnen als Hot Spare flr sichere und nicht sichere Laufwerke
verwendet werden. Nicht sichere Laufwerke kénnen fir andere nicht sichere Laufwerke und fir sichere
Laufwerke sorgen, wenn die Volume-Gruppe die Sicherheit nicht aktiviert hat. Eine FIPS-Volume-Gruppe kann
nur ein FIPS-Laufwerk als Hot Spare verwenden. Sie kénnen jedoch ein FIPS-Hot-Spare flr nicht sichere,
sichere und sichere Volume-Gruppen verwenden, die nicht sicher sind.

Wenn Sie kein Hot Spare besitzen, kdnnen Sie weiterhin ein ausgefallenes Laufwerk austauschen, wahrend
das Speicher-Array in Betrieb ist. Wenn das Laufwerk Teil einer RAID 1-, RAID 3-, RAID 5- oder RAID 6-
Volume-Gruppe ist, verwendet der Controller Redundanzdatenparitat, um die Daten automatisch auf dem
Ersatzlaufwerk zu rekonstruieren. Diese Aktion wird Rekonstruktion genannt.

Segmentgrofe

Die Grole eines Segments bestimmt, wie viele Datenblocke der Controller auf ein einzelnes Laufwerk in
einem Volume schreibt, bevor Daten auf das nachste Laufwerk geschrieben werden. Jeder Datenblock
speichert 512 Bytes an Daten. Ein Datenblock ist die kleinste Storage-Einheit. Die GroRRe eines Segments
bestimmt, wie viele Datenblocke er enthalt. Ein 8-KB-Segment umfasst beispielsweise 16 Datenblocke. Ein 64-
KB-Segment umfasst 128 Datenbldcke.

Wenn Sie einen Wert fir die Segmentgrofe eingeben, wird der Wert anhand der unterstitzten Werte geprift,
die der Controller zur Laufzeit zur Verfligung stellt. Wenn der eingegebene Wert ungiiltig ist, gibt der Controller
eine Liste mit gultigen Werten zurtick. Wenn Sie ein einzelnes Laufwerk fiir eine einzelne Anforderung
verwenden, kdnnen andere Laufwerke gleichzeitig flr die Bedienung anderer Anfragen verwendet werden.
Befindet sich ein Volume in einer Umgebung, in der ein einzelner Benutzer groRe Dateneinheiten (wie
Multimedia) Ubertragt, so wird die Performance maximiert, wenn eine einzelne Datentransferanfrage Uber ein
einziges Daten-Stripe bedient wird. (Ein Daten-Stripe ist die SegmentgréRe, die mit der Anzahl der Laufwerke
in der Volume-Gruppe multipliziert wird, die fir den Datentransfer verwendet werden.) In diesem Fall werden
mehrere Laufwerke fir dieselbe Anfrage genutzt, allerdings wird auf jedes Laufwerk nur einmal zugegriffen.

Um eine optimale Performance in einer Storage-Umgebung mit mehreren Benutzern oder Dateisystemen zu
erzielen, legen Sie die Segmentgrofle so fest, dass die Anzahl der Laufwerke minimiert wird, die zur Erfillung
einer Datentransferanfrage erforderlich sind.

Cache-Lese-Prefetch

Mit dem Cache-Lese-Prefetch kann der Controller zusatzliche Datenblocke in den Cache kopieren, wahrend
der Controller Datenblocke liest und kopiert, die vom Host von dem Laufwerk in den Cache angefordert
werden. Dadurch erhéht sich die Wahrscheinlichkeit, dass zukiinftige Datenanfragen aus dem Cache bedient
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werden konnen. Cache-Lese-Prefetch ist fir Multimedia-Anwendungen, die sequenzielle Datentransfers
verwenden, wichtig. Giltige Werte fir das cacheReadPrefetch Parameter sind TRUE Oder FALSE. Die
Standardeinstellung lautet TRUE.

Sicherheitstyp

Verwenden Sie die securityType Parameter zum Festlegen der Sicherheitseinstellungen fir das Speicher-
Array.

Bevor Sie den einstellen kbnnen securityType Parameter an enabled, Sie missen einen
Sicherheitsschlissel flr das Speicher-Array erstellen. Verwenden Sie die create storageArray
securityKey Befehl zum Erstellen eines Speicherarray-Sicherheitsschliissels. Diese Befehle beziehen sich
auf den Sicherheitsschlissel:

* create storageArray securityKey

export storageArray securityKey

* import storageArray securityKey

* set storageArray securityKey

* enable volumeGroup [volumeGroupName] security

®* enable diskPool [diskPoolName] security

Sichere Laufwerke

Sichere Laufwerke kdnnen entweder vollstandige Festplattenverschlisselung (Full Disk Encryption, FDE) oder
FIPS-Laufwerke (Federal Information Processing Standard) sein. Verwenden Sie die secureDrives
Parameter, um den Typ der zu verwendenden sicheren Laufwerke anzugeben. Die Werte, die Sie verwenden
kénnen, sind £ips Und fde.

Beispielbefehl

autoConfigure storageArray securityType=capable secureDrives=fips;

Minimale Firmware-Stufe

7.10 bietet zusatzliche RAID Level 6-Funktionalitat und beseitigt Hot-Spare-Grenzen.
7.50 flgt die hinzu securityType Parameter.
7.75 flgt die hinzu dataAssurance Parameter.

8.25 fugt die hinzu secureDrives Parameter.
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