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Support
Support-Ubersicht

Auf der Seite Support erhalten Sie Zugriff auf die Ressourcen fur den technischen
Support.

Welche Support-Aufgaben stehen zur Verfiigung?

In Support kdnnen Sie Kontakte fiir den technischen Support anzeigen, Diagnosen durchfihren, AutoSupport
konfigurieren, das Ereignisprotokoll anzeigen und Software-Upgrades durchflhren.

Weitere Informationen:

« "Ubersicht tiber die Funktionen von AutoSupport"
« "Ubersicht Giber das Ereignisprotokoll"

» "Ubersicht zum Upgrade Center"

Wie kann ich mich an den technischen Support wenden?

Klicken Sie auf der Hauptseite auf MENU:Support[Support Center > Registerkarte Support Resources]. Die
Kontaktinformationen flir den technischen Support finden Sie oben rechts auf der Schnittstelle.

Informationen und Diagnosen anzeigen

Anzeigen des Speicher-Array-Profils

Das Speicherarrayprofil enthalt eine Beschreibung aller Komponenten und Eigenschaften
des Speicherarrays.

Uber diese Aufgabe

Sie kdnnen das Speicher-Array-Profil als Hilfe bei der Wiederherstellung oder als Ubersicht tiber die aktuelle
Konfiguration des Speicher-Arrays verwenden. Moglicherweise mochten Sie eine Kopie des Speicher-Array-
Profils auf dem Management-Client speichern und eine Papierkopie des Speicher-Array-Profils mit dem
Speicher-Array aufbewahren. Erstellen Sie eine neue Kopie des Speicher-Array-Profils, wenn sich lhre
Konfiguration andert.

Schritte
1. Wahlen Sie MenU:Registerkarte Support[Support Center > Support-Ressourcen].

2. Scrollen Sie nach unten zu Detaillierte Speicher-Array-Informationen und wahlen Sie dann Storage-
Array-Profil.

Der Bericht wird auf Ihrem Bildschirm angezeigt.



Felddetails

Abschnitt

Storage Array
Durchfihrt

Storage

Beschreibung

Zeigt alle Optionen an, die Sie konfigurieren kénnen, und die statischen
Optionen des Speicherarrays. Zu diesen Optionen gehdren die Anzahl an
Controllern, Festplatten-Shelfs, Laufwerken, Festplatten-Pools, Volume-
Gruppen, Volumes und Hot Spare-Laufwerke; maximale Anzahl von
Laufwerk-Shelfs, Laufwerken, Solid State Disks (SSDs) und Volumes
zulassig; Anzahl der Snapshot-Gruppen, Snapshot Images, Snapshot
Volumes und Konsistenzgruppen; Informationen tber Funktionen;
Informationen Uber Firmware-Versionen; Informationen zur Seriennummer
des Chassis, AutoSupport-Status und Informationen zu AutoSupport-
Zeitplan; Die Einstellungen fur die automatische Unterstiitzung von
Datenerfassung und geplante Support-Datenerfassung, das Speicher-
Array World-Wide Identifier (WWID) sowie die Medien-Scan- und Cache-
Einstellungen.

Zeigt eine Liste aller Speichergerate im Speicher-Array an. Je nach
Konfiguration lhres Speicher-Arrays kdnnen im Abschnitt Speicher diese
Unterabschnitte angezeigt werden.

* Disk Pools — zeigt eine Liste aller Disk Pools im Speicher-Array an.

* Volume Groups — zeigt eine Liste aller Volume-Gruppen im Speicher-
Array an. Volumes und freie Kapazitat sind in der Reihenfolge ihrer
Erstellung aufgefuhrt.

» Volumes — zeigt eine Liste aller Volumes im Speicher-Array an. Die
aufgefuhrten Informationen umfassen Volume-Namen, Volume-Status,
Kapazitat, RAID-Level, Volume-Gruppe oder Festplatten-Pool, den
Laufwerkstyp und weitere Details.

* Fehlende Volumes — zeigt eine Liste aller Volumes im Speicher-Array
an, die derzeit einen fehlenden Status aufweisen. Die aufgefuhrten
Informationen enthalten den World Wide Identifier (WWID) flr jedes
fehlende Volume.



Abschnitt

Kopierdienste

Host-Zuweisungen

Beschreibung

Zeigt eine Liste aller Kopierdienste an, die flir das Speicher-Array
verwendet werden. Je nach Konfiguration des Speicher-Arrays kénnen im
Abschnitt Kopierdienste folgende Unterabschnitte angezeigt werden:

* Volume Copies — zeigt eine Liste aller Kopierpaare im Speicher-Array
an. Die aufgefihrten Informationen umfassen die Anzahl der Kopien,
die Namen der Kopiepaare, den Status, den Start-Zeitstempel und
weitere Details.

» Snapshot Groups — zeigt eine Liste aller Snapshot-Gruppen im
Speicher-Array an.

» Snapshot Images — zeigt eine Liste aller Snapshots im Speicher-
Array an.

» Snapshot Volumes — zeigt eine Liste aller Snapshot-Volumen im
Speicher-Array an.

» Consistency Groups — zeigt eine Liste aller Consistency Groups im
Speicher-Array an.

» Mitgliedsvolumes — zeigt eine Liste aller Mitgliedsvolumes der
Consistency Group im Speicher-Array an.

* Mirror Groups — zeigt eine Liste aller gespiegelten Volumes an.

* Reservierte Kapazitiat — zeigt eine Liste aller reservierten Kapazitats-
Volumes im Speicher-Array an.

Zeigt eine Liste der Host-Zuweisungen im Speicher-Array an. Die
aufgefuhrten Informationen umfassen den Volume-Namen, die Logical Unit
Number (LUN), die Controller-ID, den Host-Namen oder den Host-Cluster-
Namen und den Volume-Status. Weitere Informationen sind aufgefihrt,
unter anderem Topologiedefinitionen und Hosttypdefinitionen.



Abschnitt Beschreibung

Trennt Zeigt eine Liste der gesamten Hardware im Storage Array an. Je nach
Konfiguration des Speicherarrays werden diese Unterabschnitte im
Abschnitt Hardware angezeigt.

» Controller — zeigt eine Liste aller Controller im Speicher-Array an und
enthalt den Controller-Standort, -Status und -Konfiguration. Darlber
hinaus sind Informationen zu Laufwerkskanalen, Informationen zu
Host-Kanélen und Informationen zu Ethernet-Ports enthalten.

* Drives — zeigt eine Liste aller Laufwerke im Speicher-Array an. Die
Laufwerke werden in der Reihenfolge der Shelf-ID, der Fach-ID und
der Steckplatz-ID aufgelistet. Die aufgefuhrten Informationen umfassen
die Shelf-ID, die Fach-ID, die Steckplatz-ID, den Status, die
Rohkapazitat, Der Medientyp, der Schnittstellentyp, die aktuelle
Datenrate, die Produkt-ID und die Firmware-Version fir jedes
Laufwerk. Der Abschnitt zu Laufwerken enthalt auRerdem Channel-
Informationen, Informationen zur Hot-Spare-Abdeckung und
Informationen zum Verschlei® (nur fir SSD-Laufwerke). Die
Verschleiflinformationen umfassen den Prozentsatz der verwendeten
Haltbarkeit. Dies ist die Menge der Daten, die auf die bisherigen SSD-
Laufwerke geschrieben wurden, geteilt durch die theoretische
Gesamtschreibgrenze der Laufwerke.

* Drive Channels — zeigt Informationen zu allen Laufwerkskanalen im
Speicher-Array an. Die aufgefiihrten Informationen umfassen den
Kanalstatus, den Verbindungsstatus (falls zutreffend), die Anzahl der
Laufwerke und die Anzahl der kumulativen Fehler.

» Shelves — zeigt Informationen zu allen Regalen im Speicher-Array an.
Die aufgefuihrten Informationen umfassen Laufwerktypen und
Statusinformationen fiir jede Komponente des Shelf. Zu den Shelf-
Komponenten gehoéren u. a. Akku-Pakete, SFP-Transceiver (Small
Form-factor Pluggable), Behalter mit Stromversorgung und Lifter
sowie EAM-Behalter (Input/Output Module). Im Abschnitt Hardware
wird auch die Sicherheitsschliisselkennung angezeigt, wenn ein
Sicherheitsschlissel vom Speicher-Array verwendet wird.

Funktionen Zeigt eine Liste der installierten Funktionspakete sowie eine maximal
zulassige Anzahl von Snapshot-Gruppen, Snapshots (alt) und Volumes pro
Host oder Host-Cluster an. Die Informationen im Abschnitt Funktionen
umfassen auch die Laufwerksicherheit, d. h., ob das Speicher-Array
aktiviert ist oder die Sicherheit deaktiviert ist.

3. Um das Speicher-Array-Profil zu durchsuchen, geben Sie einen Suchbegriff in das Textfeld Suchen ein,
und klicken Sie dann auf Suchen.

Alle Gbereinstimmenden Begriffe werden hervorgehoben. Um alle Ergebnisse nacheinander
durchzublattern, klicken Sie mit * Suchen®.

4. Klicken Sie zum Speichern des Speicher-Array-Profils auf Speichern.

Die Datei wird im Ordner Downloads lhres Browsers mit dem Namen gespeichert storage-array-



profile.txt.

Anzeige des Software- und Firmware-Inventars

Im Software- und Firmwarebestand sind die Firmware-Versionen fir jede Komponente im
Speicher-Array aufgeflhrt.

Uber diese Aufgabe

Ein Storage Array besteht aus vielen Komponenten, darunter Controller, Laufwerke, Schubladen und
Input/Output-Module (IOMs). Jede dieser Komponenten enthalt Firmware. Einige Firmware-Versionen hangen
von anderen Firmware-Versionen ab. Um Informationen Uber alle Firmware-Versionen in Ihrem Speicher-Array
zu erfassen, lesen Sie den Software- und Firmware-Bestand. Der technische Support kann die Software- und
Firmware-Bestandsaufnahme analysieren, um falsche Firmware-Zuordnungen zu erkennen.

Schritte
1. Wahlen Sie MenU:Registerkarte Support[Support Center > Support-Ressourcen].

2. Scrollen Sie nach unten zu Ausfiihrliche Speicher-Array-Informationen starten und wahlen Sie dann
Software- und Firmware-Bestandsaufnahme aus.

Der Bericht ,Software- und Firmware-Bestandsaufnahme® wird auf dem Bildschirm angezeigt.
3. Klicken Sie zum Speichern der Software- und Firmware-Bestandsliste auf Speichern.

Die Datei wird im Ordner Downloads fur Ihren Browser mit dem Dateinamen gespeichert firmware-
inventory.txt.

4. Folgen Sie den Anweisungen des technischen Supports, um die Datei an sie zu senden.

Erfassen von Diagnhosedaten

Manuelles Sammeln von Support-Daten

Sie kdnnen verschiedene Arten von Inventar-, Status- und Performance-Daten zu lhrem
Storage-Array in einer einzelnen Datei sammeln. Der technische Support kann die Datei
zur Fehlerbehebung und weiteren Analyse verwenden.

Uber diese Aufgabe

[NOTE]

Wenn die AutoSupport-Funktion aktiviert ist, konnen Sie diese Daten auch
sammeln, indem Sie auf die Registerkarte *AutoSupport* gehen und
*AutoSupport senden* wahlen.

Sie koénnen jeweils nur einen Erfassungsvorgang ausfihren. Wenn Sie
versuchen, einen anderen Vorgang zu starten, erhalten Sie eine
Fehlermeldung.



[NOTE]

Fihren Sie diesen Vorgang nur aus, wenn Sie vom technischen Support dazu

aufgefordert werden.

.Schritte

Wahlen Sie MENU:Support[Support Center > Diagnose].

Wahlen Sie *Support-Daten Erfassen* Aus.

Klicken Sie Auf *Collect*.
+
Die Datei wird im Ordner Downloads Ihres Browsers mit dem Namen
gespeichert “support-data.7z . Wenn Ihr Regal Schubladen enthdlt, werden
die Diagnosedaten fir dieses Regal in einer separaten ZIP-Datei mit dem
Namen archiviert “tray-component-state-capture.7z .

Folgen Sie den Anweisungen des technischen Supports, um die Datei an sie

zu senden.

[[ID6f08fed01983561el6cOcecl7b7bf01d]]

= Erfassen von Konfigurationsdaten
rallow-uri-read:

:experimental:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root_path}{relative_path}../media/

[role="1lead"]

Sie koénnen RAID-Konfigurationsdaten vom Controller speichern. Dieser
enthdlt alle Daten fiir Volume-Gruppen und Festplatten-Pools. AnschlieBend
konnen Sie sich an den technischen Support wenden, um Hilfe beim

Wiederherstellen der Daten zu erhalten.

.Uber diese Aufgabe

In dieser Aufgabe wird beschrieben, wie der aktuelle Status der RAID-
Konfigurationsdatenbank gespeichert wird. Diese Daten werden vom RPA-
Speicherort des Controllers abgerufen.

[NOTE]

Die Funktion zum Erfassen von Konfigurationsdaten speichert die gleichen
Informationen wie der CLI-Befehl fiir “save storageArray dbmDatabase’ .



Sie sollten diese Aufgabe nur ausfilhren, wenn Sie von einer Recovery Guru-
Operation oder technischem Support dazu aufgefordert werden.

.Schritte
Wahlen Sie MENU:Support[Support Center > Diagnose].
Wahlen Sie *Konfigurationsdaten Erfassen*.
Klicken Sie im Dialogfeld auf *Collect*.
+
Die Datei "configurationData-<arrayName>-<dateTime>.7z  , wird im Ordner
Downloads flr Ihren Browser gespeichert.

Wenden Sie sich an den technischen Support, um weitere Informationen zum
Senden der Datei an sie und zum Laden der Daten zurilick in das System zu
erhalten.

[[ID9cfbd07765b64ba75f919%aeflcdldeel]]

= Rufen Sie Recovery Support-Dateien
rallow-uri-read:

:experimental:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]
Der technische Support kann Dateien zum Recovery Support verwenden, um
Probleme zu beheben. Diese Dateien werden von SANtricity System Manager

automatisch gespeichert.

.Bevor Sie beginnen
Der technische Support hat angefordert, dass Sie ihnen zusédtzliche Dateien
zur Fehlerbehebung senden.

.Uber diese Aufgabe
Recovery-Support-Dateien enthalten die folgenden Arten von Dateien:

* Unterstiitzen von Datendateien
* AutoSupport-Geschichte

* AutoSupport-Log

* SAS/RLS-Diagnosedateien

* Recovery-Profildaten

* Datenbankeinfassungsdateien



.Schritte

Wahlen Sie MENU:Support[Support Center > Diagnose].

Wahlen Sie *Wiederherstellungs-Support-Dateien Abrufen*.
+
In einem Dialogfeld werden alle Dateien fir die Recovery-Unterstiitzung
aufgefiihrt, die Ihr Speicher-Array erfasst hat. Um bestimmte Dateien zu
finden, koénnen Sie eine der Spalten sortieren oder Zeichen in das Feld
*Filter* eingeben.

Wahlen Sie eine Datei aus und klicken Sie dann auf *Download*.
+
Die Datei wird im Ordner Downloads fir Thren Browser gespeichert.

Wenn Sie weitere Dateien speichern miissen, wiederholen Sie den
vorherigen Schritt.

Klicken Sie Auf *SchlieRen*.

Folgen Sie den Anweisungen des technischen Supports, um die Datei an sie

zU senden.

[ [IDcaebale81db486ea5223b641£70c9549] ]

= Trace-Puffer abrufen

:allow-uri-read:

rexperimental:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]
Sie kdnnen die Trace-Puffer von den Controllern abrufen und die Dateili =zur

Analyse an den technischen Support senden.

.Uber diese Aufgabe

Die Firmware verwendet die Trace-Puffer, um die Verarbeitung, insbesondere
Ausnahmebedingungen, aufzuzeichnen, die fir das Debuggen von Daten
hilfreich sein kdnnen. Sie kdnnen Trace-Puffer abrufen, ohne den Betrieb
des Storage Array zu unterbrechen und mit minimalen Auswirkungen auf die

Performance.

[NOTE]

Fihren Sie diesen Vorgang nur aus, wenn Sie vom technischen Support dazu
aufgefordert werden.



.Schritte

Wahlen Sie MENU:Support[Support Center > Diagnose].

Wahlen Sie *Trace Buffers Abrufen*.

Aktivieren Sie das Kontrollkdstchen neben jedem Controller, fir den
Trace-Puffer abgerufen werden sollen.
+
Sie konnen einen oder beide Controller auswdhlen. Wenn die Statusmeldung
des Controllers rechts von einem Kontrollkdstchen fehlgeschlagen oder
deaktiviert ist, ist das Kontrollkdstchen deaktiviert.

Klicken Sie Auf *Ja*.
+
Die Dateil wird im Ordner Downloads fir Ihren Browser mit dem Dateinamen

gespeichert “trace-buffers.7z .

Folgen Sie den Anweisungen des technischen Supports, um die Datei an sie

zU senden.

[ [IDbc5e88cbad590407a3£819ae463d1b08] ]

= Erstellen von Statistiken zu I/O-Pfaden
:allow-uri-read:

rexperimental:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]
Sie koénnen die Statistikdatei fir den I/0O-Pfad speichern und sie dem

technischen Support zur Analyse senden.

.Uber diese Aufgabe

Der technische Support verwendet die Statistiken des I/0-Pfads, um die
Diagnose von Performance-Problemen zu erleichtern. Probleme mit der
Applikations-Performance konnen durch Arbeitsspeicherauslastung, CPU-
Auslastung, Netzwerklatenz, I/O-Latenz oder andere Probleme verursacht
werden. Die Statistiken des I/0-Pfads werden wdhrend der Support-
Datenerfassung automatisch erfasst oder manuell erfasst. Wenn AutoSupport
aktiviert ist, werden zudem automatisch die I/0O-Pfadstatistiken erfasst
und an den technischen Support gesendet.

Die Z&hler fiir die I/O-Pfadstatistiken werden zurlickgesetzt, nachdem Sie
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bestdtigt haben, dass Sie die Statistiken fir den I/0-Pfad sammeln
mochten. Die Z&dhler werden zurlickgesetzt, auch wenn Sie den Vorgang
anschlieBend abbrechen. Die Zahler werden auch zurickgesetzt, wenn der
Controller zurickgesetzt wird (neu startet).

[NOTE]
Fihren Sie diesen Vorgang nur aus, wenn Sie vom technischen Support dazu
aufgefordert werden.

.Schritte

Wahlen Sie MENU:Support[Support Center > Diagnose].

Wéhlen Sie *E/A-Pfadstatistik sammeln*.

Bestédtigen Sie, dass Sie den Vorgang durchfiihren moéchten, indem Sie ,
eingeben "collect’ und dann auf *Collect* klicken.
+
Die Datei wird im Ordner Downloads fir Ihren Browser mit dem Dateinamen
gespeichert “io-path-statistics.7z .

Folgen Sie den Anweisungen des technischen Supports, um die Datei an sie
zu senden.

[[ID1eaB87aa9729181c5c06e5852f£30824d] ]

= Abrufen des Integritéatsabbilds
:allow-uri-read:

:experimental:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]

Sie kénnen ein Zustandsabbild fir den Controller Uberpriifen. Ein
Systemzustand-Image ist ein Rohdaten-Dump des Prozessorspeichers des
Controllers, mit dem der technische Support ein Problem mit einem
Controller diagnostizieren kann.

.Uber diese Aufgabe

Die Firmware generiert automatisch ein Systemzustand-Image, wenn bestimmte
Fehler erkannt werden. Nachdem ein Systemzustand-Image generiert wurde,
wird der Controller, bei dem der Fehler neu gebootet wurde und ein
Ereignis im Ereignisprotokoll protokolliert.



Wenn AutoSupport aktiviert ist, wird das Systemzustand-Image automatisch
an den technischen Support gesendet. Wenn Sie AutoSupport nicht aktiviert
haben, missen Sie sich an den technischen Support wenden, um Anweisungen
zum Abrufen des Zustands-Images zu erhalten und dieses zur Analyse zu
senden.

[NOTE]

Fihren Sie diesen Vorgang nur aus, wenn Sie vom technischen Support dazu
aufgefordert werden.

.Schritte
Wahlen Sie MENU:Support[Support Center > Diagnose].
Wahlen Sie *Integritédtsbild Abrufen*.
+
Sie konnen sich im Abschnitt Details die GroRe des Integritdtsabbilds

anzeigen lassen, bevor Sie die Datei herunterladen.

Klicken Sie Auf *Collect*.
+
Die Datei wird im Ordner Downloads Ihres Browsers mit dem Namen
gespeichert "health-image.7z .

Folgen Sie den Anweisungen des technischen Supports, um die Datei an sie

zu senden.

:leveloffset: -1

= Flhren Sie WiederherstellungsmaBnahmen durch

:leveloffset: +1

[[ID44ba5c01a2bl0924c738eae2c7d0401£]]

= Unlesbare Sektoren-Log anzeigen
rallow-uri-read:

:experimental:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

11
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[role="lead"]
Sie konnen das unlesbare Sektoren-Log speichern und die Datei zur Analyse
an den technischen Support senden.

.Uber diese Aufgabe

Das unlesbare Sektoren-Log enthdalt detaillierte Aufzeichnungen von
unlesbaren Sektoren, die durch Laufwerke verursacht werden, die
unwiederherstellbare Medienfehler melden. Unlesbare Sektoren werden
wdhrend der normalen I/0 und bei Modifizierungsvorgdngen, wie z.B.
Rekonstruktionen, erkannt. Wenn unlesbare Sektoren auf einem Speicher-
Array erkannt werden, wird fir das Speicher-Array eine Warnmeldung
erforderlich angezeigt. Der Recovery Guru unterscheidet, welche unlesbare
Sektorbedingung Aufmerksamkeit benotigt. Daten, die in einem unlesbaren
Sektor enthalten sind, konnen nicht wiederhergestellt werden und sollten
als verloren betrachtet werden.

Das unlesbare Sektoren-Log kann bis zu 1,000 unlesbare Sektoren speichern.
Wenn das unlesbare Sektoren-Protokoll 1,000 Eintrédge erreicht, gelten die
folgenden Bedingungen:

* Wenn wdhrend der Rekonstruktion neue unlesbare Sektoren erkannt werden,
schlagt die Rekonstruktion fehl, und es wird kein Eintrag protokolliert.
* Bel neuen unlesbaren Sektoren, die wdhrend der E/A erkannt werden,
schldagt die E/A fehl, und es wird kein Eintrag protokolliert.

+

[NOTE ]

Dazu gehoren RAID 5-Schreibvorgange und RAID 6-Schreibvorgédnge, die vor
dem Uberlauf erfolgreich waren.

*Moglicher Datenverlust* —-- Wiederherstellung aus unlesbaren Sektoren ist
ein kompliziertes Verfahren, das mehrere verschiedene Methoden beinhalten
kann. Fihren Sie diesen Vorgang nur aus, wenn Sie vom technischen Support
dazu aufgefordert werden.

.Schritte
Wahlen Sie MENU:Support[Support Center > Diagnose].
Wahlen Sie *Unlesbare Sektoren Anzeigen/Ldschen*.

So speichern Sie das Protokoll der unlesbaren Sektoren:



In der ersten Spalte der Tabelle konnen Sie entweder einzelne Volumes
auswdhlen, fir die Sie das unlesbare Sektoren-Protokoll speichern méchten
(klicken Sie auf das Kontrollkastchen neben jedem Volume), oder wdhlen Sie
alle Volumes aus (aktivieren Sie das Kontrollkdstchen in der
TabellentUberschrift) .

+
Um bestimmte Volumes zu finden, koénnen Sie eine der Spalten sortieren oder
Zeichen in das Feld *Filter* eingeben.

Klicken Sie Auf *Speichern*.

+
Die Datei wird im Ordner Downloads Ihres Browsers mit dem Namen

gespeichert ‘unreadable-sectors.txt’.

Wenn Sie vom technischen Support aufgefordert werden, das unlesbare
Sektoren-Protokoll zu ldschen, fihren Sie die folgenden Schritte aus:
+

In der ersten Spalte der Tabelle konnen Sie entweder einzelne Volumes
auswdhlen, fir die Sie das unlesbare Sektoren-Protokoll 1ldéschen mdéchten
(klicken Sie auf das Kontrollkdstchen neben jedem Volume) oder alle
Volumes auswahlen (aktivieren Sie das Kontrollkdstchen in der
Tabelleniiberschrift).

Klicken Sie auf *Loschen* und bestdtigen Sie, dass Sie den Vorgang

ausfihren moéchten.

[[ID471a6fe8a94e807c0d22417772970£847] ]

= Aktivieren Sie die Laufwerksanschliisse neu
:allow-uri-read:

:experimental:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1ead"]
Sie koénnen dem Controller anzeigen, dass zur Wiederherstellung einer

Fehldrahtbedingung KorrekturmaBnahmen ergriffen wurden.

.Schritte
Wahlen Sie MENU:Support[Support Center > Diagnose].

13



Wahlen Sie *Laufwerksanschlisse wieder aktivieren* aus, und bestdtigen
Sie, dass Sie den Vorgang ausfiihren mochten.
+
Diese Option wird nur angezeigt, wenn im Speicher-Array Laufwerkanschlisse

deaktiviert sind.

+
Der Controller aktiviert alle SAS-Ports, die bei Erkennung einer
Fehlleitung deaktiviert wurden.

[[ID5238037e69fd4d2957cab93b3edcb5bb] ]

= Loschen Sie den Wiederherstellungsmodus
:allow-uri-read:

:experimental:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]
Verwenden Sie nach dem Wiederherstellen einer Speicherarray-Konfiguration
den Vorgang ,Clear Recovery Mode“, um die I/O-Vorgdnge auf dem Speicher-

Array fortzusetzen und in den normalen Betrieb zurickzukehren.

.Bevor Sie beginnen

* Wenn Sie das Speicher-Array in eine frihere Konfiguration
zurliickversetzen mochten, missen Sie die Konfiguration aus dem Backup
wiederherstellen, bevor Sie den Wiederherstellungsmodus beenden.

* Sie missen Validierungsprifungen oder technischen Support durchfihren,
um sicherzustellen, dass die Wiederherstellung erfolgreich war. Nachdem
festgestellt wurde, dass die Wiederherstellung erfolgreich war, kann der
Wiederherstellungsmodus geldscht werden.

.Uber diese Aufgabe

Das Storage-Array enthdlt eine Konfigurationsdatenbank mit einem Datensatz
seiner logischen Konfiguration (Pools, Volume-Gruppen, Volumes usw.). Wenn
Sie die Speicherarray-Konfiguration absichtlich 1l6schen oder die
Konfigurationsdatenbank beschddigt wird, wechselt das Speicher-Array in
den Recovery-Modus. Der Recovery-Modus stoppt den I/0 und friert die
Konfigurationsdatenbank an, sodass Sie eine der folgenden Aufgaben

ausfihren konnen:

14



* Stellen Sie die Konfiguration aus dem automatischen Backup wieder her,
das auf den Flash-Gerdten des Controllers gespeichert ist. Hierfir missen
Sie sich an den technischen Support wenden.

* Stellen Sie die Konfiguration aus einem friheren Vorgang
,Konfigurationsdatenbank speichern“ wieder her. Vorgadnge der
Konfigurationsdatenbank speichern werden itber die
Befehlszeilenschnittstelle (CLI) ausgefihrt.

* Konfigurieren Sie das Storage-Array von Grund auf neu.

Nachdem die Konfiguration des Speicherarrays wiederhergestellt oder neu
definiert wurde und Sie Uberprift haben, dass alles gut ist, miissen Sie
den Wiederherstellungsmodus manuell deaktivieren.

[NOTE]

Sie koénnen den Vorgang ,Wiederherstellung ldschen™ nach dem Start nicht
mehr abbrechen. Der Wiederherstellungsmodus kann lange dauern. Fihren Sie
diesen Vorgang nur aus, wenn Sie vom technischen Support dazu aufgefordert

werden.

.Schritte
Wahlen Sie MENU:Support[Support Center > Diagnose].
Wahlen Sie *Wiederherstellungsmodus loschen*, und bestdtigen Sie, dass
Sie diesen Vorgang ausfihren mochten.
+
Diese Option wird nur angezeigt, wenn sich das Speicher-Array im

Wiederherstellungsmodus befindet.

:leveloffset: -1

= Managen Sie AutoSupport

:leveloffset: +1

[[IDfe78£995b40955ace50a1001077d318e] ]

= Ubersicht iiber die Funktionen von AutoSupport
:allow-uri-read:

:icons: font

:relative path: ./sm-support/
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[role="1lead"]
Die AutoSupport Funktion idberwacht den Zustand eines Storage Arrays und
sendet automatische Aussendungen an den technischen Support.

Der technische Support nutzt die AutoSupport-Daten aktiv, um die Diagnose
und Losung von Kundenproblemen zu beschleunigen und proaktiv potenzielle

Probleme zu erkennen und zu vermeiden.

AutoSupport-Daten enthalten Informationen zu Konfiguration, Status,
Performance- und Systemereignissen eines Storage-Arrays. Die AutoSupport-
Daten enthalten keine Benutzerdaten. Dispatches konnen sofort oder nach
Zeitplan (tdglich und wochentlich) versendet werden.

== Die wichtigsten Vorteile
Zu den wichtigsten Vorteilen der AutoSupport Funktion zahlen:

* Schnellere Fallbearbeitung

* Schnelleres Management von Zwischenfdllen durch ausgereiftes Monitoring
* Automatisierte Berichterstellung nach Zeitplan sowie automatisierte
Berichterstellung zu kritischen Ereignissen

* Automatische Anforderungen zum Austausch von Hardware fir ausgewdhlte
Komponenten, z. B. Laufwerke

* Nicht in das System eingreifende Warnungen, die Sie Ulber Probleme
informieren und Informationen fir technischen Support bereitstellen, damit
diese KorrekturmaBnahmen ergreifen kdnnen

* AutoSupport Analyse-Tools, die Patches ilberwachen, um bekannte

Konfigurationsprobleme zu erkennen

== Einzelne AutoSupport Funktionen

Die AutoSupport Funktion besteht aus drei separaten Funktionen, die

separat aktiviert werden konnen.

* *Basic AutoSupport* -- ermdglicht IThrem Speicherarray die automatische
Erfassung und Ubermittlung von Daten an den technischen Support.

* *AutoSupport OnDemand* -- ermdéglicht technischen Support, bei Bedarf
eine erneute Ubertragung eines fritheren AutoSupport Dispatch zur
Fehlerbehebung anzufordern. Sidmtliche Ubertragungen werden vom Storage



Array aus initiiert, nicht vom AutoSupport Server. Das Storage Array
Uberprift in regelmdfligen Abstdnden mit dem AutoSupport Server, um zu
ermitteln, ob es noch ausstehende Neulbertragungsanfragen gibt und
entsprechend darauf reagiert.

* *Ferndiagnose* -- ermdglicht technischen Support, bei Bedarf einen
neuen, aktuellen AutoSupport-Dispatch zur Fehlerbehebung anzufordern.
Samtliche Ubertragungen werden vom Storage Array aus initiiert, nicht vom
AutoSupport Server. Das Storage-Array iUberprift in regelmdfligen Abstadnden
mit dem AutoSupport Server, um zu ermitteln, ob ausstehende neue Anfragen

zu bestehen und entsprechend darauf zu reagieren.

== Unterschied zwischen AutoSupport und Erfassung von Supportdaten
Im Speicher-Array gibt es zwei Methoden zum Erfassen von Supportdaten:

* *AutoSupport Feature* -- Daten werden automatisch erfasst.
* *Support-Datenoption sammeln* -- Daten missen gesammelt und manuell
gesendet werden.

Die AutoSupport Funktion ist benutzerfreundlicher, da Daten automatisch
erfasst und gesendet werden. AutoSupport Daten konnen proaktiv eingesetzt
werden, um Probleme vorzubeugen, bevor sie entstehen. Die AutoSupport
Funktion beschleunigt die Fehlerbehebung, da der technische Support
bereits auf die Daten zugreifen kann. Aus diesen Grinden ist die
AutoSupport-Funktion die bevorzugte Datenerfassungsmethode.

[[ID9550d3fd078a0990d56£f8b8cd6331c21]]

= Workflow fir die AutoSupport Funktion
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[role="1lead"]
Konfigurieren Sie in SANtricity System Manager die AutoSupport-Funktion,
indem Sie die folgenden Schritte ausfihren.

image::../media/saml130-flw-support—-asup-setup.gif[Einstellung der flw-
Unterstitzung fir Saml130]
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= Aktivieren oder Deaktivieren von AutoSupport Funktionen
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Sie aktivieren die AutoSupport-Funktion und die einzelnen AutoSupport-
Funktionen wéhrend der Ersteinrichtung oder Sie konnen sie spater

aktivieren oder deaktivieren.

.Bevor Sie beginnen
Wenn Sie AutoSupport OnDemand oder Remote-Diagnose aktivieren mochten,
muss die AutoSupport-Bereitstellungsmethode auf HTTPS gesetzt werden.

.Uber diese Aufgabe

Sie koénnen die AutoSupport-Funktion jederzeit deaktivieren, jedoch wird
dringend empfohlen, sie aktiviert zu lassen. Wenn Sie die AutoSupport-
Funktion aktivieren, kann die Problembestimmung und -Behebung bei

Problemen mit Threm Storage Array erheblich beschleunigt werden.

Die AutoSupport Funktion besteht aus drei separaten Funktionen, die

separat aktiviert werden konnen.

* *Basic AutoSupport* -- ermdglicht Threm Speicherarray die automatische
Erfassung und Ubermittlung von Daten an den technischen Support.

* *AutoSupport OnDemand* -- ermdglicht technischen Support, bei Bedarf
eine erneute Ubertragung eines fritheren AutoSupport Dispatch zur
Fehlerbehebung anzufordern. Sidmtliche Ubertragungen werden vom Storage
Array aus initiiert, nicht vom AutoSupport Server. Das Storage Array
Uberprift in regelmaligen Abstadnden mit dem AutoSupport Server, um zu
ermitteln, ob es noch ausstehende Neuilibertragungsanfragen gibt und
entsprechend darauf reagiert.

* *Ferndiagnose* -- ermdglicht technischen Support, bei Bedarf einen
neuen, aktuellen AutoSupport-Dispatch zur Fehlerbehebung anzufordern.
Samtliche Ubertragungen werden vom Storage Array aus initiiert, nicht vom
AutoSupport Server. Das Storage-Array Uberprift in regelmalRigen Abstanden
mit dem AutoSupport Server, um zu ermitteln, ob ausstehende neue Anfragen

zu bestehen und entsprechend darauf zu reagieren.



.Schritte

Wahlen Sie MENU:Support[Support Center > AutoSupport].

Wéhlen Sie *AutoSupport-Funktionen aktivieren/deaktivieren*.

Aktivieren Sie die Kontrollkdstchen neben den AutoSupport-Funktionen,
die Sie aktivieren mochten.
+
Die Features hdngen voneinander ab, wie durch die Einziige der Elemente im
Dialogfeld angegeben. Beispielsweise mussen Sie AutoSupport OnDemand

aktivieren, bevor Sie die Remote-Diagnose aktivieren konnen.

Klicken Sie Auf *Speichern*.
+
Wenn Sie AutoSupport deaktivieren, wird auf der Startseite eine
Benachrichtigung angezeigt. Sie konnen die Benachrichtigung verwerfen,

indem Sie auf *Ignorieren* klicken.

[[ID6adl10b0d246645726485bd84e8c907a2] ]

= Konfigurieren der AutoSupport-Bereitstellungsmethode
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[role="1lead"]
Die AutoSupport-Funktion unterstiitzt die HTTPS-, HTTP- und SMTP-Protokolle

zum Bereitstellen von Patches filir den technischen Support.

.Bevor Sie beginnen

* Die AutoSupport-Funktion muss aktiviert sein. Sie sehen, ob die Funktion
auf der Seite AutoSupport aktiviert ist.

* Ein DNS-Server muss in IThrem Netzwerk installiert und konfiguriert sein.
Die DNS-Server-Adresse muss in System Manager konfiguriert sein (diese
Aufgabe ist auf der Seite Hardware verfigbar).

.Uber diese Aufgabe
Uberpriifen Sie die verschiedenen Protokolle:

* *HTTPS* -- ermdglicht Thnen die direkte Verbindung mit dem Ziel-
technischen Support-Server lber HTTPS. Wenn Sie AutoSupport OnDemand oder

Remote-Diagnose aktivieren mochten, muss die AutoSupport-
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Bereitstellungsmethode auf HTTPS gesetzt werden.

* *HTTP* -- ermoglicht Thnen die direkte Verbindung mit dem Ziel-
technischen Support-Server Uber HTTP.

* *E-Mail* -- ermdglicht Ihnen, einen E-Mail-Server als Liefermethode fiur
das Senden von AutoSupport-Entsendungen zu verwenden.

[NOTE]

*Unterschiede zwischen den HTTPS/HTTP- und E-Mail-Methoden*. Die E-Mail-
Bereitstellungsmethode, die SMTP verwendet, hat einige wichtige
Unterschiede zu den HTTPS- und HTTP-Bereitstellungsmethoden. Erstens ist
die GroBRe der Dispatches flir die E-Mail-Methode auf 5 MB begrenzt, was
bedeutet, dass einige ASUP Datensammlungen nicht versendet werden.
Zweitens ist die Funktion AutoSupport OnDemand nur fir HTPP- und HTTPS-
Methoden verfigbar.

.Schritte
Wahlen Sie MENU:Support[Support Center > AutoSupport].
Wahlen Sie *AutoSupport-Bereitstellungsmethode konfigurieren*.
+
Es wird ein Dialogfeld angezeigt, in dem die Versandmethoden aufgefihrt
sind.

Wahlen Sie die gewlinschte Liefermethode aus, und wahlen Sie dann die
Parameter fir diese Bereitstellungsmethode aus. Fihren Sie einen der
folgenden Schritte aus:

+

** Wenn Sie HTTPS oder HTTP ausgewdhlt haben, widhlen Sie einen der
folgenden Bereitstellungsparameter aus:

+

***x *Direkt* -- dieser Lieferparameter ist die Standardauswahl. Wenn Sie
diese Option auswahlen, konnen Sie mithilfe des HTTPS- oder HTTP-
Protokolls direkt eine Verbindung zum technischen Zielsystem herstellen.
x*x *(Jper Proxy Server* -- mit dieser Option kénnen Sie die HTTP Proxy-
Serverdetails angeben, die fir die Verbindung mit dem technischen
Zielunterstitzungssystem erforderlich sind. Sie miissen die Host-Adresse
und die Portnummer angeben. Sie missen jedoch nur die Details zur Host-
Authentifizierung (Benutzername und Passwort) eingeben, falls
erforderlich.

x*x *(Jper Proxy Auto-Configuration Script (PAC)* -- Geben Sie den
Speicherort einer PAC-Skriptdatei (Proxy Auto-Configuration) an. Mit einer
PAC-Datei kann das System automatisch den entsprechenden Proxyserver
auswahlen, um eine Verbindung mit dem technischen Zielunterstitzungssystem
herzustellen.



** Wenn Sie E-Mail ausgewahlt haben, geben Sie die folgenden Informationen
ein:

+

*** Die E-Mail-Server-Adresse als vollstdndig qualifizierter Domain-Name,
IPv4-Adresse oder IPvb6-Adresse.

*** Die E-Mail-Adresse, die im Feld ,von™ der AutoSupport-Entsendmail
angezeigt wird.

*** *QOptional; wenn Sie einen Konfigurationstest durchfiihren mdéchten*: Die
E-Mail-Adresse, an der eine Bestadtigung gesendet wird, wenn das
AutoSupport-System den Testversand erhalt.

*** Wenn Sie Nachrichten verschlisseln méchten, wdhlen Sie *SMTPS* oder
*STARTTLS* fir den Verschliisselungstyp aus, und wahlen Sie dann die
Portnummer fir verschliisselte Nachrichten aus. Wédhlen Sie andernfalls *
Keine*.

*** Geben Sie bei Bedarf einen Benutzernamen und ein Kennwort fir die

Authentifizierung mit dem ausgehenden Absender und dem E-Mail-Server ein.

Wenn Sie lber eine Firewall verfigen, die die Zustellung dieser ASUP-
Entsendungen blockiert, flgen Sie den folgenden URL zu Ihrer Whitelist
hinzu: “\https://support.netapp.com/put/AsupPut/"

Klicken Sie auf *Testkonfiguration*, um die Verbindung zum Server des
technischen Supports mit den angegebenen Lieferparametern zu testen. Wenn
Sie die AutoSupport On-Demand-Funktion aktiviert haben, testet das System
auch die Verbindung fir die AutoSupport OnDemand-
Entsendungsbereitstellung.

+

Wenn der Konfigurationstest fehlschlagt, tberpriifen Sie Ihre
Konfigurationseinstellungen, und fihren Sie den Test erneut aus. Wenden
Sie sich an den technischen Support, wenn der Test weiterhin fehlschlagt.

Klicken Sie Auf *Speichern*.

[[IDad12d9295651bcf9abl11984bc9b673dd] ]

= Planen Sie AutoSupport-Entsendungen
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[role="1ead"]

SANtricity System Manager erstellt automatisch einen Standardzeitplan fir
AutoSupport-Entsendungen. Wenn Sie es bevorzugen, kdénnen Sie Thren eigenen
Zeitplan angeben.

.Bevor Sie beginnen
Die AutoSupport-Funktion muss aktiviert sein. Sie sehen, ob die Funktion
auf der Seite AutoSupport aktiviert ist.

.Uber diese Aufgabe

* *Tageszeit* -- tdgliche Dispatches werden tdglich im von Ihnen
angegebenen Zeitraum gesammelt und gesendet. System Manager wahlt eine
Zufallszeit wdhrend des Bereichs aus. Alle Zeiten werden in Coordinated
Universal Time (UTC) angegeben, was sich von der lokalen Zeit des
Speicherarrays unterscheiden kann. Sie miissen die lokale Zeit Ihres
Speicher-Arrays in UTC konvertieren.

* *Wochentag* -- wochentliche Entsendungen werden gesammelt und einmal pro
Woche versendet. System Manager wahlt einen Tag nach dem Zufallsprinzip
aus den von Ihnen angegebenen Tagen aus. Deaktivieren Sie alle Tage, an
denen keine wochentliche Entsendung erfolgen soll. System Manager wahlt
einen Tag nach dem Zulassen aus.

* *Wochentliche Zeit* -- wochentliche Entsendungen werden einmal pro Woche
in dem von Ihnen angegebenen Zeitraum gesammelt und versendet. System
Manager wdhlt eine Zufallszeit wdhrend des Bereichs aus. Alle Zeiten
werden in Coordinated Universal Time (UTC) angegeben, was sich von der
lokalen Zeit des Speicherarrays unterscheiden kann. Sie missen die lokale
Zeit Ihres Speicher-Arrays in UTC konvertieren.

.Schritte
Wahlen Sie MENU:Support[Support Center > AutoSupport].
Wahlen Sie *AutoSupport-Entsendungen planen*.

+

Der Assistent AutoSupport-Entsendungen planen wird angezeigt.

Befolgen Sie die Schritte im Assistenten.

[[ID07badf52c72e6832e864dd4666ce01d4] ]
= Senden Sie AutoSupport-Patches
:allow-uri-read:

:experimental:

:icons: font

22



:relative path: ./sm-support/
:imagesdir: {root_path}{relative_path}../media/

[role="1lead"]
Mit SANtricity System Manager konnen Sie AutoSupport Entsendungen an den

technischen Support senden, ohne auf einen geplanten Versand warten zu
mussen.

.Bevor Sie beginnen
Die AutoSupport-Funktion muss aktiviert sein. Sie sehen, ob die Funktion
auf der Seite AutoSupport aktiviert ist.

.Uber diese Aufgabe
Dieser Vorgang erfasst Support-Daten und sendet sie automatisch an den
technischen Support, damit Probleme behoben werden kénnen.

.Schritte

Wahlen Sie MENU:Support[Support Center > AutoSupport].
Wahlen Sie *AutoSupport Entsendung senden*.
_.|_

Das Dialogfeld Entsendung von AutoSupport senden wird angezeigt.

Bestdtigen Sie den Vorgang, indem Sie *Senden* wahlen.

[[IDfbcl3cfe605baf502137d9781841eedd] ]

= Anzeigen des AutoSupport-Status
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[role="1lead"]
Auf der Seite AutoSupport erfahren Sie, ob die AutoSupport-Funktion und
die einzelnen AutoSupport-Funktionen derzeit aktiviert sind.

.Schritte

Wahlen Sie MENU:Support[Support Center > AutoSupport].

Sehen Sie sich rechts auf der Seite unterhalb der Registerkarten an, um
zu erfahren, ob die AutoSupport-Basisfunktion aktiviert ist.

Bewegen Sie den Mauszeiger iber das Fragezeichen, um zu sehen, ob
einzelne AutoSupport-Funktionen aktiviert sind.



[[ID683ec64f164901c35c90blebo3dac23f]]

= Zeigen Sie das AutoSupport-Protokoll an
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[role="1lead"]

Das AutoSupport-Protokoll enthdlt Informationen zum Status, zum
Versandverlauf und zu Fehlern, die bei der Lieferung von AutoSupport-
Entsendungen auftreten.

.Uber diese Aufgabe

Es kénnen mehrere Protokolldateien vorhanden sein. Wenn die aktuelle
Protokolldatei 200 KB erreicht, wird sie archiviert und eine neue
Protokolldatei erstellt. Der Name der archivierten Protokolldatei ist
"ASUPMessages.n , wobei n eine Ganzzahl zwischen 1 und 9 ist. Wenn
mehrere Protokolldateien vorhanden sind, konnen Sie das aktuellste
Protokoll oder ein vorheriges Protokoll anzeigen.

* *Aktueller Log* -- zeilgt eine Liste der neuesten aufgezeichneten
Ereignisse an.

* *Archived Log* -- zeigt eine Liste friherer Ereignisse an.
.Schritte

Wahlen Sie MENU:Support[Support Center > AutoSupport].

Wahlen Sie *AutoSupport-Protokoll anzeigen*.
+
Es wird ein Dialogfeld angezeigt, in dem das aktuelle AutoSupport-
Protokoll aufgelistet wird.

Wenn Sie frihere AutoSupport-Protokolle sehen mochten, wahlen Sie das
Optionsfeld *archiviert* und wahlen Sie dann ein Protokoll aus der
Dropdown-Liste *AutoSupport-Protokoll auswahlen* aus.

+
Die Option ,archiviert™ wird nur angezeigt, wenn auf dem Speicher-Array
archivierte Protokolle vorhanden sind.

_.|_
Das ausgewahlte AutoSupport-Protokoll wird im Dialogfeld angezeigt.



*Optional:* um das AutoSupport-Protokoll zu durchsuchen, geben Sie einen
Begriff in das Feld *Suchen* ein und klicken auf *Suchen*.
+
Klicken Sie erneut auf *Suchen*, um nach weiteren Vorkommen des Begriffs

zu suchen.

[ [IDbcO0b997fe25226fe508d226515902b321] 1]

= Fenster AutoSupport-Wartung aktivieren
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[role="1lead"]

Aktivieren Sie das AutoSupport-Wartungsfenster, um die automatische
Ticketerstellung bei Fehlerereignissen zu unterdriicken. Im normalen
Betriebsmodus eroffnet das Storage Array idber AutoSupport einen Support-
Fall, wenn ein Problem auftritt.

.Schritte

Wahlen Sie MENU:Support[Support Center > AutoSupport].

Wahlen Sie *Fenster AutoSupport-Wartung aktivierenx*.

Geben Sie die E-Mail-Adresse ein, um eine Bestdtigung zu erhalten, dass
das Wartungsfenster bearbeitet wurde.
+
Je nach Konfiguration konnen Sie bis zu finf E-Mail-Adressen eingeben.
Wenn Sie mehr als eine Adresse hinzufiligen moéchten, wahlen Sie *Weitere E-

Mail hinzufigen*, um ein anderes Feld zu 6ffnen.

Geben Sie die Dauer (in Stunden) an, um das Wartungsfenster zu
aktivieren.
+
Die maximal unterstitzte Dauer betrédgt 72 Stunden.

Klicken Sie Auf *Ja*.
+
Die automatische Erstellung von AutoSupport-Tickets bei Fehlerereignissen
wird vorilbergehend filir das angegebene Zeitfenster unterbunden.
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.Nachdem Sie fertig sind

Das Wartungsfenster beginnt erst, wenn die Anfrage des Storage-Arrays von
den AutoSupport-Servern verarbeitet wird. Warten Sie, bis Sie eine
Bestdtigungs-E-Mail erhalten haben, bevor Sie Wartungsarbeiten an IThrem
Speicher-Array durchfihren.

[[IDa4e951cf55cd427499b1£082559a40e81] 1]

= Deaktivieren Sie das AutoSupport-Wartungsfenster
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[role="1lead"]

Deaktivieren Sie das AutoSupport-Wartungsfenster, um die automatische
Erstellung von Tickets bei Fehlerereignissen zu ermdglichen. Wenn das
AutoSupport-Wartungsfenster deaktiviert ist, offnet das Storage-Array
AutoSupport im Falle eines Problems einen Support-Fall.

.Schritte

Wahlen Sie MENU:Support[Support Center > AutoSupport].

Wahlen Sie * Fenster AutoSupport-Wartung deaktivieren*.

Geben Sie die E-Mail-Adresse ein, um eine Bestdtigung zu erhalten, dass
die Anfrage zum Deaktivieren des Wartungsfensters bearbeitet wurde.
+
Je nach Konfiguration konnen Sie bis zu finf E-Mail-Adressen eingeben.
Wenn Sie mehr als eine Adresse hinzufiligen méchten, wahlen Sie *Weitere E-
Mail hinzufigen*, um ein anderes Feld zu &ffnen.

Klicken Sie Auf *Ja*.
+
Die automatische Erstellung von AutoSupport Tickets bei Fehlerereignissen
ist aktiviert.

.Nachdem Sie fertig sind

Das Wartungsfenster wird erst enden, wenn die Anfrage des Storage-Arrays
von den AutoSupport-Servern bearbeitet wurde. Warten Sie, bis Sie eine
Bestdtigungs-E-Mail erhalten haben, bevor Sie fortfahren.
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= Veranstaltungen anzeigen

:leveloffset: +1

[[ID4010cb9b1239f0102e6b54c5d80c31e4d] ]

= Ubersicht iber das Ereignisprotokoll
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[role="1lead"]

Das Ereignisprotokoll liefert eine Verlaufsliste zu Ereignissen, die im

Storage-Array aufgetreten sind. Dies hilft dem technischen Support bei der

Behebung von Ereignissen, die zu Ausfdllen fihren.

Sie konnen das Ereignisprotokoll als zusdtzliches Diagnose-Tool fiir den
Recovery Guru zur Verfolgung von Storage Array-Ereignissen verwenden.
Greifen Sie stets zuerst auf den Recovery Guru zu, wenn Sie versuchen,
eine Wiederherstellung nach Komponentenausfdllen im Storage Array
durchzufthren.

== Ereigniskategorien

Die Ereignisse im Ereignisprotokoll werden mit unterschiedlichen Status
kategorisiert. Ereignisse, fir die Sie MaRnahmen ergreifen miissen, haben
die folgenden Status:

* Kritisch

* Warnung

Ereignisse, die informativ sind und keine sofortigen MaBnahmen erfordern,

sind die folgenden:

* Informativ
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== Kritische Ereignisse

Kritische Ereignisse weisen auf ein Problem mit dem Speicher-Array hin.
Wenn das kritische Ereignis sofort behoben wird, kann der Verlust des
Datenzugriffs verhindert werden.

Wenn ein kritisches Ereignis eintritt, wird es im Ereignisprotokoll
protokolliert. Alle kritischen Ereignisse werden an die SNMP-
Verwaltungskonsole oder an den E-Mail-Empfdnger gesendet, den Sie so
konfiguriert haben, dass Sie Benachrichtigungen erhalten. Wenn die Shelf-
ID zum Zeitpunkt des Ereignisses nicht bekannt ist, wird die Shelf-ID als
»Shelf unbekannt™ aufgefuhrt.

Bei Erhalt eines kritischen Ereignisses finden Sie im Recovery Guru
Procedure eine detaillierte Beschreibung des kritischen Ereignisses.
SchlieRBen Sie das Verfahren des Recovery Guru zur Korrektur des kritischen
Ereignisses ab. Zur Korrektur bestimmter kritischer Ereignisse miissen Sie
sich méglicherweise an den technischen Support wenden.

[[IDAc80b0da869%9a07a2aalca%9ec3f2fa’776] ]
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[role="1lead"]

Sie koénnen das Ereignisprotokoll anzeigen, das einen historischen
Datensatz von Ereignissen enthdlt, die auf dem Speicher-Array aufgetreten
sind.

.Schritte
Wahlen Sie Mentli:Support[Ereignisprotokoll].
_I_

Die Seite Ereignisprotokoll wird angezeigt.

+
.Seitendetails
[$collapsible]
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| Element | Beschreibung

al
Feld ,Alle anzeigen"
al
Wechselt zwischen allen Ereignissen und nur den kritischen und den

Warnungsereignissen.

al

Filterfeld

al

Filtert die Ereignisse. Nitzlich, um nur Ereignisse anzuzeigen, die sich

auf eine bestimmte Komponente, ein bestimmtes Ereignis usw. beziehen

al
Wahlen Sie das Spaltensymbol.

al
Erméglicht Ihnen die Auswahl weiterer Spalten, die angezeigt werden
sollen. In anderen Spalten erhalten Sie zusatzliche Informationen iber das

Ereignis.

al
Kontrollkdstchen

al
Ermbéglicht die Auswahl der zu speicherenden Ereignisse. Das
Kontrollkdstchen in der Tabellentiberschrift wdhlt alle Ereignisse aus.

al

Spalte ,Datum/Uhrzeit™

al

Der Datums- und Zeitstempel des Ereignisses, entsprechend der

Steuerungsuhr.

NOTE: Das Ereignisprotokoll sortiert anfdnglich Ereignisse auf der
Grundlage der Sequenznummer. In der Regel entspricht diese Sequenz dem
Datum und der Uhrzeit. Die beiden Controller-Uhren im Speicher-Array
konnten jedoch nicht synchronisiert werden. In diesem Fall konnten im
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Ereignisprotokoll einige vermeintliche Inkonsistenzen beziglich der
Ereignisse und des angezeigten Datums und der angezeigten Zeit angezeigt

werden.

al
Spalte ,Prioritat®™
al
Es gibt diese Prioritdtswerte:

** *Kritisch* -- beim Speicher-Array ist ein Problem vorhanden. Wenn Sie
jedoch sofortige MabBnahmen ergreifen, konnen Sie den Zugriff auf die Daten
unter Umstdnden verhindern. Kritische Ereignisse werden fir Warnmeldungen
verwendet. Alle kritischen Ereignisse werden an jeden Netzwerk-Management-
Client (idber SNMP-Traps) oder an den von Ihnen konfigurierten E-Mail-
Empfanger gesendet.

** *Warnung* -- ein Fehler ist aufgetreten, der die Leistung und die
Fahigkeit des Speicherarrays beeintrdchtigt hat, nach einem anderen Fehler
wiederherzustellen.

**% *Informativ* -- nicht kritische Informationen im Zusammenhang mit dem

Speicher-Array.

al

Spalte Komponententyp

al

Die vom Ereignis betroffene Komponente. Bei der Komponente kann es sich um
Hardware, z. B. ein Laufwerk oder ein Controller, oder um Software, z. B.
Controller-Firmware, handeln.

a|
Spalte ,Komponentenposition™
a|

Der physische Speicherort der Komponente im Speicher-Array.

al
Spalte Beschreibung
al
Eine Beschreibung des Ereignisses.



*Beispiel* -- "Drive write failure - retries exhausted’

al

Spalte Sequenznummer

al
Eine 64-Bit-Nummer, die einen bestimmten Protokolleintrag fir ein
Speicher-Array eindeutig identifiziert. Diese Zahl erhoht sich bei jedem
neuen Ereignisprotokolleintrag um eins. Um diese Informationen anzuzeigen,

klicken Sie auf das Symbol *Spalten auswahlen*.

al

Spalte Ereignistyp

al
Eine 4-stellige Zahl, die jeden Typ des protokollierten Ereignisses
identifiziert. Um diese Informationen anzuzeigen, klicken Sie auf das

Symbol *Spalten auswdhlen*.

al

Spalte Ereignisspezifische Codes

al

Diese Informationen werden vom technischen Support verwendet. Um diese

Informationen anzuzeigen, klicken Sie auf das Symbol *Spalten auswdhlen*.

al

Spalte Ereigniskategorie

al

** **Fehler** - Eine Komponente im Speicher-Array ist ausgefallen, z. B.
ein Laufwerkausfall oder ein Batteriefehler.

** **Statusdnderung** - ein Element des Speicherarrays, das den Status
gedandert hat; beispielsweise ist ein Volume in den Status ,optimal®
ibergegangen oder ein Controller in den Status ,0Offline“ idbergegangen.
** **TIntern** - interne Controller-Operationen, fir die keine
Benutzeraktion erforderlich ist; zum Beispiel hat der Controller den
Tagesbeginn abgeschlossen.

**% **Befehl** - ein Befehl, der dem Speicher-Array ausgegeben wurde; zum
Beispiel wurde ein Hot Spare zugewiesen.

** **Fehler** - auf dem Speicher-Array wurde eine Fehlerbedingung erkannt,
z. B. kann ein Controller den Cache nicht synchronisieren und bereinigen

oder auf dem Speicher-Array wird ein Redundanzfehler erkannt.



** **Allgemein** - jedes Ereignis, das nicht gut in eine andere Kategorie
passt. Um diese Informationen anzuzeigen, klicken Sie auf das Symbol ,

ANY

**Spalten auswahlen

al
Angemeldet durch Spalte

al

Der Name des Controllers, der das Ereignis protokolliert hat. Um diese
Informationen anzuzeigen, klicken Sie auf das Symbol , **Spalten auswahlen

A\Y

Um neue Ereignisse aus dem Speicher-Array abzurufen, klicken Sie auf
**Aktualisieren**.
+
Es kann einige Minuten dauern, bis ein Ereignis protokolliert und auf der
Seite Ereignisprotokoll angezeigt wird.

So speichern Sie das Ereignisprotokoll in einer Datei:

Aktivieren Sie das Kontrollkdstchen neben jedem Ereignis, das Sie
speichern méchten.

Klicken Sie Auf *Speichern*.
+
Die Datei wird im Ordner Downloads Ihres Browsers mit dem Namen

gespeichert "major-event-log-timestamp.log .

So loschen Sie Ereignisse aus dem Ereignisprotokoll:
+
Das Ereignisprotokoll speichert ca. 8,000 Ereignisse, bevor ein Ereignis
durch ein neues Ereignis ersetzt wird. Wenn Sie die Ereignisse beibehalten
mochten, konnen Sie sie speichern und aus dem Ereignisprotokoll 1dschen.

Speichern Sie zuerst das Ereignisprotokoll.
Klicken Sie auf *alles loschen*, und bestdtigen Sie, dass Sie den
Vorgang ausfihren mochten.
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:leveloffset: -1

= Management von Upgrades

:leveloffset: +1

[[ID59181a479e9088a2dc997ed90909669%a] ]

= Ubersicht zum Upgrade Center

:allow-uri-read:

:experimental:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]
Nutzen Sie das Upgrade Center, um die neueste Software und Firmware
herunterzuladen und Ihre Controller und Laufwerke zu aktualisieren.

== Controller-Upgrade - Ubersicht

Sie konnen die Software und die Firmware Ihres Speicherarrays filir alle
neuesten Funktionen und Fehlerbehebungen aktualisieren.

=== Im Betriebssystem-Controller-Upgrade enthaltene Komponenten

Mehrere Storage-Array-Komponenten enthalten Software oder Hardware, die
ein gelegentlich Upgrade durchgefiihrt werden soll.

* *Management Software* -- System Manager ist die Software, die das
Speicher-Array verwaltet.

* *Controller-Firmware* -- Controller-Firmware verwaltet den I/0O zwischen
Hosts und Volumes.

* *Controller NVSRAM* —-- Controller NVSRAM ist eine Controller-Datei, die
die Standardeinstellungen flir die Controller angibt.

* *TOM-Firmware* —-- die I/O-Modul-Firmware (IOM) verwaltet die Verbindung
zwischen einem Controller und einem Festplatten-Shelf. Es lberwacht auch
den Status der Komponenten.

* *Supervisor Software* -- Supervisor Software ist die virtuelle Maschine
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auf einem Controller, in dem die Software ausgefiihrt wird.

image::../media/saml130-dwg-upgrade-firmware-locations.gif[Speicherorte
fir die Firmware-Aktualisierung von samll30 DWG]

~1” Controller-Shelf; "2” Festplatten-Shelf; ~3% Software, Controller-
Firmware, Controller NVSRAM Supervisor-Software; 74" Laufwerk-Firmware;
57 IOM-Firmware; "6” Laufwerk-Firmware

Sie konnen Thre aktuellen Software- und Firmware-Versionen im Dialogfeld
sSoftware- und Firmware-Bestandsaufnahme“ anzeigen. Gehen Sie zu
menu: Support [Upgrade Center] und klicken Sie dann auf den Link fir

*Software—- und Firmware-Bestandsaufnahme*.

Im Rahmen des Upgrades muss moglicherweise auch der Multipath-/Failover-
Treiber und/oder der HBA-Treiber des Hosts aktualisiert werden, damit der
Host mit den Controllern korrekt interagieren kann. Um festzustellen, ob
dies der Fall ist, siehe https://imt.netapp.com/matrix/#welcome["Netapp
Interoperabilitdts-Matrix-Tool""]

=== Wann I/0 gestoppt werden soll

Wenn Thr Storage Array zwei Controller enthdlt und Sie einen Multipath-
Treiber installiert haben, kann das Storage Array die I/0-Verarbeitung
wahrend des Upgrades fortsetzen. Wahrend des Upgrades fihrt Controller A
alle seine Volumes an Controller B durch, aktualisiert seine Volumes und
alle Volumes von Controller B und fihrt dann ein Upgrade fir Controller B
durch

=== Zustandsprufung vor dem Upgrade

Im Rahmen des Upgrades wird eine Integritdtsprifung vor dem Upgrade
ausgefihrt. Bei der Integritatsprifung vor dem Upgrade werden alle
Komponenten des Storage Arrays bewertet, um sicherzustellen, dass das
Upgrade fortgesetzt werden kann. Die folgenden Bedingungen konnen das
Upgrade verhindern:

* Ausgefallene zugewiesene Laufwerke
* Hot Spares werden verwendet

* Unvollstdndige Volume-Gruppen

* Exklusive Vorgange ausgefihrt

* Fehlende Volumes



* Controller befindet sich im Status ,nicht optimal®“

* UbermdRige Anzahl von Ereignisprotokollereignissen

* Fehler bei der Validierung der Konfigurationsdatenbank
* Laufwerke mit alten Versionen von DACstore

Sie konnen die Integritdatsprifung vor dem Upgrade auch separat

durchfihren, ohne ein Upgrade durchfihren zu missen.

== Uberblick iliber das Laufwerk-Upgrade

Die Laufwerk-Firmware steuert die betrieblichen Eigenschaften eines
Laufwerks auf niedriger Ebene. Die Hersteller der Laufwerke
veroffentlichen regelmdfig Updates zu Laufwerk-Firmware, um neue
Funktionen hinzuzufigen, die Performance zu verbessern und Fehler zu
beheben.

=== Upgrades der Online- und Offline-Laufwerk-Firmware

Es gibt zwei Arten von Upgrade-Methoden fir die Festplatten-Firmware:
Online und offline.

==== Online

Wahrend eines Online-Upgrades werden Festplatten nacheinander
aktualisiert. Das Storage-Array verarbeitet die I/O-Verarbeitung wahrend
des Upgrades weiter. Sie missen keine I/0-Vorgdnge beenden Wenn ein
Laufwerk eine Online-Aktualisierung durchfihren kann, wird die Online-
Methode automatisch verwendet.

Laufwerke, die ein Online-Upgrade durchfihren kénnen, umfassen Folgendes:

* Laufwerke in einem optimalen Pool

* Laufwerke in einer optimalen redundanten Volume-Gruppe (RAID 1, RAID 5
und RAID 6)

* Nicht zugewiesene Laufwerke

* Standby-Hot-Spare-Laufwerke

Ein Online-Upgrade der Laufwerk-Firmware kann mehrere Stunden in Anspruch
nehmen, sodass dem Storage Array potenzielle Volume-Ausfédlle zur Verfigung
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stehen. In folgenden Fdllen kann es zu einem Volumenausfall kommen:

* In einer RAID 1- oder RAID 5-Volume-Gruppe fdllt ein Laufwerk aus,
wahrend ein anderes Laufwerk in der Volume-Gruppe aktualisiert wird.

* In einem RAID 6 Pool oder einer Volume-Gruppe fallen zwei Laufwerke aus,
wahrend ein anderes Laufwerk im Pool oder in der Volume-Gruppe
aktualisiert wird.

==== QOffline (parallel)

Bei einem Offline-Upgrade werden alle Laufwerke desselben Laufwerktyps
gleichzeitig aktualisiert. Diese Methode erfordert das Stoppen der I/O0O-
Aktivitdt zu den Volumes, die mit den ausgewdahlten Laufwerken verknipft
sind. Da mehrere Laufwerke gleichzeitig aktualisiert werden koénnen
(parallel), wird die Ausfallzeit insgesamt deutlich reduziert. Wenn ein
Laufwerk nur eine Offline-Aktualisierung durchfihren kann, wird die
Offline-Methode automatisch verwendet.

Die folgenden Laufwerke MUSSEN die Offline-Methode verwenden:

* Laufwerke in einer nicht redundanten Volume-Gruppe (RAID 0)
* Laufwerke in einem nicht optimalen Pool oder einer Volume-Gruppe
* Laufwerke im SSD-Cache

=== Kompatibilitéat

Jede Laufwerk-Firmware-Datei enthdlt Informationen tber den Laufwerkstyp,
auf dem die Firmware ausgefiihrt wird. Sie konnen die angegebene Firmware-
Datei nur auf ein kompatibles Laufwerk herunterladen. System Manager
Uberprift wdhrend des Upgrades die Kompatibilitdt automatisch.

[[ID8faad9f5f65clc489%ec7aanc0c38ealoal]
= Upgrades von Controller-Software und Firmware

:allow-uri-read:

[role="1lead"]
Sie konnen die Software des Storage-Arrays und optional die IOM-Firmware
und den nichtfliichtigen statischen Random-Access-Speicher (NVSRAM)
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aktualisieren, um sicherzustellen, dass Sie ilber alle neuesten Funktionen

und Fehlerbehebungen verfligen.

.Bevor Sie beginnen

* Sie wissen, ob Sie Ihre IOM-Firmware aktualisieren mochten.

+

In der Regel sollten Sie alle Komponenten gleichzeitig aktualisieren. Sie
konnen jedoch entscheiden, die IOM-Firmware nicht zu aktualisieren, wenn
Sie sie nicht als Teil des Upgrades der SANtricity OS Software
aktualisieren mochten oder wenn Sie vom technischen Support aufgefordert
wurden, Ihre IOM-Firmware herunterzustufen (Sie kdnnen nur die Firmware

Uber die Befehlszeilenschnittstelle herunterstufen).

* Sie wissen, ob Sie die NVSRAM-Controller-Datei aktualisieren mochten.

+

In der Regel sollten Sie alle Komponenten gleichzeitig aktualisieren. Sie
entscheiden sich jedoch moglicherweise nicht, die NVSRAM-Controller-Datei
zu aktualisieren, wenn Thre Datei entweder gepatcht wurde oder eine

benutzerdefinierte Version ist und Sie sie nicht Uberschreiben mdchten.

* Sie wissen, ob Sie Ihr Betriebssystem-Upgrade jetzt oder spéater
aktivieren mochten.
+

Grinde fir eine spadtere Aktivierung sind u. a.:

+
** *Tageszeit* -- die Aktivierung der Software und Firmware kann eine
lange Zeit dauern, so dass Sie moglicherweise warten mdchten, bis I/0-
Lasten leichter sind. Der Controller-Failover wahrend der Aktivierung,
sodass die Performance moglicherweise niedriger ist als tUblich, bis das
Upgrade abgeschlossen ist.

** *Paketyp* -- moglicherweise mochten Sie die neue Software und Firmware
auf einem Speicher-Array testen, bevor Sie die Dateien auf anderen

Speicher-Arrays aktualisieren.

* Sie wissen, ob Sie von ungesicherten Laufwerken oder intern gesicherten
Laufwerken wechseln mochten, um einen externen Schliisselverwaltungsserver
(KMS) fiur die Laufwerkssicherheit zu verwenden.

* Sie wissen, ob Sie eine rollenbasierte Zugriffssteuerung in Ihrem
Storage-Array nutzen mochten.

.Uber diese Aufgabe
Sie konnen nur die Betriebssystemsoftware oder nur die NVSRAM-Controller-
Datei aktualisieren oder Sie kdnnen beide Dateien aktualisieren.
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Fihren Sie diesen Vorgang nur aus, wenn Sie vom technischen Support dazu

aufgefordert werden.
[CAUTION]

*Risiko eines Datenverlustes oder eines Schadensrisikos am Speicher-Array*
-— nehmen Sie widhrend des Upgrades keine Anderungen am Speicher-Array vor.
Halten Sie den Strom fir das Speicher-Array aufrecht.

.Schritte

Wenn Ihr Storage-Array nur einen Controller enthdlt oder kein Multipath-
Treiber installiert ist, beenden Sie die I/O-Aktivitdt des Storage-Arrays,
um Applikationsfehler zu vermeiden. Wenn Ihr Storage Array iUber zweil
Controller verfigt und Sie einen Multipath-Treiber installiert haben,
missen Sie die I/O-Aktivitdt nicht stoppen.

Wahlen Sie Meni:Support [Upgrade Center].

Laden Sie die neue Datei von der Support-Website auf Ihren Management-
Client herunter.
+

Klicken Sie auf *NetApp Support*, um die Support Website zu starten.

Klicken Sie auf der Support-Website auf die Registerkarte *Downloads*
und wadhlen Sie dann *Downloads* aus.

Wahlen Sie *E-Series SANtricity OS Controller Software*.

Befolgen Sie die restlichen Anweisungen.

_.|_
[NOTE]

In Version 8.42 und hoher ist digital signierte Firmware erforderlich.
Wenn Sie versuchen, nicht signierte Firmware herunterzuladen, wird ein

Fehler angezeigt und der Download wird abgebrochen.

Wenn Sie die IOM-Firmware derzeit NICHT aktualisieren mdchten, klicken
Sie auf *EAM-Auto-Synchronisierung unterbrechen*.
+
Wenn Sie lber ein Speicher-Array mit einem einzelnen Controller verfiigen,
wird die IOM-Firmware nicht aktualisiert.

Klicken Sie unter SANtricity OS Software Upgrade auf *Upgrade starten*.
+

Das Dialogfeld SANtricity OS-Software aktualisieren wird angezeigt.

Wahlen Sie eine oder mehrere Dateien aus, um den Upgrade-Prozess zu



starten:
+

Wahlen Sie die SANtricity OS-Softwaredatei aus, indem Sie auf
*Durchsuchen* klicken und zur Betriebssystemsoftware navigieren, die Sie
von der Support-Website heruntergeladen haben.

Wahlen Sie die NVSRAM-Controller-Datei aus, indem Sie auf *Durchsuchen*
klicken und zur NVSRAM-Datei navigieren, die Sie von der Support-Website
heruntergeladen haben. Controller NVSRAM-Dateien haben einen &hnlichen
Dateinamen wie "N2800-830000-000.dlp".

+

Diese Aktionen treten auf:

+
** StandardmdaBRig werden nur die Dateien angezeigt, die mit der aktuellen
Speicherarray-Konfiguration kompatibel sind.

** Wenn Sie eine Datei fir die Aktualisierung auswdhlen, werden Name und
GroBe der Datei angezeigt.

*Optional:* Wenn Sie eine SANtricity OS Software-Datei flir ein Upgrade
ausgewahlt haben, konnen Sie die Dateien auf den Controller idbertragen,
ohne sie zu aktivieren, indem Sie das Kontrollkdstchen *Dateien
Ubertragen, aber nicht aktualisieren (Upgrade spater aktivieren)*
aktivieren.

Klicken Sie auf *Start* und bestdtigen Sie, dass Sie den Vorgang
ausfihren mochten.

+
Sie koénnen den Vorgang wahrend der Integritdtsprifung vor dem Upgrade
abbrechen, jedoch nicht wdhrend der Ubertragung oder Aktivierung.

*Optional:* um eine Liste der aktualisierten Versionen anzuzeigen,
klicken Sie auf *Log speichern*.
+
Die Datei wird im Ordner Downloads Ihres Browsers mit dem Namen

gespeichert ‘drive upgrade log-timestamp.txt'.

.Nachdem Sie fertig sind

* Vergewissern Sie sich, dass alle Komponenten auf der Seite Hardware
angezeigt werden.

* Uberpriifen Sie die neuen Software- und Firmware-Versionen, indem Sie das
Dialogfeld Software- und Firmware-Bestandsaufnahme aktivieren (gehen Sie
zu Meni:Support [Upgrade Center] und klicken Sie dann auf den Link fir
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*Software—- und Firmware-Bestandsaufnahme*) .

* Wenn Sie den Controller NVSRAM aktualisiert haben, gehen wéhrend der
Aktivierung alle benutzerdefinierten Einstellungen, die Sie auf den
vorhandenen NVSRAM angewendet haben, verloren. Sie miissen die
benutzerdefinierten Einstellungen erneut auf den NVSRAM anwenden, nachdem
der Aktivierungsvorgang abgeschlossen ist.

[[ID4lacodcde682a14d398c2£052e836c631] ]

= Aktivieren von Controller-Software und -Firmware
rallow-uri-read:

:experimental:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]
Sie konnen die Upgrade-Dateien sofort aktivieren oder bis zu einem

angenehmeren Zeitpunkt warten.

.Uber diese Aufgabe
Sie konnen die Dateien herunterladen und lbertragen, ohne sie zu

aktivieren. Aus folgenden Griinden koénnen Sie sich spédter aktivieren:

* *Tageszeit* -- die Aktivierung der Software und Firmware kann eine lange
Zeit dauern, so dass Sie moéglicherweise warten mochten, bis I/O-Lasten
leichter sind. Der Controller-Failover wadhrend der Aktivierung, sodass die
Performance moéglicherweise niedriger ist als idblich, bis das Upgrade
abgeschlossen ist.

* *Paketyp* -- mbéglicherweise mochten Sie die neue Software und Firmware
auf einem Speicher-Array testen, bevor Sie die Dateien auf anderen

Speicher-Arrays aktualisieren.

Wenn Sie Uber Software oder Firmware verfigen, die idbertragen, aber nicht
aktiviert wurde, wird im Bereich Benachrichtigungen der System Manager
Startseite und auch auf der Seite Upgrade Center eine Benachrichtigung

angezeigt.

[CAUTION]

Sie konnen den Aktivierungsvorgang nach dem Start nicht beenden.
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.Schritte

Wahlen Sie Meni:Support [Upgrade Center].

Klicken Sie im Bereich SANtricity OS-Software-Upgrade auf *Aktivieren*
und bestdtigen Sie, dass Sie den Vorgang ausfiihren mochten.
+
Sie konnen den Vorgang wahrend der Integritdtspriifung vor dem Upgrade
abbrechen, jedoch nicht wdhrend der Aktivierung.

+
Die Integritédtsprifung vor dem Upgrade beginnt. Wenn die
Integritatsprifung vor dem Upgrade erfolgreich besteht, wird die
Aktivierung der Dateien fortgesetzt. Sollte die vor-Upgrade-Systemprifung
fehlschlagen, nutzen Sie den Recovery Guru oder wenden Sie sich an den
technischen Support, um das Problem zu ldsen. Bel einigen Bedingungen
empfiehlt Thnen der technische Support, trotz der Fehler mit dem Upgrade
fortzufahren, indem Sie das Kontrollkdstchen *Upgrade zulassen*

aktivieren.

+
Nach erfolgreichem Abschluss der Integritdtsprifung vor dem Upgrade
erfolgt die Aktivierung. Die Aktivierungszeiten hdngen von der
Konfiguration des Speicherarrays und den Komponenten ab, die Sie
aktivieren.

*Optional:* um eine Liste der aktualisierten Versionen anzuzeigen,
klicken Sie auf *Log speichern*.
+
Die Datei wird im Ordner Downloads Ihres Browsers mit dem Namen

gespeichert ‘drive upgrade log-timestamp.txt'.

.Nachdem Sie fertig sind

* Vergewissern Sie sich, dass alle Komponenten auf der Seite Hardware
angezeigt werden.

* Uberpriifen Sie die neuen Software- und Firmware-Versionen, indem Sie das
Dialogfeld Software- und Firmware-Bestandsaufnahme aktivieren (gehen Sie
zu Menii:Support[Upgrade Center] und klicken Sie dann auf den Link fir
*Software- und Firmware-Bestandsaufnahme*) .

* Wenn Sie den Controller NVSRAM aktualisiert haben, gehen wahrend der
Aktivierung alle benutzerdefinierten Einstellungen, die Sie auf den
vorhandenen NVSRAM angewendet haben, verloren. Sie missen die
benutzerdefinierten Einstellungen erneut auf den NVSRAM anwenden, nachdem
der Aktivierungsvorgang abgeschlossen ist.
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[[IDfdf282286f5f3b06ffad20e34ad471e2c]]

= Aktualisieren Sie die Laufwerk-Firmware
:allow-uri-read:

rexperimental:
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[role="1lead"]
Sie konnen Ihre Festplatten-Firmware aktualisieren, um sicherzustellen,

dass Sie Uber alle neuesten Funktionen und Fehlerbehebungen verfiigen.

.Bevor Sie beginnen

* Sie haben Thre Daten mithilfe von Disk-to-Disk Backups, Volume-Kopien
(in einer Volume-Gruppe, die nicht von der geplanten Firmware-
Aktualisierung betroffen ist) oder einer Remote-Spiegelung gesichert.

* Das Speicherarray hat einen optimalen Status.

* Alle Laufwerke haben einen optimalen Status.

* Auf dem Speicher-Array werden keine Konfigurationsadnderungen ausgefihrt.
* Wenn die Laufwerke nur offline aktualisieren kénnen, werden die I/0-
Aktivitdten aller Volumes, die mit den Laufwerken verbunden sind,
angehalten.

.Schritte
Wahlen Sie Menili:Support [Upgrade Center].
Laden Sie die neuen Dateien von der Support-Website auf Ihren

Management-Client herunter.

_I_
Klicken Sie unter Upgrade der Laufwerk-Firmware auf *NetApp Support*.
Klicken Sie auf der NetApp Support Website auf die Registerkarte
*Downloads*.

Wahlen Sie *Festplatten- Und Firmware-Matrix*.
Befolgen Sie die restlichen Anweisungen.

Klicken Sie unter Laufwerk-Firmware-Upgrade auf *Upgrade starten*.
+
Es wird ein Dialogfeld angezeigt, in dem die aktuell verwendeten Laufwerk-

Firmware-Dateien aufgelistet werden.

Extrahieren Sie die Dateien, die Sie von der Support-Website
heruntergeladen haben (entpacken).
Klicken Sie auf *Durchsuchen* und wdhlen Sie die neuen Laufwerk-



Firmware-Dateien aus, die Sie von der Support-Website heruntergeladen

haben.

+

Laufwerk-Firmware-Dateien haben einen Dateinamen dhnlich wie

"D HUC101212CSS600 30602291 MSO1 2800 0002° mit der Erweiterung von
.dlp".

+
Sie konnen bis zu vier Laufwerk-Firmware-Dateien auswd@hlen, jeweils eine.
Wenn mehrere Firmware-Dateien eines Laufwerks mit demselben Laufwerk
kompatibel sind, wird ein Dateikonflikt angezeigt. Legen Sie fest, welche
Laufwerk-Firmware-Datei Sie fir das Upgrade verwenden mdéchten, und

entfernen Sie die andere.

Klicken Sie Auf *Weiter*.
+
Das Dialogfeld *Select Drives* wird angezeigt, in dem die Laufwerke
aufgefiihrt werden, die Sie mit den ausgewdhlten Dateien aktualisieren

konnen.

+

Es werden nur kompatible Laufwerke angezeigt.

+

Die ausgewahlte Firmware fir das Laufwerk wird im Bereich der
vorgeschlagenen Firmware-Informationen angezeigt. Wenn Sie die Firmware
dndern missen, klicken Sie auf *Zurtck*, um zum vorherigen Dialogfeld

zuruckzukehren.

Wahlen Sie die Art des Upgrades aus, die Sie durchfihren mochten:
+
** *Online (Standard)* -- zeigt die Laufwerke, die einen Firmware-Download
unterstiitzen kénnen wdhrend das Speicher-Array I/O_ verarbeitet. Bei
Auswahl dieser Upgrade-Methode miissen Sie die I/0-Vorgdnge der zugehorigen
Volumes, die diese Laufwerke verwenden, nicht anhalten. Diese Laufwerke
werden nacheinander aktualisiert, wadhrend das Storage-Array I/0-
Operationen zu diesen Laufwerken verarbeitet.
**% *Qffline (parallel)* -- zeigt die Laufwerke an, die einen Firmware-
Download unterstiitzen kénnen nur wdhrend alle I/O-Aktivitdten angehalten
sind auf beliebigen Volumes, die die Laufwerke verwenden. Bei Auswahl
dieser Upgrade-Methode miissen Sie alle I/O-Aktivitdten auf Volumes
anhalten, die die Laufwerke verwenden, die Sie aktualisieren. Laufwerke,
die keine Redundanz aufweisen, missen als Offline-Betrieb verarbeitet
werden. Diese Anforderung umfasst alle Laufwerke, die mit SSD-Cache, eine
RAID 0-Volume-Gruppe oder einen beliebigen Pool oder eine herabgestuften
Volume-Gruppe verbunden sind. Das Offline-Upgrade (parallel) ist in der
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Regel schneller als die Online-Methode (Standard).

Wahlen Sie in der ersten Spalte der Tabelle das Laufwerk oder die
Laufwerke aus, die aktualisiert werden sollen.

Klicken Sie auf *Start* und bestdtigen Sie, dass Sie den Vorgang
ausfihren méchten.
+
Wenn Sie das Upgrade beenden mochten, klicken Sie auf *Stop*. Alle derzeit
ausgefihrten Firmware-Downloads abgeschlossen. Alle nicht gestarteten

Firmware-Downloads werden abgebrochen.

_.|_
[CAUTION]

Das Anhalten der Laufwerk-Firmware-Aktualisierung kann zu Datenverlust
oder nicht verfigbaren Laufwerken fihren.

*Optional:* um eine Liste der aktualisierten Versionen anzuzeigen,
klicken Sie auf *Log speichern*.
+
Die Datei wird im Ordner Downloads Ihres Browsers mit dem Namen

gespeichert “drive upgrade log-timestamp.txt .

Wenn wahrend des Aktualisierungsvorgangs eines der folgenden Fehler

auftritt, ergreifen Sie die entsprechende empfohlene MaBnahme.

.Fehler und empfohlene Aktionen
[$collapsible]

[cols="40h, ~"]
| ===
| Wenn dieser Fehler beim Herunterladen der Firmware auftritt... | Fihren
Sie dann folgende Schritte aus...

al
Ausgefallene zugewiesene Laufwerke

al
Ein Grund fir den Fehler kdonnte sein, dass das Laufwerk nicht iber die
entsprechende Signatur verfigt. Stellen Sie sicher, dass es sich bei dem
betroffenen Laufwerk um ein autorisiertes Laufwerk handelt. Weitere
Informationen erhalten Sie vom technischen Support.

Stellen Sie beim Austausch eines Laufwerks sicher, dass das Ersatzlaufwerk



eine Kapazitédt hat, die der des ausgefallenen Laufwerks entspricht oder
groBer ist als das ausgefallene Laufwerk, das Sie ersetzen.

Sie koénnen das ausgefallene Laufwerk ersetzen, wdhrend das Speicher-Array

I/0-Vorgdnge erhdlt

al

Prifen Sie das Speicher-Array

al

* Stellen Sie sicher, dass jedem Controller eine IP-Adresse zugewiesen
wurde.

* Stellen Sie sicher, dass alle an den Controller angeschlossenen Kabel
nicht beschéadigt sind.

* Stellen Sie sicher, dass alle Kabel fest angeschlossen sind.

al

Integrierte Hot-Spare-Laufwerke

al

Diese Fehlerbedingung muss korrigiert werden, bevor Sie die Firmware
aktualisieren konnen. Starten Sie System Manager und beheben Sie das
Problem mit dem Recovery Guru.

al
Unvollstandige Volume-Gruppen

al
Wenn eine oder mehrere Volume-Gruppen oder Disk Pools unvollstandig sind,
missen Sie diese Fehlerbedingung korrigieren, bevor Sie die Firmware
aktualisieren konnen. Starten Sie System Manager und beheben Sie das
Problem mit dem Recovery Guru.

al
Exklusive Vorgdnge \ (auBer Hintergrund-Medien/Paritdts-Scan\), die
derzeit auf Volume-Gruppen ausgefiihrt werden

al
Wenn ein oder mehrere exklusive Vorgadnge ausgefihrt werden, miissen die
Vorgange abgeschlossen sein, bevor die Firmware aktualisiert werden kann.
Uberwachen Sie den Fortschritt des Betriebs mit System Manager.
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al

Fehlende Volumes

al

Sie missen den fehlenden Datentrdgerzustand korrigieren, bevor die
Firmware aktualisiert werden kann. Starten Sie System Manager und beheben
Sie das Problem mit dem Recovery Guru.

al
Beide Controller befinden sich in einem anderen Zustand als optimal

al
Einer der Controller des Storage Arrays muss Aufmerksamkeit schenken.
Diese Bedingung muss korrigiert werden, bevor die Firmware aktualisiert
werden kann. Starten Sie System Manager und beheben Sie das Problem mit
dem Recovery Guru.

al

Falsche Informationen zur Speicherpartition zwischen Controller-
Objektgrafiken

al
Beim Validieren der Daten auf den Controllern ist ein Fehler aufgetreten.
Wenden Sie sich an den technischen Support, um dieses Problem zu ldsen.

al

Die SPM-Uberpriifung des Datenbank-Controllers schldgt fehl

al
Auf einem Controller ist ein Fehler bei der Zuordnung von
Speicherpartitionen zur Datenbank aufgetreten. Wenden Sie sich an den
technischen Support, um dieses Problem zu lodsen.

al
Uberpriifung der Konfigurationsdatenbank \ (Wenn vom Speicher-Array
unterstitzte Controller-Version\)

al
Auf einem Controller ist ein Fehler in der Konfigurationsdatenbank
aufgetreten. Wenden Sie sich an den technischen Support, um dieses Problem

zu losen.



a|
MEL-bezogene Prifungen
al
Wenden Sie sich an den technischen

al

In den letzten 7 Tagen wurden mehr
MEL-Ereignisse gemeldet

al
Wenden Sie sich an den technischen

al

In den letzten 7 Tagen wurden mehr
Ereignisse gemeldet

al
Wenden Sie sich an den technischen

al
In den letzten 7 Tagen wurden mehr
kritische MEL-Ereignisse gemeldet
al
Wenden Sie sich an den technischen

al

Support, um dieses Problem zu losen.

als 10 DDE-Informations—- oder kritische

Support, um dieses Problem zu lo&sen.

als 2 Seiten 2C kritische MEL-

Support, um dieses Problem zu losen.

als 2 heruntergestuften Drive Channel-

Support, um dieses Problem zu losen.

Mehr als 4 kritische MEL-Eintrdge in den letzten 7 Tagen

a|

Wenden Sie sich an den technischen

.Nachdem Sie fertig sind

Support, um dieses Problem zu losen.

Die Aktualisierung der Laufwerk-Firmware ist abgeschlossen. Sie konnen den

normalen Betrieb fortsetzen.

[[IDb69368ce075b5790ea690b5900£4cb29] 1]
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= Uberpriifen Sie die mdglichen Software- und Firmware-Upgrade-Fehler
rallow-uri-read:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]
Fehler kdénnen wahrend des Upgrades der Controller-Software oder der

Aktualisierung der Laufwerk-Firmware auftreten.

[cols="25h,~,~"]

I [

| Fehler beim Herunterladen der Firmware | Beschreibung | Empfohlene
MaBnahmen

al
Ausgefallene zugewiesene Laufwerke
al
Fehler beim Aktualisieren eines zugewiesenen Laufwerks im Speicher-Array.
al
Ein Grund fir den Fehler kdnnte sein, dass das Laufwerk nicht iber die
entsprechende Signatur verfiigt. Stellen Sie sicher, dass es sich bei dem
betroffenen Laufwerk um ein autorisiertes Laufwerk handelt. Weitere
Informationen erhalten Sie vom technischen Support.

Stellen Sie beim Austausch eines Laufwerks sicher, dass das Ersatzlaufwerk
eine Kapazitdt hat, die der des ausgefallenen Laufwerks entspricht oder
groBer ist als das ausgefallene Laufwerk, das Sie ersetzen.

Sie konnen das ausgefallene Laufwerk ersetzen, wadhrend das Speicher-Array
I/0-Vorgédnge erhdlt

al

Integrierte Hot-Spare-Laufwerke

al
Wenn das Laufwerk als Hot Spare gekennzeichnet ist und fir eine Volume-
Gruppe verwendet wird, schlagt der Firmware-Upgrade-Prozess fehl.

al
Diese Fehlerbedingung muss korrigiert werden, bevor Sie die Firmware
aktualisieren konnen. Starten Sie System Manager und beheben Sie das
Problem mit dem Recovery Guru.



al
Unvollstandige Volume-Gruppen

al
Wenn ein Laufwerk, das Teil einer Volume-Gruppe ist, umgangen, entfernt
oder nicht reagiert wird, wird es als unvollstédndige Volume-Gruppe
betrachtet. Eine unvollstédndige Volume-Gruppe verhindert Firmware-
Upgrades.

al
Wenn eine oder mehrere Volume-Gruppen oder Disk Pools unvollstdndig sind,
missen Sie diese Fehlerbedingung korrigieren, bevor Sie die Firmware
aktualisieren konnen. Starten Sie System Manager und beheben Sie das
Problem mit dem Recovery Guru.

al
Exklusive Vorgdnge (nicht fir Medien-/Paritdts-Scan im Hintergrund), die
derzeit auf Volume-Gruppen ausgefihrt werden

al

Die Firmware kann nicht aktualisiert werden, wenn exklusive Vorgédnge auf
einem Volume ausgefihrt werden.

al
Wenn ein oder mehrere exklusive Vorgdnge ausgefiihrt werden, miissen die
Vorgange abgeschlossen sein, bevor die Firmware aktualisiert werden kann.
Uberwachen Sie den Fortschritt des Betriebs mit System Manager.

al

Fehlende Volumes

al

Die Firmware kann nicht aktualisiert werden, wenn ein Volume fehlt.

al

Sie missen den fehlenden Datentrdgerzustand korrigieren, bevor die
Firmware aktualisiert werden kann. Starten Sie System Manager und beheben
Sie das Problem mit dem Recovery Guru.

al
Beide Controller befinden sich in einem anderen Zustand als optimal

al

Die Firmware kann nicht aktualisiert werden, wenn sich beide Controller in
einem anderen Zustand als optimal befinden.

al
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Einer der Controller des Storage Arrays muss Aufmerksamkeit schenken.
Diese Bedingung muss korrigiert werden, bevor die Firmware aktualisiert
werden kann. Starten Sie System Manager und beheben Sie das Problem mit

dem Recovery Guru.

al

Die SPM-Uberpriifung des Datenbank-Controllers schldgt fehl

al

Firmware kann nicht aktualisiert werden, da die Datenbank filir die
Speicherpartitionen-Zuordnungen beschadigt ist.

al
Auf einem Controller ist ein Fehler bei der Zuordnung von
Speicherpartitionen zur Datenbank aufgetreten. Wenden Sie sich an den
technischen Support, um dieses Problem zu ldsen.

al
Uberpriifung der Konfigurationsdatenbank (sofern von der Controller-Version
des Speicherarrays unterstiitzt)

al

Firmware kann nicht aktualisiert werden, da die Konfigurationsdatenbank
beschadigt ist.

al
Auf einem Controller ist ein Fehler in der Konfigurationsdatenbank
aufgetreten. Wenden Sie sich an den technischen Support, um dieses Problem

zu losen.

al
MEL-bezogene Priufungen
al
Die Firmware kann nicht aktualisiert werden, da das Ereignisprotokoll
Fehler enthalt.
al
Wenden Sie sich an den technischen Support, um dieses Problem zu ldsen.

al

In den letzten 7 Tagen wurden mehr als 10 DDE-Informations- oder kritische
MEL-Ereignisse gemeldet

al

Die Firmware kann nicht aktualisiert werden, da in den letzten sieben



Tagen mehr als 10 DDE-Informations- oder kritische MEL-Ereignisse gemeldet
wurden.

al
Wenden Sie sich an den technischen Support, um dieses Problem zu ldsen.

al

In den letzten 7 Tagen wurden mehr als 2 Seiten 2C kritische MEL-
Ereignisse gemeldet

al

Die Firmware kann nicht aktualisiert werden, da in den letzten sieben
Tagen mehr als zwei Seiten kritische MEL-Ereignisse auf 2C gemeldet
wurden.

al
Wenden Sie sich an den technischen Support, um dieses Problem zu ldsen.

al

In den letzten 7 Tagen wurden mehr als 2 heruntergestuften Drive Channel-
kritische MEL-Ereignisse gemeldet

al

Die Firmware kann nicht aktualisiert werden, da in den letzten sieben
Tagen mehr als zweil heruntergestuften wichtigen MEL-Ereignisse im
Laufwerkskanal gemeldet wurden.

al
Wenden Sie sich an den technischen Support, um dieses Problem zu ldsen.

al
Mehr als 4 kritische MEL-Eintrdge in den letzten 7 Tagen
al
Die Firmware kann nicht aktualisiert werden, da in den letzten sieben
Tagen mehr als vier kritische Ereignisprotokolleintrdge gemeldet werden.
al
Wenden Sie sich an den technischen Support, um dieses Problem zu ldsen.

al

Eine giltige Management-IP-Adresse ist erforderlich.
al

Fir diesen Vorgang ist eine gliltige Controller-IP-Adresse erforderlich.
al

Wenden Sie sich an den technischen Support, um dieses Problem zu l&sen.
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al

Der Befehl erfordert eine aktive Management-IP-Adresse fir jeden
Controller.

al

Fir diesen Vorgang ist fir jeden mit dem Speicher-Array verbundenen
Controller eine Controller-IP-Adresse erforderlich.

al

Wenden Sie sich an den technischen Support, um dieses Problem zu ldsen.

al
Nicht bearbeiteten Download-Dateityp zuriickgegeben.
al
Die angegebene Download-Datei wird nicht unterstitzt.
al
Wenden Sie sich an den technischen Support, um dieses Problem zu ldsen.

al

Beim Hochladen der Firmware ist ein Fehler aufgetreten.

al

Fehler beim Herunterladen der Firmware, da der Controller die Anforderung
nicht verarbeiten kann. Uberpriifen Sie, ob das Speicher-Array optimal ist,
und wiederholen Sie den Vorgang.

al

Falls dieser Fehler erneut auftritt, nachdem Uberprift wurde, ob das
Speicher-Array optimal ist, wenden Sie sich an den technischen Support, um
dieses Problem zu beheben.

al
Wahrend der Firmware-Aktivierung ist ein Fehler aufgetreten.

al

Die Firmware-Aktivierung ist fehlgeschlagen, da der Controller die
Anforderung nicht verarbeiten kann. Uberpriifen Sie, ob das Speicher-Array
optimal ist, und wiederholen Sie den Vorgang.

al
Falls dieser Fehler erneut auftritt, nachdem Uberprift wurde, ob das
Speicher-Array optimal ist, wenden Sie sich an den technischen Support, um
dieses Problem zu beheben.



al
Zeitiiberschreitung beim Warten auf Neustart des Controllers \{0} erreicht.
al
Die Managementsoftware kann nach einem Neubooten keine Verbindung mit dem
Controller \{0} herstellen. Uberpriifen Sie, ob ein einsatzbereiter
Verbindungspfad zum Speicher-Array vorhanden ist, und versuchen Sie den
Vorgang erneut, falls der Vorgang nicht erfolgreich abgeschlossen wurde.
al
Falls dieser Fehler erneut auftritt, nachdem Uberprift wurde, ob das
Speicher-Array optimal ist, wenden Sie sich an den technischen Support, um

dieses Problem zu beheben.

p—
Einige dieser Bedingungen konnen Sie mit dem Recovery Guru in System
Manager korrigieren. Unter bestimmten Bedingungen miissen Sie sich jedoch
unter Umstdnden an den technischen Support wenden. Die Informationen zum
Herunterladen der neuesten Controller-Firmware finden Sie im Speicher-
Array. Diese Information hilft dem technischen Support, die
Fehlerbedingungen zu verstehen, die ein Firmware-Upgrade und -Download

verhindern.

:leveloffset: -1

= FAQs

:leveloffset: +1

[[IDaB82d62e28633d8eldbe00aafl140bb35d] ]

= Welche Daten sammle ich?

:allow-uri-read:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1ead"]

Die AutoSupport-Funktion und die manuelle Support-Datenerfassung bieten
Moglichkeiten zum Erfassen von Daten in einem Kunden-Support Bundle zur
Remote-Fehlerbehebung und Problemanalyse durch den technischen Support.

Das Customer Support Bundle sammelt alle Arten von Informationen zum
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Storage Array in einer einzigen komprimierten Datei. Die erfassten
Informationen umfassen physische Konfiguration, logische Konfiguration,
Versionsinformationen, Ereignisse, Log-Dateien, Und Performance-Daten. Die
Informationen werden nur vom technischen Support verwendet, um Probleme

mit dem Storage-Array zu losen.

[[IDaf94376427480343415323ec2ccedlcc]]

= Was zeigt mir unlesbare Sektoren Daten?
rallow-uri-read:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]
Sie koénnen detaillierte Daten idber unlesbare Sektoren anzeigen, die auf

den Laufwerken in Ihrem Speicher-Array erkannt wurden.

Das unlesbare Sektoren-Log zeigt zuerst den zuletzt unlesbaren Sektor an.
Das Protokoll enthdlt die folgenden Informationen zu den Volumes, die die
unlesbaren Sektoren enthalten. Die Felder sind sortischbar.

[cols="25h,~"]
|
|

Feld | Beschreibung

al
Betroffenes Volume

al

Zeigt die Beschriftung des Volumens an. Wenn ein fehlendes Volume
unlesbare Sektoren enthdlt, wird fiir das fehlende Volume die World Wide
Identifier angezeigt.

al

Logical Unit Number (LUN)

al

Zeigt die LUN fir das Volume. Wenn auf dem Volume keine LUN vorhanden ist,
wird im Dialogfeld ,NAY angezeigt.

a|
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Zugewiesen Zu

al

Zeigt die Hosts oder Host-Cluster, die Zugriff auf das Volume haben. Wenn
ein Host, Host-Cluster oder sogar ein Standardcluster auf das Volume nicht
zugreifen kann, wird im Dialogfeld ,NAY“ angezeigt.

Um weitere Informationen zu den unlesbaren Sektoren zu erhalten, klicken

Sie auf das Pluszeichen (+) neben einem Volume.

[cols="25h,~"]

| Feld | Beschreibung

al

Datum/Uhrzeit

al

Zeigt das Datum und die Uhrzeit an, zu der der unlesbare Sektor erkannt
wurde.

al
Logische Block-Adresse Des Volume
al
Zeigt die logische Blockadresse (LBA) des Volumes an.

al

Position Des Laufwerks

al

Zeigt das Festplatten-Shelf, die Schublade (wenn Ihr Festplatten-Shelf
Schubladen aufweist) und den Auflageort des Laufwerks an.

al

Logische Blockadresse Des Laufwerks
al

Zeigt die LBA des Laufwerks an.

al
Fehlertyp
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al
Zeigt einen der folgenden Fehlertypen an:

* *Physical* -- Ein Fehler beim physischen Medium.

* *Logisch* -- Ein Lesefehler an anderer Stelle im Stripe, der unlesbare
Daten verursacht. Zum Beispiel ein unlesbarer Sektor aufgrund von
Medienfehlern an anderer Stelle im Volumen.

* * Inkonsistente* -- inkonsistente Redundanzdaten.

* *Data Assurance* -- Ein Data Assurance-Fehler.

[[IDd2243cad0822158be84058e0ab47ba57] ]

= Was ist ein Gesundheitsbild?

:allow-uri-read:
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[role="1lead"]

Ein Systemzustand-Image ist ein Rohdaten-Dump des Prozessorspeichers des
Controllers, mit dem der technische Support ein Problem mit einem
Controller diagnostizieren kann.

Die Firmware generiert automatisch ein Systemzustand-Image, wenn bestimmte
Fehler erkannt werden. Bei bestimmten Fehlerbehebungsszenarios kann der
technische Support anfordern, dass Sie die Datei fir das Systemzustand

abrufen und an sie senden.

[[ID0O40a8bbabbe9e7e6fdab6d945£3847b8] ]

= Was tun die AutoSupport-Funktionen?
rallow-uri-read:

:icons: font
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:imagesdir: {root path}{relative path}../media/

[role="1ead"]
Die AutoSupport Funktion besteht aus drei separaten Funktionen, die

separat aktiviert werden konnen.

56



* *Basic AutoSupport* -- ermdglicht IThrem Speicherarray die automatische
Erfassung und Ubermittlung von Daten an den technischen Support.

* *AutoSupport OnDemand* -- ermdglicht technischen Support, bei Bedarf
eine erneute Ubertragung eines friheren AutoSupport Dispatch zur
Fehlerbehebung anzufordern. Sidmtliche Ubertragungen werden vom Storage
Array aus initiiert, nicht vom AutoSupport Server. Das Storage Array
Uberprift in regelmdligen Abstdnden mit dem AutoSupport Server, um zu
ermitteln, ob es noch ausstehende Neuilibertragungsanfragen gibt und
entsprechend darauf reagiert.

* *Ferndiagnose* -- ermdglicht technischen Support, bei Bedarf einen
neuen, aktuellen AutoSupport-Dispatch zur Fehlerbehebung anzufordern.
Samtliche Ubertragungen werden vom Storage Array aus initiiert, nicht vom
AutoSupport Server. Das Storage-Array Uberprift in regelmdligen Abstanden
mit dem AutoSupport Server, um zu ermitteln, ob ausstehende neue Anfragen
zu bestehen und entsprechend darauf zu reagieren.

[[ID67962a152ed0b89%ef00900dd3391034e]]

= Welche Datentypen werden Uber die AutoSupport Funktion erfasst?
rallow-uri-read:
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:imagesdir: {root path}{relative path}../media/

[role="1lead"]

Die AutoSupport-Funktion enthdlt drei standardmdBRige Entsendungstypen:
Ereignispatches, geplante Dispatches sowie On-Demand- und Remote-Diagnose-
Patches.

Die AutoSupport-Daten enthalten keine Benutzerdaten.

* *Event-Entsendungen*

+

Wenn Ereignisse auf dem System auftreten, die iber proaktive
Benachrichtigungen an den technischen Support verfiligen, sendet die
AutoSupport Funktion automatisch einen Event-ausgeldsten Dispatch.

+
** Wird gesendet, wenn ein Support-Ereignis auf dem verwalteten Speicher-
Array auftritt.

** In diesem Service wird eine umfassende Ubersicht iiber die Ereignisse
zum Zeitpunkt des Ereignisses des Storage-Arrays erstellt.
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* *Geplante Entsendungen*
_.|_
Die AutoSupport-Funktion sendet automatisch mehrere Entsendungen nach

einem regelmédBigen Zeitplan.

+
** *Tdgliche Dispatches* -- wird in einem vom Benutzer konfigurierbaren
Zeitintervall einmal tdglich gesendet. Enthadlt die aktuellen
Systemereignisprotokolle und Performance-Daten.

**% *Wochentlich Dispatches* -- wird einmal wochentlich in einem vom
Benutzer konfigurierbaren Zeitintervall und Tag gesendet. EinschlieRlich
Konfigurations- und Systemstatus-Informationen.

* *AutoSupport OnDemand und Remote Diagnostics Dispatches*

+

** *AutoSupport OnDemand* -- ermdglicht technischen Support, bei Bedarf
eine erneute Ubertragung eines friheren AutoSupport Dispatch zur
Fehlerbehebung anzufordern. Sadmtliche Ubertragungen werden vom Storage
Array aus initiiert, nicht vom AutoSupport Server. Das Storage Array
Uberprift in regelmdfligen Abstdnden mit dem AutoSupport Server, um zu
ermitteln, ob es noch ausstehende Neulbertragungsanfragen gibt und
entsprechend darauf reagiert.

** *Ferndiagnose* -- ermdglicht technischen Support, bei Bedarf einen
neuen, aktuellen AutoSupport-Dispatch zur Fehlerbehebung anzufordern.
Samtliche Ubertragungen werden vom Storage Array aus initiiert, nicht vom
AutoSupport Server. Das Storage-Array iUberprift in regelmdfligen Abstadnden
mit dem AutoSupport Server, um zu ermitteln, ob ausstehende neue Anfragen
zu bestehen und entsprechend darauf zu reagieren.

[[ID3e62c86dd72e98e50e18e6fa6889dand] ]

= Wie konfiguriere ich die Bereitstellungsmethode fir die AutoSupport-
Funktion?

rallow-uri-read:
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Die AutoSupport-Funktion unterstitzt die Protokolle HTTPS, HTTP und SMTP
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fiir den Einsatz von AutoSupport-Patches fiir den technischen Support.

.Bevor Sie beginnen

* Die AutoSupport-Funktion muss aktiviert sein. Sie sehen, ob die Funktion
auf der Seite AutoSupport aktiviert ist.

* Ein DNS-Server muss in IThrem Netzwerk installiert und konfiguriert sein.
Die DNS-Server-Adresse muss 1n System Manager konfiguriert sein (diese
Aufgabe ist auf der Seite Hardware verfigbar).

.Uber diese Aufgabe
Uberpriifen Sie die verschiedenen Protokolle:

* *HTTPS* -- ermdglicht Thnen die direkte Verbindung mit dem Ziel-
technischen Support-Server Uber HTTPS. Wenn Sie AutoSupport OnDemand oder
Remote-Diagnose aktivieren mochten, muss die AutoSupport-
Bereitstellungsmethode auf HTTPS gesetzt werden.

* *HTTP* -- ermdglicht Thnen die direkte Verbindung mit dem Ziel-
technischen Support-Server Uber HTTP.

* *E-Mail* -- ermd6glicht Thnen, einen E-Mail-Server als Liefermethode fir
das Senden von AutoSupport-Entsendungen zu verwenden.

[NOTE ]

*Unterschiede zwischen den HTTPS/HTTP- und E-Mail-Methoden*. Die E-Mail-
Bereitstellungsmethode, die SMTP verwendet, hat einige wichtige
Unterschiede zu den HTTPS- und HTTP-Bereitstellungsmethoden. Erstens ist
die GroBe der Dispatches fiir die E-Mail-Methode auf 5 MB begrenzt, was
bedeutet, dass einige ASUP Datensammlungen nicht versendet werden.
Zweitens ist die Funktion AutoSupport OnDemand nur fir HTPP- und HTTPS-
Methoden verfigbar.

.Schritte
Wahlen Sie MENU:Support|[Support Center > AutoSupport].
Wahlen Sie *AutoSupport-Bereitstellungsmethode konfigurieren*.
+
Es wird ein Dialogfeld angezeigt, in dem die Versandmethoden aufgefihrt

sind.

Wahlen Sie die gewlinschte Liefermethode aus, und wahlen Sie dann die
Parameter flir diese Bereitstellungsmethode aus. Fihren Sie einen der
folgenden Schritte aus:

+
** Wenn Sie HTTPS oder HTTP ausgewdahlt haben, wdhlen Sie einen der
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folgenden Bereitstellungsparameter aus:

+

*** *Direkt* -- dieser Lieferparameter ist die Standardauswahl. Wenn Sie
diese Option auswéhlen, konnen Sie mithilfe des HTTPS- oder HTTP-
Protokolls direkt eine Verbindung zum technischen Zielsystem herstellen.
**x *Upber Proxy Server* -- mit dieser Option kdénnen Sie die HTTP Proxy-
Serverdetails angeben, die fiir die Verbindung mit dem technischen
Zielunterstitzungssystem erforderlich sind. Sie missen die Host-Adresse
und die Portnummer angeben. Sie missen jedoch nur die Details zur Host-
Authentifizierung (Benutzername und Passwort) eingeben, falls
erforderlich.

***x *(Jper Proxy Auto-Configuration Script (PAC)* -- Geben Sie den
Speicherort einer PAC-Skriptdatei (Proxy Auto-Configuration) an. Mit einer
PAC-Datei kann das System automatisch den entsprechenden Proxyserver
auswéhlen, um eine Verbindung mit dem technischen Zielunterstitzungssystem

herzustellen.

** Wenn Sie E-Mail ausgewd&hlt haben, geben Sie die folgenden Informationen
ein:

+

*** Die E-Mail-Server-Adresse als vollstdndig qualifizierter Domain-Name,
IPv4-Adresse oder IPvb6-Adresse.

*** Die E-Mail-Adresse, die im Feld ,von“ der AutoSupport-Entsendmail
angezeigt wird.

***% *QOptional; wenn Sie einen Konfigurationstest durchfiihren mochten.* Die
E-Mail-Adresse, an die eine Bestdtigung gesendet wird, wenn das
AutoSupport System den Test-Dispatch empfangt.

*** Wenn Sie Nachrichten verschliisseln moéchten, wdhlen Sie *SMTPS* oder
*STARTTLS* fiir den Verschliisselungstyp aus, und wdhlen Sie dann die
Portnummer fir verschliisselte Nachrichten aus. Wadhlen Sie andernfalls *
Keine*.

*** Geben Sie bei Bedarf einen Benutzernamen und ein Kennwort fir die
Authentifizierung mit dem ausgehenden Absender und dem E-Mail-Server ein.

Klicken Sie auf *Testkonfiguration*, um die Verbindung zum Server des
technischen Supports mit den angegebenen Lieferparametern zu testen. Wenn
Sie die AutoSupport On-Demand-Funktion aktiviert haben, testet das System
auch die Verbindung fir die AutoSupport OnDemand-
Entsendungsbereitstellung.

+
Wenn der Konfigurationstest fehlschlagt, Uberpriifen Sie Ihre
Konfigurationseinstellungen, und fihren Sie den Test erneut aus. Wenden
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Sie sich an den technischen Support, wenn der Test weiterhin fehlschléagt.

Klicken Sie Auf *Speichern*.

[[ID1883fb66155868f7831ff11707ee25e4]]

= Was sind Konfigurationsdaten?
rallow-uri-read:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]
Wenn Sie Konfigurationsdaten erfassen auswdhlen, speichert das System den
aktuellen Status der RAID-Konfigurationsdatenbank.

Die RAID-Konfigurationsdatenbank umfasst alle Daten fir Volume-Gruppen und
Festplatten-Pools auf dem Controller. Die Funktion zum Erfassen von
Konfigurationsdaten speichert die gleichen Informationen wie der CLI-
Befehl filir "save storageArray dbmDatabase .

[[ID57e90242cc6fdbb211373997elbfb7a5]]

= Was muss ich vor einem Upgrade der SANtricity OS Software beachten?
:allow-uri-read:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]
Bevor Sie die Software und Firmware des Controllers aktualisieren, sollten

Sie diese Elemente beachten.

* Sie haben das Dokument und die Datei gelesen “readme.txt  und
festgestellt, dass Sie die Aktualisierung durchfihren mdchten.

* Sie wissen, ob Sie Ihre IOM-Firmware aktualisieren mochten.

+

In der Regel sollten Sie alle Komponenten gleichzeitig aktualisieren. Sie
kénnen jedoch entscheiden, die IOM-Firmware nicht zu aktualisieren, wenn
Sie sie nicht als Teil des Upgrades der SANtricity OS Controller Software
aktualisieren mochten oder wenn Sie vom technischen Support aufgefordert
wurden, Ihre IOM-Firmware herunterzustufen (Sie kdnnen nur die Firmware
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Uber die Befehlszeilenschnittstelle herunterstufen).

* Sie wissen, ob Sie die NVSRAM-Controller-Datei aktualisieren mdchten.

+

In der Regel sollten Sie alle Komponenten gleichzeitig aktualisieren. Sie
entscheiden sich jedoch moglicherweise nicht, die NVSRAM-Controller-Datei
zu aktualisieren, wenn TIhre Datei entweder gepatcht wurde oder eine
benutzerdefinierte Version ist und Sie sie nicht lUberschreiben méchten.

* Sie wissen, ob Sie jetzt oder spadter aktivieren mochten.
_I_

Grinde fir eine spdtere Aktivierung sind u. a.:

+
** *Tageszeit* -- die Aktivierung der Software und Firmware kann eine
lange Zeit dauern, so dass Sie moglicherweise warten mdchten, bis I/0-
Lasten leichter sind. Der Controller-Failover wahrend der Aktivierung,
sodass die Performance moglicherweise niedriger ist als iblich, bis das
Upgrade abgeschlossen ist.

**% *Paketyp* -- moglicherweise mochten Sie die neue Software und Firmware
auf einem Speicher-Array testen, bevor Sie die Dateien auf anderen
Speicher-Arrays aktualisieren.

Diese Komponenten sind Bestandteil des Upgrades der SANtricity OS
Controller Software:

* *Management Software* -- System Manager ist die Software, die das
Speicher-Array verwaltet.

* *Controller-Firmware* -- Controller-Firmware verwaltet den I/O zwischen
Hosts und Volumes.

* *Controller NVSRAM* -- Controller NVSRAM ist eine Controller-Datei, die
die Standardeinstellungen fir die Controller angibt.

* *TOM-Firmware* -- die I/O-Modul-Firmware (IOM) verwaltet die Verbindung
zwischen einem Controller und einem Festplatten-Shelf. Es iberwacht auch
den Status der Komponenten.

* *Supervisor Software* -- Supervisor Software ist die virtuelle Maschine
auf einem Controller, in dem die Software ausgefihrt wird.

Im Rahmen des Upgrades muss mdglicherweise auch der Multipath-/Failover-
Treiber und/oder der HBA-Treiber des Hosts aktualisiert werden, damit der
Host mit den Controllern korrekt interagieren kann.

[NOTE]



Um festzustellen, ob dies der Fall ist, siehe
https://mysupport.netapp.com/matrix["NetApp Interoperabilitdts-Matrix-
Tool""]

Wenn IThr Storage-Array nur einen Controller enthdlt oder kein Multipath-
Treiber installiert ist, beenden Sie die I/O-Aktivitdt des Storage-Arrays,
um Applikationsfehler zu vermeiden. Wenn Ihr Storage Array Uber zwei
Controller verfliigt und Sie einen Multipath-Treiber installiert haben,
miissen Sie die I/O-Aktivitat nicht stoppen.

CAUTION: Nehmen Sie widhrend des Upgrades keine Anderungen am Storage Array

vor.

[[IDc1le2795f22113a08d7752a2c509c0aad] ]

= Was muss ich wissen, bevor ich die automatische EAM-Synchronisierung
unterhalte?

rallow-uri-read:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]

Das Aussetzung der automatischen Synchronisierung von IOM verhindert, dass
die IOM-Firmware beim ndchsten Upgrade einer SANtricity OS-Controller-
Software aktualisiert wird.

Normalerweise werden Controller-Software und IOM-Firmware als Bundle
aktualisiert. Sie konnen die automatische EAM-Synchronisierung
unterbrechen, wenn Sie lber einen speziellen Build der IOM-Firmware
verfiigen, den Sie in IThrem Gehduse erhalten mochten. Andernfalls werden
Sie beim ndchsten Controller-Software-Upgrade auf die IOM-Firmware, die
mit der Controller-Software gebiindelt ist, zurickgesetzt.

[[IDf5de2204cb66b9c45f69033d558a26141]]

= Warum lduft mein Firmware-Upgrade so langsam voran?
rallow-uri-read:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/
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[role="1ead"]
Der Fortschritt des Firmware-Upgrades hdngt von der Gesamtlast des Systems
ab.

Sollte wahrend eines Online-Upgrades der Laufwerk-Firmware ein Volume-
Transfer wahrend des schnellen Rekonstruktionsvorgangs durchgefiihrt
werden, initiiert das System eine vollstdndige Rekonstruktion fur das
Ubertragene Volume. Dieser Vorgang kann sehr viel Zeit in Anspruch nehmen.
Die tatsédchliche komplette Rekonstruktionszeit hangt von mehreren Faktoren
ab, einschlieBlich der Menge der I/O-Aktivitdten wahrend des
Rekonstruktionsvorgangs, der Anzahl der Laufwerke in der Volume-Gruppe,
der Einstellung fir die Prioritat bei der Wiederherstellung und der
Laufwerk-Performance.

[[ID8cdf2a8cab78dal%dcco7a5a20dd77e94] ]

= Was muss ich vor dem Aktualisieren der Laufwerk-Firmware beachten?
rallow-uri-read:

:icons: font

:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]

Achten Sie vor dem Aktualisieren der Laufwerk-Firmware auf diese Elemente.

* Als VorsichtsmaBnahme erstellen Sie Ihre Daten mittels Disk-to-Disk
Backup, Volume-Kopie (in einer Volume-Gruppe, die nicht von der geplanten
Firmware-Aktualisierung betroffen ist) oder einer Remote-Spiegelung.

* Moglicherweise méchten Sie nur einige wenige Laufwerke aktualisieren, um
das Verhalten der neuen Firmware zu testen, um sicherzustellen, dass sie
ordnungsgemdl funktioniert. Wenn die neue Firmware ordnungsgemal
funktioniert, aktualisieren Sie die verbleibenden Laufwerke.

* Wenn Laufwerke ausgefallen sind, beheben Sie sie, bevor Sie das
Firmware-Upgrade starten.

* Wenn die Laufwerke offline aktualisiert werden konnen, stoppen Sie die
I/0-Aktivitdt aller Volumes, die mit den Laufwerken verbunden sind. Wenn
die I/O-Aktivit&dt angehalten ist, konnen keine Konfigurationsvorgdnge fir
diese Volumes durchgefihrt werden.

* Entfernen Sie wahrend des Upgrades der Laufwerk-Firmware keine
Laufwerke.

* Nehmen Sie wdhrend des Upgrades der Laufwerk-Firmware keine

Konfigurationsanderungen am Speicher-Array vor.
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[[ID2fae9%4cc2a7bf92d020044453254cd811] ]

= Wie wahle ich die Art des Upgrades aus-?
:allow-uri-read:
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:relative path: ./sm-support/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]
Je nach Status des Pools oder der Volume-Gruppe wahlen Sie die Art des
Upgrades, die auf dem Laufwerk ausgefiihrt werden soll.

* *Online*

+

Wenn der Pool oder die Volume-Gruppe Redundanz unterstitzt und optimal
ist, kénnen Sie die Online-Methode verwenden, um die Festplatten-Firmware
zu aktualisieren. Die Online-Methode ladt Firmware herunter, wahrend das
Speicherarray I/0_ zu den zugehdrigen Volumes verarbeitet, die diese
Laufwerke verwenden. Sie miissen die I/0-Vorgdnge fiir die zugehdrigen
Volumes, die diese Laufwerke verwenden, nicht anhalten. Diese Laufwerke
werden nacheinander auf die Volumes aktualisiert, die mit den Laufwerken
verbunden sind. Wenn das Laufwerk einem Pool oder einer Volume-Gruppe
nicht zugewiesen ist, kann seine Firmware tilber die Online- oder Offline-
Methode aktualisiert werden. Die Systemleistung kann beeintrachtigt
werden, wenn Sie die Online-Methode zur Aktualisierung der Laufwerk-

Firmware verwenden.

* *Qffline*

+

Wenn der Pool oder die Volume-Gruppe keine Redundanz unterstitzt (RAID O0)
oder sich beeintrdchtigt, missen Sie die Offline-Methode verwenden, um die
Laufwerk-Firmware zu aktualisieren. Die Offline-Methode fiihrt ein Upgrade
der Firmware nur durch, wdhrend alle I/O-Aktivitdten zu den zugehoérigen
Volumes, die diese Laufwerke verwenden, angehalten werden. Sie miissen alle
I/0-Vorgédnge flir alle zugehdrigen Volumes beenden, die diese Laufwerke
verwenden. Wenn das Laufwerk einem Pool oder einer Volume-Gruppe nicht
zugewiesen ist, kann seine Firmware durch die Online- oder Offline-Methode
aktualisiert werden.

:leveloffset: -1
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