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Pools und Volume-Gruppen

Erfahren Sie mehr uber Pools und Volume-Gruppen im
SANTtricity System Manager

Sie konnen logische Speicherkapazitat von einer Untermenge nicht zugewiesener
Laufwerke in Ihrem Speicher-Array erstellen. Diese logische Kapazitat kann je nach den
Anforderungen Ihrer Umgebung in Form eines Pools oder einer Volume-Gruppe erfolgen.
Was sind Pools und Volume-Gruppen?

Ein Pool ist ein Satz von logisch gruppierten Laufwerken. Eine Volume-Gruppe ist ein Container fiir Volumes
mit gemeinsam genutzten Merkmalen. Sie kdnnen entweder einen Pool oder eine Volume-Gruppe verwenden,
um Volumes zu erstellen, auf die ein Host zugreifen kann.

Weitere Informationen:

 "Funktionsweise von Pools und Volume-Gruppen"”
» "Terminologie der Kapazitat"

» "Entscheiden Sie, ob ein Pool oder eine Volume-Gruppe verwendet werden soll"

Wie erstellen Sie Pools?

System Manager kann es erlauben, Pools automatisch zu erstellen, wenn sie nicht zugewiesene Kapazitaten
in einem Speicher-Array erkennt. Wenn die automatische Erstellung die beste Konfiguration nicht bestimmen
kann, kénnen Sie Pools manuell aus dem Meni:Storage[Pools & Volume Groups] erstellen.

Weitere Informationen:

+ "Automatische Erstellung von Pools gegentber manueller Poolanlage"

* "Pool automatisch erstellen”

* "Pool manuell erstellen”

« "Hinzufligen von Kapazitat zu einem Pool oder einer Volume-Gruppe"
Wie erstellen Sie Volume-Gruppen?
Sie kénnen Volume-Gruppen aus dem Menu:Storage[Pools & Volume Groups] erstellen.
Weitere Informationen:

* "Erstellen einer Volume-Gruppe"

* "Hinzufugen von Kapazitat zu einem Pool oder einer Volume-Gruppe"

Verwandte Informationen

Erfahren Sie mehr liber Konzepte in Zusammenhang mit Pools und Volume-Gruppen:

* "Funktionsweise von reservierter Kapazitat"



* "Funktionsweise von SSD Cache"

Konzepte

Funktionsweise von Pools und Volume-Gruppen in der SANtricity-Software

Um Speicher bereitzustellen, erstellen Sie entweder einen Pool oder eine Volume-
Gruppe, die die Festplatten (HDD) oder Solid State Disk (SSD) Laufwerke enthalten, die
Sie in lhrem Speicher-Array verwenden mdchten.

Physische Hardware wird in logischen Komponenten bereitgestellt, sodass Daten organisiert und einfach
abgerufen werden kénnen. Es werden zwei Arten von Gruppierungen unterstitzt:

* Pools

* RAID-Volume-Gruppen
Pools und Volume-Gruppen sind die obersten Storage-Einheiten in einem Storage Array: Sie teilen die
Kapazitat von Laufwerken in einfach zu verwaltende Abteilungen. Innerhalb dieser logischen Unterteilungen

sind die einzelnen Volumes oder LUNSs, in denen die Daten gespeichert werden. Dieses Konzept wird in der
folgenden Abbildung dargestellt.

" Host-LUNSs; 2 Volumes; ® Volume-Gruppen oder Pools; * HDD- oder SSD-Laufwerke

Wenn ein Storage-System implementiert wird, missen die verschiedenen Hosts Uber die verfligbare
Laufwerkskapazitat verfligen:

* Erstellen von Pools oder Volume-Gruppen mit ausreichender Kapazitat

» Flgen Sie die Anzahl der erforderlichen Laufwerke hinzu, um den Performance-Anforderungen des Pools
oder der Volume-Gruppe zu entsprechen

« Wahlen Sie die gewlinschte RAID-Schutzstufe (bei Nutzung der Volume-Gruppen) aus, um den
spezifischen geschaftlichen Anforderungen gerecht zu werden

Es kdnnen zwar Pools oder Volume-Gruppen auf demselben Speichersystem vorhanden sein, ein Laufwerk
kann jedoch nicht mehr als ein Pool oder eine Volume-Gruppe umfassen. Volumes, die Hosts flur I/O-Vorgange



zur Verfligung gestellt werden, werden dann unter Verwendung des Speicherplatzes im Pool oder der Volume-
Gruppe erstellt.

Pools

Pools wurden entwickelt, um physische Festplatten in einem grof3en Storage-Bereich zu aggregieren und
bieten dafir besseren RAID-Schutz. Ein Pool erstellt viele virtuelle RAID-Satze von der Gesamtzahl der
Laufwerke, die dem Pool zugewiesen sind. Dabei werden die Daten gleichmaRig auf alle teilnehmenden
Laufwerke verteilt. Wenn ein Laufwerk verloren geht oder hinzugeftigt wird, verteilt System Manager die Daten
dynamisch Uber alle aktiven Laufwerke hinweg.

Pools funktionieren als weitere RAID-Ebene und virtualisieren die zugrunde liegende RAID-Architektur, um die
Performance und Flexibilitat bei Aufgaben wie Neuaufbau, Laufwerkserweiterung und Handhabung von
Laufwerksausfallen zu optimieren. System Manager legt den RAID-Level in einer Konfiguration mit 8+2
automatisch auf 6 fest (acht Datenfestplatten plus zwei Paritatslaufwerke).

Abstimmung des Laufwerks

Es besteht die Mdglichkeit, entweder HDDs oder SSDs zur Nutzung in Pools zur Verfligung zu stellen.
Allerdings mussen wie bei Volume-Gruppen alle Laufwerke im Pool dieselbe Technologie verwenden. Die
Controller wahlen automatisch aus, welche Laufwerke enthalten sollen. Sie missen daher sicherstellen, dass
Sie Uber eine ausreichende Anzahl an Laufwerken fir die von Ihnen gewahlte Technologie verfligen.

Verwalten ausgefallener Laufwerke

Pools haben eine minimale Kapazitat von 11 Laufwerken, aber die Kapazitat eines Laufwerks ist bei einem
Laufwerksausfall fur freie Kapazitat reserviert. Diese freie Kapazitat wird als ,Erhaltungskapazitat®
bezeichnet.

Wenn Pools erstellt werden, wird eine bestimmte Menge an Kapazitat fur den Notfall-Einsatz erhalten. Diese
Kapazitat wird in System Manager mit einer Anzahl von Laufwerken ausgedriickt, die eigentliche
Implementierung wird jedoch Uber alle Laufwerke hinweg verteilt. Die vorbehaltenen Kapazitdtsmengen
basieren auf der Anzahl der Laufwerke im Pool.

Nach der Erstellung des Pools kénnen Sie den Wert fir die unveranderte Kapazitat auf mehr oder weniger
Kapazitat andern oder sogar auf keine Speicherkapazitat einstellen (Wert von 0 Laufwerken). Die maximale
Kapazitat, die erhalten bleiben kann (ausgedriickt als Anzahl an Laufwerken), ist 10, die verfugbare Kapazitat
kann jedoch aufgrund der Gesamtzahl der Laufwerke im Pool kleiner sein.

Volume-Gruppen

Volume-Gruppen definieren, wie Kapazitat im Storage-System Volumes zugewiesen wird. Festplattenlaufwerke
sind in RAID-Gruppen eingeteilt und Volumes befinden sich tber die Laufwerke in einer RAID-Gruppe hinweg.
Aus diesem Grund identifizieren die Konfigurationseinstellungen der Volume-Gruppe, welche Laufwerke Teil
der Gruppe sind und welches RAID-Level verwendet wird.

Wenn Sie eine Volume-Gruppe erstellen, wahlen Controller automatisch die Laufwerke aus, die in die Gruppe
aufgenommen werden sollen. Sie missen manuell die RAID-Ebene fur die Gruppe auswahlen. Die Kapazitat
der Volume-Gruppe entspricht der Gesamtzahl der ausgewahlten Laufwerke, multipliziert mit ihrer Kapazitat.

Abstimmung des Laufwerks

Fir die Grolke und Performance missen die Laufwerke in der Volume-Gruppe Ubereinstimmen. Wenn in der
Volume-Gruppe kleinere und grofRere Laufwerke vorhanden sind, werden alle Laufwerke als die kleinste
KapazitatsgroRe erkannt. Wenn es langsamere und schnellere Laufwerke in der Volume-Gruppe gibt, werden



alle Laufwerke mit der langsamsten Geschwindigkeit erkannt. Diese Faktoren wirken sich auf die Performance
und die Gesamtkapazitat des Storage-Systems aus.

Es ist nicht méglich, unterschiedliche Laufwerktechnologien (HDD- und SSD-Laufwerke) miteinander zu
kombinieren. RAID 3, 5 und 6 sind auf maximal 30 Laufwerke begrenzt. RAID 1 und RAID 10 verwenden eine
Spiegelung, daher missen diese Volume-Gruppen eine gleichmaRige Anzahl an Festplatten aufweisen.

Verwalten ausgefallener Laufwerke

Volume-Gruppen verwenden Hot-Spare-Laufwerke als Standby, falls ein Laufwerk in RAID 1/10-, RAID 3-,
RAID 5- oder RAID 6-Volumes einer Volume-Gruppe ausfallt. Ein Hot-Spare-Laufwerk enthalt keine Daten und
fugt lhrem Speicher-Array eine weitere Ebene von Redundanz hinzu.

Wenn ein Laufwerk im Speicher-Array ausfallt, wird das Hot-Spare-Laufwerk automatisch durch das
ausgefallene Laufwerk ersetzt, ohne dass ein physischer Austausch erforderlich ist. Wenn das Hot-Spare-

Laufwerk verflgbar ist, wenn ein Laufwerk ausfallt, verwendet der Controller Redundanzdaten, um die Daten
von dem ausgefallenen Laufwerk auf dem Hot-Spare-Laufwerk zu rekonstruieren.

Erfahren Sie mehr lUber die Kapazitatsterminologie in der SANtricity-Software
Erfahren Sie, welche Kapazitatbedingungen sich auf Ihr Storage Array beziehen.

Storage-Objekte

In der folgenden Terminologie werden die verschiedenen Typen von Speicherobjekten beschrieben, die mit
Ihrem Speicher-Array interagieren kdnnen.

Storage Objekt Beschreibung
Host Ein Host ist ein Server, der I/O an ein Volume auf einem Storage-Array sendet.
LUN Eine Logical Unit Number (LUN) ist die Nummer, die dem Adressraum

zugewiesen ist, den ein Host fir den Zugriff auf ein Volume verwendet. Das
Volume wird dem Host als Kapazitat in Form einer LUN prasentiert.

Jeder Host verfiigt tiber seinen eigenen LUN-Adressraum. Daher kann dieselbe
LUN von unterschiedlichen Hosts fir den Zugriff auf verschiedene Volumes
verwendet werden.

Spiegelung der Eine gespiegelte Konsistenzgruppe ist ein Container fir ein oder mehrere
Konsistenzgruppe gespiegelte Paare. Fir asynchrone Spiegelungsvorgange missen Sie eine
Konsistenzgruppe erstellen.

Gespiegeltes Volume- Ein gespiegeltes Paar besteht aus zwei Volumes, einem primaren Volume und
Paar einem sekundéaren Volume.
Pool Ein Pool ist eine Reihe von Laufwerken, die logisch gruppiert sind. Mit einem Pool

kénnen Sie ein oder mehrere Volumes erstellen, auf die ein Host zugreifen kann.
(Sie erstellen Volumes entweder aus einem Pool oder einer Volume-Gruppe.)



Storage Objekt

Snapshot
Konsistenzgruppe

Snapshot-Gruppe

Snapshot Volume

Datenmenge

Volume-Gruppe

Storage-Kapazitat

Beschreibung

Eine Snapshot Konsistenzgruppe ist eine Sammlung von Volumes, die beim
Erstellen eines Snapshot Images als eine Einheit behandelt werden. Jedes dieser
Volumes verfligt Uber ein eigenes Snapshot-Image, jedoch werden alle Bilder
zum gleichen Zeitpunkt erstellt.

Eine Snapshot-Gruppe ist eine Sammlung von Snapshot Images aus einem
einzigen Basis-Volume.

Ein Snapshot-Volume ermdéglicht dem Host den Zugriff auf Daten im Snapshot
Image. Das Snapshot Volume verfligt Gber eine eigene reservierte Kapazitat, um
alle Anderungen am Basis-Volume ohne Beeintrachtigung des urspriinglichen
Snapshot Images zu speichern.

Ein Volume ist ein Container, in dem Applikationen, Datenbanken und
Filesysteme Daten speichern. Dies ist die logische Komponente, die erstellt wird,
damit der Host auf den Speicher des Speicherarrays zugreifen kann.

Eine Volume-Gruppe ist ein Container fur Volumes mit gemeinsamen Merkmalen.
Eine Volume-Gruppe verflgt Gber eine definierte Kapazitat und einen RAID-Level.
Sie kdnnen eine Volume-Gruppe verwenden, um ein oder mehrere Volumes zu
erstellen, auf die ein Host zugreifen kann. (Sie erstellen Volumes entweder aus
einer Volume-Gruppe oder aus einem Pool.)

In der folgenden Terminologie werden die verschiedenen Kapazitatstypen beschrieben, die auf lhrem Storage

Array verwendet werden.

Kapazitatstyp

Zugewiesene Kapazitat

Freie Kapazitat

Pool- oder Volume-
Gruppen-Kapazitat

Pool — nicht nutzbare
Kapazitat

Beschreibung

Zugewiesene Kapazitat ist die physische Kapazitat, die den Laufwerken in einem
Pool bzw. einer Volume-Gruppe zugewiesen ist.

Die zugewiesene Kapazitat wird zur Erstellung von Volumes und flr
Kopierdienste genutzt.

Freie Kapazitat ist die in einem Pool oder einer Volume-Gruppe verfligbare
Kapazitat, der der Volume-Erstellung noch nicht zugewiesen wurde.

Pool-, Volume- oder Volume-Gruppenkapazitat ist die Kapazitat in einem
Speicher-Array, das einem Pool oder einer Volume-Gruppe zugewiesen wurde.
Diese Kapazitat wird verwendet, um Volumes zu erstellen und die verschiedenen
Kapazitatsanforderungen von Services-Vorgangen und Storage-Objekten zu
warten.

Die nicht nutzbare Kapazitat im Pool ist der Speicherplatz in einem Pool, der
aufgrund von nicht Ubereinstimmenden LaufwerksgréRen nicht verwendet werden
kann.



Kapazitatstyp
Erhaltungskapazitat

Gemeldete Kapazitat

Reservierte Kapazitat

SSD Cache

Nicht zugewiesene
Kapazitat

Geschriebene Kapazitat

Beschreibung

Bei der Konservierung wird die Kapazitat (Anzahl der Laufwerke) verwendet, die
in einem Pool reserviert ist, um potenzielle Laufwerksausfalle zu unterstitzen.

Die gemeldete Kapazitat ist die Kapazitat, die dem Host gemeldet wird und vom
Host abgerufen werden kann.

Reservierte Kapazitat ist die zugewiesene physische Kapazitat, die fur jeden
Kopierdienst- und Storage-Objekt verwendet wird. Er ist nicht direkt vom Host
lesbar.

SSD Cache ist eine Gruppe von Solid-State Disk (SSD)-Laufwerken, die Sie
logisch in Ihrem Storage-Array zusammenfassen. Die SSD Cache Funktion
speichert die am haufigsten verwendeten Daten (,heiRe“ Daten) im Cache auf
SSD-Laufwerken mit niedrigerer Latenz und beschleunigt dadurch Applikations-
Workloads dynamisch.

Nicht zugewiesene Kapazitat ist der Speicherplatz in einem Speicher-Array, dem
ein Pool oder eine Volume-Gruppe nicht zugewiesen wurde.

Die geschriebene Kapazitat ist die Menge an Kapazitat, die aus der fur Thin
Volumes zugewiesenen reservierten Kapazitat geschrieben wurde.

Erfahren Sie mehr lGiber Pools und Volume-Gruppen in der SANtricity-Software

Sie kdnnen Volumes entweder mit einem Pool oder einer Volume-Gruppe erstellen. Die
beste Auswahl hangt in erster Linie von den wichtigsten Storage-Anforderungen wie dem
erwarteten 1/0O-Workload, den Performance-Anforderungen und den
Datensicherungsanforderungen ab.

Griinde fiir die Auswahl eines Pools oder einer Volume-Gruppe

Wahlen Sie einen Pool

* Wenn Sie schnellere Laufwerk-Rebuilds und eine vereinfachte Storage-Administration bendtigen,
benotigen Sie Thin Volumes und/oder einen hochzufalligen Workload.

» Wenn Sie die Daten fur jedes Volume zufallig Uber einen Satz von Laufwerken verteilen méchten, die

diesen Pool bilden.

Sie kdnnen den RAID-Level von Pools oder Volumes in den Pools nicht festlegen oder andern. Pools
verwenden RAID Level 6.

Wabhlen Sie eine Volume-Gruppe

* Wenn Sie die maximale Netzwerkbandbreite des Systems bendtigen, die Moglichkeit zur Anpassung von
Storage-Einstellungen und einen stark sequenziellen Workload bendtigen.

* Wenn Sie die Daten basierend auf RAID-Level tber die Laufwerke verteilen mochten. Sie konnen den
RAID-Level beim Erstellen der Volume-Gruppe angeben.



* Wenn Sie die Daten fir jedes Volume sequenziell Gber die Laufwerke schreiben méchten, die die Volume-

Gruppe umfassen.

®

Funktionsunterschiede zwischen Pools und Volume-Gruppen

Da Pools mit Volume-Gruppen nebeneinander bestehen kdnnen, kann ein Storage-Array sowohl
Pools als auch Volume-Gruppen enthalten.

Die folgende Tabelle bietet einen Funktionsvergleich zwischen Volume-Gruppen und Pools.

Nutzung
Zufalliger Workload

Sequenzieller Workload

Laufwerks-Rebuild-Zeit

Performance (optimaler Modus)

Performance (Laufwerks-Rebuild-
Modus)

Mehrere Laufwerke ausfallen

Hinzufigen von Laufwerken

Thin Volumes-Unterstiitzung

Unterstiitzung von Solid State Disk

(SSD

Vereinfachte Administration

Abstimmbare Performance

Pool

Besser

Gut

Schneller

Gut: Am besten flr kleine Blocke,
zufallige Workloads.

Besser: In der Regel besser als
RAID 6

Hohere Datensicherung:
Schnellere, priorisierte Rebuilds

Schneller: Bei laufendem Betrieb in
den Pool aufnehmen

Ja.

Ja.

Ja: Keine Hot Spares oder RAID-
Einstellungen zu konfigurieren

Nein

Volume-Gruppe

Gut

Besser

Langsamer

Gut: Ideal fur groRe Blocke,
sequenzielle Workloads

Verschlechtert: Bis zu 40 %
Leistungsrickgang

Weniger Datensicherung:
Langsame Rebuilds, héheres
Risiko von Datenverlust

Langsamer: Erfordert dynamische
Kapazitatserweiterung

Nein

Ja.

Nein: Wir missen Hot Spares
zuweisen, RAID konfigurieren

Ja.

Funktionsvergleich der Pools und Volume-Gruppen

Die Funktion und der Zweck eines Pools und einer Volume-Gruppe sind gleich. Beide Objekte sind eine
Gruppe von Laufwerken, die in einem Storage-Array logisch gruppiert sind und dazu verwendet werden,
Volumes zu erstellen, auf die ein Host zugreifen kann.

Die folgende Tabelle hilft Ihnen bei der Entscheidung, ob ein Pool oder eine Volume-Gruppe lhre Storage-
Anforderungen am besten erflllt.



Funktion

Unterschiedliche unterstltzte
RAID-Level

Unterstutzung von Thin Volumes

Unterstiitzung von vollstandiger
Festplattenverschliisselung (Full
Disk Encryption, FDE)

Data Assurance (da) wird
unterstitzt

Schutz vor Shelf-Verlust unterstitzt

Schubladenschutz unterstltzt

Unterstuitzung fir gemischte
Laufwerksgeschwindigkeiten

Kapazitat gemischter Laufwerke
wird unterstutzt

Mindestanzahl an Laufwerken

Maximale Anzahl an Laufwerken

Bei der Erstellung eines Volumes
kdnnen einzelne Laufwerke
ausgewahlt werden

Kann die SegmentgréRe beim
Erstellen eines Volumes festlegen

Pool

Nein Immer RAID 6 in System
Manager.

Ja.

Ja.

Ja.

Ja.

Ja.

Es wird empfohlen, das gleiche zu
sein, aber nicht erforderlich.
Langsamstes Laufwerk bestimmt
die Geschwindigkeit fur alle
Laufwerke.

Es wird empfohlen, das gleiche zu
sein, aber nicht erforderlich.
Kleinstes Laufwerk bestimmt die
Kapazitat fur alle Laufwerke.

11

Bis zur Obergrenze flr das
Storage-Array

Nein

Ja. 128 KB unterstltzt.

Volume-Gruppe

Ja.RAID 0,1,10,5und 6
erhaltlich.

Nein

Ja.

Ja.

Ja.

Ja.

Es wird empfohlen, das gleiche zu
sein, aber nicht erforderlich.
Langsamstes Laufwerk bestimmt
die Geschwindigkeit fur alle
Laufwerke.

Es wird empfohlen, das gleiche zu
sein, aber nicht erforderlich.
Kleinstes Laufwerk bestimmt die
Kapazitat fur alle Laufwerke.

Hangt von der RAID-Ebene ab.
RAID 0 benétigt 1. RAID 1 oder 10
bendtigt 2 (erfordert eine
gleichmaRige Zahl). RAID 5
Minimum ist 3. RAID 6 Minimum ist
5.

RAID 1 und 10 bis zur maximalen
Obergrenze fir RAID 5- und 6-30-
Laufwerke des Speicherarrays

Ja.

Ja.



Funktion

Bei der Erstellung eines Volumes
koénnen 1/0-Merkmale festgelegt
werden

Schutz vor Laufwerksausfallen

Warnung beim Erreichen der
Kapazitatsgrenze

Migration zu einem anderen
unterstitzten Storage-Array

Dynamische Segmentgrofie (DSS)

Der RAID-Level kann geandert
werden

Volume-Erweiterung (zusatzliche
Kapazitat)

Kapazitatserweiterung (zusatzliche
Kapazitat)

Senkung der Kapazitat

®

unterstitzt.

Pool

Nein

Nutzt die Konservierungskapazitat
auf jedem Laufwerk im Pool, um
die Rekonstruktion zu
beschleunigen.

Ja. Kann eine Meldung festlegen,
wenn die genutzte Kapazitat einen
Prozentsatz der maximalen
Kapazitat erreicht.

Nein Erfordert, dass Sie zuerst zu
einer Volume-Gruppe migrieren.

Nein

Nein

Ja.

Volume-Gruppe

Ja. Dateisystem, Datenbank,
Multimedia und benutzerdefinierte
Unterstutzung.

Verwendet ein Hot-Spare-
Laufwerk. Die Rekonstruktion wird
durch den IOPS des Laufwerks
begrenzt.

Nein

Ja.

Ja.

Ja.

Ja.

Ja.

Nein

Gemischte Laufwerkstypen (HDD, SSD) werden weder flr Pools noch fur Volume-Gruppen

Erfahren Sie mehr liber die automatische und manuelle Poolerstellung im

SANTtricity System Manager

Sie erstellen Pools automatisch oder manuell, um eine Gruppierung des physischen
Speichers zu ermdéglichen und dann dynamisch nach Bedarf zuweisen zu kénnen. Wenn
ein Pool erstellt wird, kdnnen Sie physische Laufwerke hinzufigen.

Automatische Erstellung

Die automatische Poolerstellung wird initiiert, wenn der System Manager nicht zugewiesene Kapazitaten in
einem Speicher-Array erkennt. Wenn nicht zugewiesene Kapazitat erkannt wird, fordert System Manager Sie
automatisch auf, einen oder mehrere Pools zu erstellen oder die nicht zugewiesene Kapazitat einem
vorhandenen oder beiden Pool hinzuzufliigen.



Automatische Poolerstellung tritt auf, wenn eine dieser Bedingungen zutrifft:

* Pools sind nicht im Speicher-Array vorhanden, und es gibt genligend ahnliche Laufwerke, um einen neuen
Pool zu erstellen.

 Ein Speicher-Array mit mindestens einem Pool wird mit neuen Laufwerken erweitert.

Jedes Laufwerk in einem Pool muss vom gleichen Laufwerkstyp (HDD oder SSD) sein und eine &hnliche
Kapazitat haben. Sie werden von System Manager aufgefordert, die folgenden Aufgaben auszufiihren:

* Erstellen Sie einen einzelnen Pool, wenn eine ausreichende Anzahl von Laufwerken dieser Typen
vorhanden ist.

* Erstellen Sie mehrere Pools, wenn die nicht zugewiesene Kapazitat aus verschiedenen Laufwerkstypen
besteht.

* Flgen Sie die Laufwerke zum vorhandenen Pool hinzu, wenn bereits ein Pool im Speicher-Array definiert
ist, und figen Sie dem Pool neue Laufwerke desselben Laufwerkstyps hinzu.

* Flgen Sie die Laufwerke desselben Laufwerkstyps zum vorhandenen Pool hinzu. Erstellen Sie dann
mithilfe der anderen Laufwerktypen verschiedene Pools, wenn die neuen Laufwerke unterschiedliche
Laufwerkstypen haben.

Manuelle Erstellung

Sie mochten moglicherweise einen Pool manuell erstellen, wenn die automatische Erstellung die beste
Konfiguration nicht bestimmen kann. Diese Situation kann aus einem der folgenden Griinde auftreten:

* Die neuen Laufwerke konnen potenziell mehr als einem Pool hinzugefligt werden.

* Mindestens eine der neuen Poolkandidaten kann einen Shelf-Verlust-Schutz oder Schubladenschutz
verwenden.

* Mindestens einer der aktuellen Poolkandidaten kann den Schutz vor Regalverlust oder Schubladenverlust
nicht aufrechterhalten.

Moglicherweise mdchten Sie auch einen Pool manuell erstellen, wenn Sie mehrere Anwendungen auf Ihrem
Speicher-Array haben und nicht méchten, dass sie mit den gleichen Laufwerkressourcen konkurrieren. In
diesem Fall konnten Sie erwagen, manuell einen kleineren Pool fir eine oder mehrere Anwendungen zu
erstellen. Sie kdnnen nur ein oder zwei Volumes zuweisen, statt den Workload einem grof3en Pool mit vielen
Volumes zuzuweisen, Uber die die Daten verteilt werden sollen. Durch die manuelle Erstellung eines separaten
Pools, der dem Workload einer bestimmten Applikation zugewiesen ist, kann die Performance von Storage-
Array-Operationen mit weniger Konflikten schneller erfolgen.

Speicher konfigurieren

Automatisches Erstellen eines Pools im SANtricity System Manager

Die Poolerstellung wird automatisch gestartet, wenn SANtricity System Manager nicht
zugewiesene Laufwerke im Speicher-Array erkennt. Mithilfe der automatischen Pool-
Erstellung konnen alle nicht zugewiesenen Laufwerke im Speicher-Array in einem Pool
konfiguriert und Laufwerke zu vorhandenen Pools hinzugefiigt werden.

Bevor Sie beginnen

Sie kdnnen das Dialogfeld ,automatische Konfiguration des Pools* starten, wenn eine der folgenden
Bedingungen zutrifft:
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* Es wurde mindestens ein nicht zugewiesenes Laufwerk erkannt, das einem vorhandenen Pool mit
ahnlichen Laufwerktypen hinzugefugt werden kann.

» Es wurden elf (11) oder mehr nicht zugewiesene Laufwerke erkannt, die zur Erstellung eines neuen Pools
verwendet werden kénnen (wenn sie aufgrund unterschiedlicher Antriebstypen nicht zu einem
vorhandenen Pool hinzugefiigt werden kénnen).

Uber diese Aufgabe
Beachten Sie Folgendes:

* Wenn Sie einem Speicher-Array Laufwerke hinzufligen, erkennt System Manager automatisch die
Laufwerke und fordert Sie auf, basierend auf dem Laufwerkstyp und der aktuellen Konfiguration einen
einzelnen Pool oder mehrere Pools zu erstellen.

* Wenn bereits Pools definiert wurden, fordert Sie System Manager automatisch auf, die kompatiblen
Laufwerke einem vorhandenen Pool hinzuzufiigen. Wenn zu einem vorhandenen Pool neue Laufwerke
hinzugefugt werden, verteilt System Manager die Daten automatisch auf die neue Kapazitat, die jetzt die
neuen Laufwerke enthalt, die Sie hinzugefligt haben.

* Wenn Sie ein EF600 oder EF300 Storage-Array konfigurieren, stellen Sie sicher, dass jeder Controller in
den ersten 12 Steckplatzen und in den letzten 12 Steckplatzen Zugriff auf eine gleiche Anzahl von
Laufwerken hat. Mit dieser Konfiguration kénnen die Controller beide PCle-Busse auf der Laufwerkseite
effektiver nutzen.

Sie kénnen das Dialogfeld ,automatische Konfiguration des Pools® mit einer der folgenden Methoden starten:

* Wenn nicht zugewiesene Kapazitat erkannt wird, wird die Empfehlung fir die automatische Konfiguration
des Pools auf der Startseite im Bereich Benachrichtigungen angezeigt. Klicken Sie auf Pool automatisch
konfigurieren, um das Dialogfeld zu starten.

+ Sie kdnnen das Dialogfeld Automatische Konfiguration des Pools auch auf der Seite Pools und Volume
Groups starten, wie in der folgenden Aufgabe beschrieben.

Schritte
1. Wahlen Sie Menu:Speicher[Pools & Volume Groups].

2. Wahlen Sie MENU:Mehr[Pool Auto-Configuration starten].

In der Ergebnistabelle werden neue Pools, vorhandene Pools mit hinzugefligten Laufwerken oder beides
aufgefuihrt. Ein neuer Pool wird standardmaRig mit einer sequenziellen Nummer benannt.

System Manager flhrt die folgenden Aufgaben aus:
o Erstellt einen einzelnen Pool, wenn es eine ausreichende Anzahl von Laufwerken mit demselben

Laufwerkstyp (HDD oder SSD) und &hnliche Kapazitat gibt.

o Erstellt mehrere Pools, wenn die nicht zugewiesene Kapazitat aus verschiedenen Laufwerkstypen
besteht.

o Flgt die Laufwerke einem vorhandenen Pool hinzu, wenn bereits ein Pool im Speicher-Array definiert
ist, und Sie figen dem Pool neue Laufwerke desselben Laufwerkstyps hinzu.

o Flgt dem vorhandenen Pool die Laufwerke desselben Laufwerkstyps hinzu und erstellt mithilfe der
anderen Laufwerktypen verschiedene Pools, wenn die neuen Laufwerke unterschiedliche
Laufwerkstypen haben.

3. Um den Namen eines neuen Pools zu andern, klicken Sie auf das Symbol Bearbeiten (der Stift).

4. Um zusatzliche Merkmale des Pools anzuzeigen, positionieren Sie den Cursor Uber oder bertihren Sie das
Symbol Details (die Seite).
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Es werden Informationen zum Laufwerkstyp, zur Sicherheitsfunktion, zur Data Assurance (da)-Funktion,
zum Schutz vor Shelf-Verlust und zum Schutz vor Schubladenverlust angezeigt.

Bei EF600 und EF300 Storage-Arrays werden die Einstellungen auch fir die Ressourcenbereitstellung und
Volume-BlockgréRen angezeigt.

5. Klicken Sie Auf Akzeptieren.

Manuelles Erstellen eines Pools im SANtricity System Manager

Sie konnen einen Pool manuell (aus einer Reihe von Kandidaten) erstellen, wenn die
Funktion ,Pool Auto Configuration® keinen Pool bietet, der Ihren Anforderungen
entspricht.

Ein Pool bietet die logische Storage-Kapazitat, mit der Sie individuelle Volumes erstellen kdnnen, die dann
zum Hosten lhrer Applikationen genutzt werden kénnen.

Bevor Sie beginnen
+ Sie missen mindestens 11 Laufwerke desselben Typs (HDD oder SSD) haben.

e Zum Schutz vor Shelf-Schaden missen sich die Laufwerke aus dem Pool in mindestens sechs
verschiedenen Laufwerk-Shelfs befinden und es gibt nicht mehr als zwei Laufwerke in einem einzelnen
Laufwerk-Shelf.

» Der Schutz vor Schubladenverlust erfordert, dass sich die Laufwerke aus dem Pool in mindestens finf
verschiedenen Schubladen befinden und der Pool eine gleiche Anzahl von Laufwerk-Shelfs von jedem
Fach enthalt.

» Wenn Sie ein EF600 oder EF300 Storage-Array konfigurieren, stellen Sie sicher, dass jeder Controller in
den ersten 12 Steckplatzen und in den letzten 12 Steckplatzen Zugriff auf eine gleiche Anzahl von
Laufwerken hat. Mit dieser Konfiguration konnen die Controller beide PCle-Busse auf der Laufwerkseite
effektiver nutzen. Derzeit ermdglicht System Manager die Laufwerkauswahl unter der Funktion Erweitert,
wenn eine Volume-Gruppe erstellt wird. Fur die Erstellung von Pools wird empfohlen, alle Laufwerke im
Speicher-Array zu verwenden.

Schritte
1. Wahlen Sie MenU:Speicher[Pools & Volume Groups].

2. Klicken Sie auf Menu:Create[Pool].
Das Dialogfeld Pool erstellen wird angezeigt.

3. Geben Sie einen Namen fir den Pool ein.

4. Optional: Wenn Sie mehr als einen Laufwerkstyp im Speicher-Array haben, wahlen Sie den Laufwerkstyp
aus, den Sie verwenden mdchten.

Die Ergebnistabelle enthalt alle moglichen Pools, die Sie erstellen kdnnen.

5. Wahlen Sie den Pool-Kandidaten aus, den Sie anhand der folgenden Eigenschaften verwenden mdchten,
und klicken Sie dann auf Erstellen.
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Charakteristisch

Freie Kapazitat

Laufwerke Insgesamt

Laufwerksblockgrofie
(nur EF300 und EF600)

Sicher

Nutzung

Zeigt die freie Kapazitat des Poolkandidaten in gib an. Wahlen Sie einen Pool-
Kandidaten mit der Kapazitat fur die Storage-Anforderungen lhrer Applikation
aus.

Die Erhaltungskapazitat (freie) wird ebenfalls im gesamten Pool verteilt und ist
nicht Teil der freien Kapazitadtsmenge.

Zeigt die Anzahl der im Pool-Kandidaten verfiigbaren Laufwerke an.

System Manager behalt automatisch so viele Laufwerke wie moglich zur
Erhaltung von Kapazitat bei (fur alle sechs Laufwerke eines Pools behalt der
System Manager ein Laufwerk zur Erhaltung der Kapazitat vor).

Bei einem Laufwerksausfall werden die rekonstruierten Daten anhand der
Festplattenkapazitat gespeichert.

Zeigt die BlockgroRe (SektorgroRe) an, die die Laufwerke im Pool schreiben
kdénnen. Die Werte kdnnen Folgendes umfassen:

* 512 — 512-Byte-Sektorgrole.
* 4K — 4,096 Byte Sektorgrofde.

Zeigt an, ob dieser Pool-Kandidat vollstandig aus sicheren Laufwerken
besteht, bei denen es sich entweder um vollstandige
Festplattenverschlisselung (Full Disk Encryption, FDE) oder FIPS-Laufwerke
(Federal Information Processing Standard) handeln kann.

» Sie kdnnen Ihren Pool mit Laufwerkssicherheit schitzen, aber alle
Laufwerke mussen sicher sein, dass diese Funktion verwendet werden
kann.

* Wenn Sie einen nur-FDE-Pool erstellen méchten, suchen Sie in der Spalte
Secure-fahiger nach Yes - FDE. Wenn Sie einen nur-FIPS-Pool erstellen
mochten, suchen Sie nach Ja - FIPS oder Ja - FIPS (gemischt). ,Mixed*
zeigt eine Mischung aus 140-2- und 140-3-Level-Laufwerken an. Wenn Sie
eine Mischung dieser Ebenen verwenden, beachten Sie, dass der Pool
dann mit der niedrigeren Sicherheitsstufe (140-2) funktioniert.

+ Sie kénnen einen Pool aus Laufwerken erstellen, die mdglicherweise
sicher oder nicht sicher sind oder eine Kombination aus Sicherheitsstufen
aufweisen. Wenn die Laufwerke im Pool Laufwerke enthalten, die nicht
sicher sind, konnen Sie den Pool nicht sichern.
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Charakteristisch

Sicherheit Aktivieren?

DA-fahig

Resource Provisioning-
fahig (nur EF300 und
EF600)

Schutz Vor Shelf-Verlust

Schutz Vor
Schubladenverlust

Unterstitzte Volume-
Block-GroRen (nur
EF300 und EF600)

Nutzung

Bietet die Mdglichkeit, die Sicherheitsfunktion des Laufwerks mit sicheren
Laufwerken zu aktivieren. Wenn der Pool sicher-fahig ist und Sie einen
Sicherheitsschlissel erstellt haben, konnen Sie die Sicherheit aktivieren,
indem Sie das Kontrollkastchen aktivieren.

Die einzige Moglichkeit, die Laufwerksicherheit zu entfernen,
@ nachdem sie aktiviert ist, ist, den Pool zu lI6schen und die
Laufwerke zu l6schen.

Gibt an, ob Data Assurance (da) fiir diesen Pool-Kandidaten verfiigbar ist. DA
Uberprift und korrigiert Fehler, die auftreten kdnnen, wenn Daten durch die
Controller zu den Laufwerken Gbertragen werden.

DA ist aktiviert, wenn alle Laufwerke fir da-fahig sind. DA kann nach der
Erstellung des Volumes durch Auswahl des MenUs:Speicher[Volumes >
Einstellungen anzeigen/bearbeiten > Erweitert > Data Assurance dauerhaft
deaktivieren] deaktiviert werden. Wenn das da auf einem Volume deaktiviert
ist, kann es nicht erneut aktiviert werden.

Zeigt an, ob fir diesen Pool-Kandidaten Ressourcen-Provisioning verfigbar
ist. Resource Provisioning ist eine Funktion, die in den EF300- und EF600-
Speicher-Arrays zur Verfligung steht und die es ermdglicht, Volumes ohne
Hintergrundinitialisierung sofort in Betrieb zu nehmen.

Zeigt an, ob Regalverlustschutz verfligbar ist.

Der Schutz vor Shelf-Datenverlusten garantiert den Zugriff auf die Daten auf
den Volumes in einem Pool, wenn ein vollstandiger Verlust der Kommunikation
mit einem einzelnen Festplatten-Shelf auftritt.

Zeigt an, ob ein Schubladenschutz verflgbar ist, der nur zur Verfliigung steht,
wenn Sie ein Laufwerk-Shelf mit Schubladen verwenden.

Der Schutz vor Schubladenausfall garantiert den Zugriff auf die Daten auf den
Volumes in einem Pool, falls ein vollstandiger Verlust der Kommunikation mit
einer einzelnen Schublade in einem Festplatten-Shelf auftritt.

Zeigt die Blockgrofien an, die fur die Volumes im Pool erstellt werden kénnen:

* 512 n— 512 Bytes nativ.
* 512 e — 512 Bytes emuliert.
* 4K—4,096 Byte.

Erstellen Sie eine Volume-Gruppe im SANtricity System Manager

Sie erstellen mithilfe einer Volume-Gruppe ein oder mehrere Volumes, auf die der Host
zugreifen kann. Eine Volume-Gruppe ist ein Container fur Volumes mit gemeinsam
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genutzten Merkmalen wie RAID-Level und Kapazitat.

Mit Laufwerken mit grof3erer Kapazitat und der Méglichkeit, Volumes tber Controller hinweg zu verteilen, bietet
das Erstellen von mehr als einem Volume pro Volume-Gruppe eine gute Moglichkeit, die Storage-Kapazitat zu
nutzen und die Daten zu sichern.

Bevor Sie beginnen
Uberpriifen Sie diese Richtlinien, bevor Sie eine Volume-Gruppe erstellen:

 Sie bendtigen mindestens ein nicht zugewiesenes Laufwerk.

» FuUr die Anzahl der Laufwerke, Uber die Sie in einer einzelnen Volume-Gruppe verfigen kénnen, gibt es
Einschrankungen. Diese Einschrankungen variieren je nach RAID-Level.

* Um einen Verlust von Shelfs/Schubladen zu erméglichen, missen Sie eine Volume-Gruppe erstellen, die
Laufwerke in mindestens drei Shelfs oder Schubladen verwendet, es sei denn, Sie verwenden RAID 1, wo
mindestens zwei Shelfs/Schubladen verwendet werden.

* Wenn Sie Uber ein EF600- oder EF300-Storage-Array verfiigen und Sie eine Volume-Gruppe manuell
erstellen mochten, stellen Sie sicher, dass jeder Controller in den ersten 12 Steckplatzen und in den letzten
12 Steckplatzen Zugriff auf eine gleiche Anzahl von Laufwerken hat. Mit dieser Konfiguration kénnen die
Controller beide PCle-Busse auf der Laufwerkseite effektiver nutzen. Derzeit ermdglicht System Manager
die Laufwerkauswahl unter der Funktion Erweitert, wenn eine Volume-Gruppe erstellt wird.

« Uberpriifen Sie, wie sich die RAID-Auswahl auf die resultierende Kapazitéat der Volume-Gruppe auswirkt:

> Wenn Sie RAID 1 auswahlen, missen Sie jeweils zwei Laufwerke hinzufligen, um sicherzustellen,
dass ein gespiegeltes Paar ausgewabhlt ist. Spiegelung und Striping (bekannt als RAID 10 oder RAID
1+0) wird erreicht, wenn vier oder mehr Laufwerke ausgewahlt werden.

o Wenn Sie RAID 5 auswahlen, missen Sie mindestens drei Laufwerke hinzufiigen, um die Volume-
Gruppe zu erstellen.

> Wenn Sie RAID 6 auswahlen, missen Sie mindestens flinf Laufwerke hinzufiigen, um die Volume-
Gruppe zu erstellen.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Klicken Sie auf MenU:Erstellen[Volume Group].
Das Dialogfeld Volume-Gruppe erstellen wird angezeigt.

3. Geben Sie einen Namen fir die Volume-Gruppe ein.

4. Wahlen Sie das RAID Level aus, das |hre Anforderungen an Storage und Datensicherheit am besten
erfillt.

Die Kandidatentabelle fiir die Volume-Gruppe wird angezeigt und zeigt nur die Kandidaten an, die die
ausgewahlte RAID-Ebene unterstitzen.

5. Optional: Wenn Sie mehr als einen Laufwerkstyp im Speicher-Array haben, wahlen Sie den Laufwerkstyp
aus, den Sie verwenden mochten.

Die Kandidatentabelle fir die Volume-Gruppe wird angezeigt und zeigt nur die Kandidaten an, die den
ausgewahlten Laufwerkstyp und den ausgewahlten RAID-Level unterstiitzen.

6. Optional: Sie kbnnen entweder die automatische oder die manuelle Methode wahlen, um festzulegen,
welche Laufwerke in der Volume-Gruppe verwendet werden sollen. Die automatische Methode ist die
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Standardauswanhl.

Um Laufwerke manuell auszuwéahlen, klicken Sie auf den Link Manuelle Auswahl von Laufwerken
(erweitert). Wenn Sie auf diese Schaltflache klicken, wird die Option automatisch Laufwerke auswahlen
(erweitert).

Mit der manuellen Methode kénnen Sie auswahlen, welche spezifischen Laufwerke die Volume-Gruppe
umfassen. Wahlen Sie bestimmte nicht zugewiesene Laufwerke aus, um die erforderliche Kapazitat
abzurufen. Wenn das Speicher-Array Laufwerke mit unterschiedlichen Medientypen oder unterschiedlichen
Schnittstellentypen enthalt, kdnnen Sie nur die nicht konfigurierte Kapazitat fir einen einzelnen
Laufwerkstyp auswahlen, um die neue Volume-Gruppe zu erstellen.

@ Die manuelle Methode sollte nur von Experten verwendet werden, die die
Laufwerkredundanz und die optimale Laufwerkskonfiguration verstehen.

. Wahlen Sie basierend auf den angezeigten Laufwerkeigenschaften die Laufwerke aus, die Sie in der

Volume-Gruppe verwenden moéchten, und klicken Sie dann auf Erstellen.

Die angezeigten Laufwerkeigenschaften hangen davon ab, ob Sie die automatische oder die manuelle
Methode ausgewahlt haben.



Antriebseigenschaften der automatischen Methode

Charakteristisch

Freie Kapazitat

Laufwerke Insgesamt

Laufwerksblockgrofie
(nur EF300 und EF600)

Sicher

Sicherheit Aktivieren?

Nutzung

Zeigt die verfugbare Kapazitat in gib an. Wahlen Sie einen Kandidaten fiir
eine Volume-Gruppe mit der Kapazitat fir die Storage-Anforderungen Ihrer
Applikation aus.

Zeigt die Anzahl der fur diese Volume-Gruppe verfiigbaren Laufwerke an.
Wabhlen Sie einen Kandidaten fiir eine Volume-Gruppe mit der Anzahl der
gewdlnschten Laufwerke aus.

Zeigt die BlockgroRe (SektorgroRe) an, die die Laufwerke in der Gruppe
schreiben kénnen. Die Werte kdnnen Folgendes umfassen:

* 512 — 512-Byte-Sektorgrole.
* 4K — 4,096 Byte SektorgroRe.

Zeigt an, ob dieser Kandidat fiir diese Volume-Gruppe vollstandig aus
sicheren Laufwerken besteht, bei denen es sich entweder um vollstandige
Festplattenverschliisselung (Full Disk Encryption, FDE) oder FIPS-
Laufwerke (Federal Information Processing Standard) handeln kann.

+ Sie kdnnen lhre Volume-Gruppe mit Drive Security schitzen, aber alle
Laufwerke mussen sicher fiir diese Funktion geeignet sein.

* Wenn Sie eine nur-FDE-Volume-Gruppe erstellen méchten, suchen Sie
in der Spalte Secure-fahiger nach Ja - FDE. Wenn Sie eine nur-FIPS-
Gruppe erstellen mdchten, suchen Sie nach Ja - FIPS oder Ja - FIPS
(gemischt). ,Mixed“ zeigt eine Mischung aus 140-2- und 140-3-Level-
Laufwerken an. Wenn Sie eine Mischung dieser Ebenen verwenden,
beachten Sie, dass die Volume-Gruppe dann auf einer niedrigeren
Sicherheitsstufe arbeitet (140-2).

» Sie konnen eine Volume-Gruppe aus Laufwerken erstellen, die
moglicherweise sicher sind oder nicht, aber eine Kombination aus
Sicherheitsstufen bieten. Wenn die Laufwerke in der Volume-Gruppe
Laufwerke enthalten, die nicht sicher sind, kénnen Sie die Volume-
Gruppe nicht sichern.

Bietet die Moglichkeit, die Sicherheitsfunktion des Laufwerks mit sicheren
Laufwerken zu aktivieren. Wenn die Volume-Gruppe sicher ist und Sie
einen Sicherheitsschlissel eingerichtet haben, kdnnen Sie die
Laufwerksicherheit aktivieren, indem Sie das Kontrollkdstchen aktivieren.

Die einzige Moglichkeit, die Laufwerksicherheit zu
entfernen, nachdem sie aktiviert ist, ist, die Volume-Gruppe
zu l6schen und die Laufwerke zu l6schen.
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Charakteristisch

DA-fahig

Resource Provisioning-
fahig (nur EF300 und
EF600)

Schutz Vor Shelf-
Verlust

Schutz Vor
Schubladenverlust

Unterstiitzte Volume-
Block-GroRen (nur
EF300 und EF600)

Nutzung

Gibt an, ob Data Assurance (da) fiir diese Gruppe verflgbar ist. Data
Assurance (da) Uberprift und korrigiert Fehler, die auftreten kdnnen, wenn
Daten durch die Controller zu den Laufwerken tbertragen werden.

Wenn Sie da verwenden moéchten, wahlen Sie eine Volume-Gruppe aus,
die fur das da-fahig ist. (Bei da-fahigen Laufwerken wird da automatisch
auf im Pool erstellten Volumes aktiviert.)

Eine Volume-Gruppe kann Laufwerke enthalten, die fir da-fahig sind oder
nicht fir da-fahig sind, aber alle Laufwerke missen fir die Verwendung
dieser Funktion als da-fahig sein.

Zeigt an, ob Ressourcen-Provisioning fir diese Gruppe verflugbar ist.
Resource Provisioning ist eine Funktion, die in den EF300- und EF600-
Speicher-Arrays zur Verfiigung steht und die es erméglicht, Volumes ohne
Hintergrundinitialisierung sofort in Betrieb zu nehmen.

Zeigt an, ob Regalverlustschutz verflgbar ist. Shelf-Schutz garantiert den
Zugriff auf die Daten auf den Volumes in einer Volume-Gruppe, wenn ein
vollstandiger Verlust der Kommunikation zu einem Shelf auftritt.

Zeigt an, ob ein Schubladenschutz verflgbar ist, der nur zur Verfliigung
steht, wenn Sie ein Laufwerk-Shelf mit Schubladen verwenden. Der Schutz
vor Schubladenverlust garantiert den Zugriff auf die Daten auf den
Volumes in einer Volume-Gruppe, wenn ein vollstandiger Verlust der
Kommunikation mit einer einzelnen Schublade in einem Festplatten-Shelf
auftritt.

Zeigt die Blockgrofien an, die fiir die Volumes in der Gruppe erstellt
werden konnen:

* 512 n— 512 Bytes nativ.

* 512 e — 512 Bytes emuliert.

* 4K— 4,096 Byte.



Eigenschaften des Antriebs mit manueller Methode

Charakteristisch

Medientyp

Laufwerksblockgrofie
(nur EF300 und EF600)

Laufwerkskapazitat

Fach

Schlitz

Drehzahl (U/min)

Grole des logischen
Sektors

Nutzung

Gibt den Medientyp an. Folgende Medientypen werden unterstitzt:

* Festplatte
» Solid State-Festplatte (SSD)

Alle Laufwerke in einer Volume-Gruppe mussen vom gleichen Medientyp
(entweder alle SSDs oder alle Festplatten) sein. Volume-Gruppen kénnen
keine Mischung aus Medientypen oder Schnittstellentypen haben.

Zeigt die BlockgroRe (SektorgroRe) an, die die Laufwerke in der Gruppe
schreiben kénnen. Die Werte kdnnen Folgendes umfassen:

* 512 — 512-Byte-Sektorgrole.
* 4K — 4,096 Byte SektorgroRe.

Zeigt die Laufwerkskapazitat an.

» Wahlen Sie nach Méglichkeit Laufwerke aus, die eine Kapazitat haben,
die den Kapazitaten der aktuellen Laufwerke in der Volume-Gruppe
entspricht.

* Wenn nicht zugewiesene Laufwerke mit kleinerer Kapazitat
hinzugefligt werden missen, missen Sie beachten, dass die nutzbare
Kapazitat jedes Laufwerks, das sich derzeit in der Volume-Gruppe
befindet, reduziert wird. Daher ist die Laufwerkskapazitat fir die
gesamte Volume-Gruppe gleich.

* Wenn nicht zugewiesene Laufwerke mit hdherer Kapazitat hinzugeflugt
werden mussen, missen Sie beachten, dass die nutzbare Kapazitat
der hinzufligenden nicht zugewiesenen Laufwerke reduziert wird, damit
sie den aktuellen Kapazitaten der Laufwerke in der Volume-Gruppe
entsprechen.

Zeigt die Position des Fachs des Laufwerks an.
Zeigt die Position des Laufwerksteckplatzes an.
Zeigt die Geschwindigkeit des Laufwerks an.

Gibt die GroRe und das Format des Sektors an.
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Charakteristisch

Sicher

DA-fahig

Unterstitzte Volume-
Block-Groen (nur
EF300 und EF600)

Resource Provisioning-
fahig (nur EF300 und
EF600)

Nutzung

Zeigt an, ob dieser Kandidat fur diese Volume-Gruppe vollstandig aus
sicheren Laufwerken besteht, bei denen es sich entweder um vollstandige
Festplattenverschlisselung (Full Disk Encryption, FDE) oder FIPS-
Laufwerke (Federal Information Processing Standard) handeln kann.

+ Sie kénnen lhre Volume-Gruppe mit Drive Security schitzen, aber alle
Laufwerke mussen sicher fir diese Funktion geeignet sein.

* Wenn Sie eine nur-FDE-Volume-Gruppe erstellen mochten, suchen Sie
in der Spalte Secure-fahiger nach Ja - FDE. Wenn Sie eine nur-FIPS-
Gruppe erstellen mochten, suchen Sie nach Ja - FIPS oder Ja - FIPS
(gemischt). ,Mixed“ zeigt eine Mischung aus 140-2- und 140-3-Level-
Laufwerken an. Wenn Sie eine Mischung dieser Ebenen verwenden,
beachten Sie, dass die Volume-Gruppe dann auf einer niedrigeren
Sicherheitsstufe arbeitet (140-2).

+ Sie kénnen eine Volume-Gruppe aus Laufwerken erstellen, die
moglicherweise sicher sind oder nicht, aber eine Kombination aus
Sicherheitsstufen bieten. Wenn die Laufwerke in der Volume-Gruppe
Laufwerke enthalten, die nicht sicher sind, kénnen Sie die Volume-
Gruppe nicht sichern.

Gibt an, ob Data Assurance (da) fiur diese Gruppe verfiigbar ist. Data
Assurance (da) Uberprift und korrigiert Fehler, die auftreten kdnnen, wenn
Daten Uber die Controller bis zu den Laufwerken Gbermittelt werden.

Wenn Sie da verwenden mdchten, wahlen Sie eine Volume-Gruppe aus,
die fur das da-fahig ist. (Bei da-fahigen Laufwerken wird da automatisch
auf im Pool erstellten Volumes aktiviert.)

Eine Volume-Gruppe kann Laufwerke enthalten, die fir da-fahig sind oder
nicht fir da-fahig sind, aber alle Laufwerke mussen fur die Verwendung
dieser Funktion als da-fahig sein.

Zeigt die Blockgrofen an, die fiur die Volumes in der Gruppe erstellt
werden kdnnen:

* 512 n— 512 Bytes nativ.

* 512 e — 512 Bytes emuliert.

* 4K— 4,096 Byte.

Zeigt an, ob Ressourcen-Provisioning fiir diese Gruppe verflgbar ist.
Resource Provisioning ist eine Funktion, die in den EF300- und EF600-
Speicher-Arrays zur Verfliigung steht und die es ermdoglicht, Volumes ohne
Hintergrundinitialisierung sofort in Betrieb zu nehmen.



Kapazitat zu einem Pool oder einer Volume-Gruppe im SANtricity System Manager
hinzufugen

Sie konnen Laufwerke hinzufugen, um die freie Kapazitat in einem vorhandenen Pool
oder einer vorhandenen Volume-Gruppe zu erweitern.

Mit der Erweiterung wird zusatzliche freie Kapazitat in den Pool bzw. die Volume-Gruppe integriert. Sie konnen
diese freie Kapazitat nutzen, um zuséatzliche Volumes zu erstellen. Der Zugriff auf die Daten in den Volumes
bleibt wahrend dieses Vorgangs erhalten.

Bevor Sie beginnen
» Die Laufwerke mussen sich im optimalen Zustand befinden.

» Laufwerke muissen Uber den gleichen Festplattentyp (HDD oder SSD) verfugen.
* Der Pool oder die Volume-Gruppe muss den Status ,,optimal“ aufweisen.
¢ In einer Volume-Gruppe sind maximal 256 Volumes zulassig.

* Die maximale Anzahl an Volumes, die in einem Pool zulassig sind, hangt vom Modell des Storage-Systems
ab:

> 2,048 Volumes (EF600 und E5700 Serie)
> 1,024 Volumes (EF300)
> 512 Volumes (E4000 und E2800 Serie)

* Wenn der Pool oder die Volume-Gruppe alle sicheren Laufwerke enthalt, fligen Sie nur Laufwerke hinzu,
die sicher sind, damit sie weiterhin die Verschlisselungsfunktionen der sicheren Laufwerke nutzen kénnen.

Sichere Laufwerke kdnnen entweder vollstandige Festplattenverschlisselung (Full Disk Encryption, FDE)
oder FIPS-Laufwerke (Federal Information Processing Standard) sein.

Uber diese Aufgabe

Fir Pools kénnen Sie maximal 60 Laufwerke gleichzeitig hinzufiigen. Fir Volume-Gruppen kdnnen Sie
maximal zwei Laufwerke gleichzeitig hinzufigen. Wenn Sie mehr als die maximale Anzahl an Laufwerken
hinzufligen missen, wiederholen Sie das Verfahren. (Ein Pool darf nicht mehr Laufwerke enthalten als das
Hochstlimit eines Storage-Systems.)

@ Mit zusatzlichen Festplatten muss moglicherweise die Aufbewahrungskapazitat erhéht werden.
Sie sollten Ihre reservierte Kapazitat nach einem Erweiterungsvorgang erhdhen.

Vermeiden Sie die Verwendung von Laufwerken, die Data Assurance (da) sind, die Kapazitat zu

@ einem Pool oder einer Volume-Gruppe hinzufligen kdnnen, die nicht Uber da-fahig ist. Der Pool
oder die Volume-Gruppe kdnnen die Funktionen des da-fahigen Laufwerks nicht nutzen. Ziehen
Sie in Betracht, Laufwerke zu verwenden, die in dieser Situation nicht fiir da geeignet sind.

Schritte
1. Wahlen Sie MenU:Speicher[Pools & Volume Groups].

2. Wahlen Sie den Pool oder die Volume-Gruppe aus, dem Sie Laufwerke hinzufligen méchten, und klicken
Sie dann auf Kapazitat hinzufiigen.

Das Dialogfeld Kapazitat hinzufiigen wird angezeigt. Es werden nur die nicht zugewiesenen Laufwerke
angezeigt, die mit dem Pool oder der Volume-Gruppe kompatibel sind.
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3. Wahlen Sie unter Wahlen Sie Laufwerke aus, um Kapazitat hinzuzufiigen... ein oder mehrere
Laufwerke aus, die Sie dem vorhandenen Pool oder der Volume-Gruppe hinzufliigen méchten.

Die Controller-Firmware ordnet die nicht zugewiesenen Laufwerke den besten Optionen zu, die oben

aufgefihrt sind. Die dem Pool oder der Volume-Gruppe hinzugefligte freie Gesamtkapazitat wird unterhalb
der Liste in gewdhlte Gesamtkapazitat angezeigt.
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Felddetails

Feld
Shelf

Bucht

Kapazitat (gib)

Sicher

Beschreibung

Zeigt den Shelf-Standort des Laufwerks an.
Zeigt die Einschubposition des Laufwerks an.

Zeigt die Laufwerkskapazitat an.

+ Wahlen Sie nach Moglichkeit Laufwerke aus, die eine Kapazitat haben,
die den Kapazitaten der aktuellen Laufwerke im Pool oder der Volume-
Gruppe entspricht.

* Wenn nicht zugewiesene Laufwerke mit kleinerer Kapazitat
hinzugeflgt werden missen, mussen Sie beachten, dass die nutzbare
Kapazitat jedes Laufwerks, das sich derzeit im Pool bzw. der Volume-
Gruppe befindet, reduziert wird. Daher ist die Laufwerkskapazitat fiir
den Pool oder die Volume-Gruppe gleich.

* Wenn nicht zugewiesene Laufwerke mit hdherer Kapazitat hinzugefugt
werden mussen, ist zu beachten, dass die nutzbare Kapazitat der nicht
zugewiesenen Laufwerke, die hinzugefligt werden, reduziert wird,
damit sie den aktuellen Kapazitaten der Laufwerke im Pool bzw. der
Volume-Gruppe entsprechen.

Zeigt an, ob das Laufwerk sicher ist.

* Um den Pool oder die Volume-Gruppe mit der Drive Security-Funktion
zu schutzen, missen alle Laufwerke sicher sein.

» Es ist zwar moglich, einen Pool oder eine Volume-Gruppe mit einer
Kombination aus sicheren und nicht sicheren Laufwerken zu erstellen,
die Sicherheitsfunktion des Laufwerks kann jedoch nicht aktiviert
werden.

* Ein Pool oder eine Volume-Gruppe mit allen sicheren Laufwerken kann
kein nicht sicheres Laufwerk flr Sparing oder Expansion akzeptieren,
auch wenn die Verschlisselungsfunktion nicht verwendet wird.

* Als sichere Laufwerke werden entweder vollstandige
Festplattenverschliisselung (Full Disk Encryption, FDE) oder FIPS-
Laufwerke (Federal Information Processing Standard) gemeldet.

» Ein FIPS-Laufwerk kann die Level 140-2 oder 140-3 sein, wobei Level
140-3 als hoheres Sicherheitsniveau gilt. Wenn Sie eine Mischung aus
140-2- und 140-3-Laufwerken auswahlen, arbeitet die Pool- oder
Volume-Gruppe dann auf niedrigerer Sicherheitsstufe (140-2).
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Feld Beschreibung
DA-fahig Gibt an, ob das Laufwerk Data Assurance (da)-fahig ist.

» Es wird nicht empfohlen, Laufwerke zu verwenden, die nicht Data
Assurance (da) sind, die Kapazitat zu einem da-fahigen Pool oder
einer Volume-Gruppe hinzufiigen kénnen. Der Pool oder die Volume-
Gruppe verfiigt nicht mehr Uber da-Funktionen, und Sie haben nicht
mehr die Option, da fiir neu erstellte Volumes innerhalb des Pools oder
der Volume-Gruppe zu aktivieren.

* Die Verwendung von Laufwerken, die Data Assurance (da) sind, die
Kapazitat zu einem Pool oder einer Volume-Gruppe hinzufiigen
koénnen, die nicht fiir da geeignet ist, wird nicht empfohlen, da dieser
Pool oder die Volume-Gruppe die Funktionen des da-fahigen
Laufwerks nicht nutzen kann (die Laufwerkattribute stimmen nicht
Uberein). Ziehen Sie in Betracht, Laufwerke zu verwenden, die in
dieser Situation nicht da-fahig sind.

DULBE-fahig Gibt an, ob das Laufwerk Uber die Option flr dezugewiesene oder nicht
geschriebene logische Blockfehler (DULBE) verfugt. DULBE ist eine
Option auf NVMe-Laufwerken, mit der das EF300- oder EF600-Storage-
Array ressourcenbereitgestellte Volumes unterstitzt.

4. Klicken Sie Auf Hinzufligen.

Wenn Sie Laufwerke zu einem Pool oder einer Volume-Gruppe hinzufligen, wird ein Bestatigungsdialogfeld
angezeigt, wenn Sie ein Laufwerk ausgewahlt haben, das dazu flihrt, dass der Pool oder die Volume-
Gruppe nicht mehr Gber eines oder mehrere der folgenden Attribute verfugt:

> Regalschutz

> Schubladenschutz ’

o Vollstandige Festplattenverschlisselung

o Data Assurance

o DULBE-Fahigkeit

@ " derzeit wird das Bestatigungsdialogfeld nicht angezeigt, wenn Laufwerke zu einem Pool mit
Schutz vor Regalverlust oder Schubladenverlust hinzugefiigt werden.

1. Klicken Sie zum Fortfahren auf Ja, oder klicken Sie auf Abbrechen.

Ergebnisse

Nachdem Sie die nicht zugewiesenen Laufwerke einem Pool oder einer Volume-Gruppe hinzugefligt haben,
werden die Daten in jedem Volume des Pools oder der Volume-Gruppe neu verteilt, um auch die zusatzlichen
Laufwerke einzubeziehen.

Storage-Management
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Uberpriifen Sie die Volume-Redundanz im SANtricity System Manager

Mithilfe des technischen Supports oder der Anleitung durch den Recovery Guru konnen
Sie die Redundanz auf einem Volume in einem Pool oder einer Volume-Gruppe
Uberprifen, um zu ermitteln, ob die Daten auf diesem Volume konsistent sind.

Redundanzdaten dienen der schnellen Rekonstruktion von Informationen Uber das Ersatzlaufwerk, wenn eines
der Laufwerke im Pool oder der Volume-Gruppe ausfallt.

Bevor Sie beginnen
* Der Status des Pools oder der Volume-Gruppe muss optimal sein.

+ Der Pool oder die Volume-Gruppe darf keine Anderungsvorgéange fur das Volume ausfiihren.

+ Sie kdnnen Redundanz auf jeder RAID-Ebene aufRer RAID 0 prifen, da RAID 0 keine Datenredundanz
hat.

@ Prifen Sie die Volume-Redundanz nur dann, wenn Sie vom Recovery Guru zur Verfligung
stehen und unter Anleitung des technischen Supports dies tun.

Uber diese Aufgabe

Sie kdnnen diese Prifung nur fir einen Pool oder eine Volume-Gruppe gleichzeitig durchfiihren. Bei einer
Volume-Redundanzprifung werden folgende Aktionen durchgefihrt:

» Scannt die Datenbldcke in einem RAID 3-Volume, einem RAID 5-Volume oder einem RAID 6-Volume und
Uberprift die Redundanzinformationen fiir jeden Block. (RAID 3 kann Volume-Gruppen nur Uber die
Befehlszeilenschnittstelle zugewiesen werden.)

* Vergleicht die Datenbldcke auf gespiegelten RAID 1-Laufwerken.

* Gibt Redundanzfehler zurtck, wenn die Controller-Firmware feststellt, dass die Daten inkonsistent sind.

Eine sofortige Durchfiihrung einer Redundanzprifung auf demselben Pool oder derselben

@ Volume-Gruppe kann zu einem Fehler fihren. Um dieses Problem zu vermeiden, warten Sie ein
bis zwei Minuten, bevor Sie eine weitere Redundanzprifung auf demselben Pool oder
derselben Volume-Gruppe durchfiihren.

Schritte
1. Wahlen Sie Menu:Speicher[Pools & Volume Groups].

2. Menu wahlen:Sonstige Aufgaben[Volumenredundanz prifen].
Das Dialogfeld Redundanz prifen wird angezeigt.

3. Wahlen Sie die Volumes aus, die Sie priifen mochten, und geben Sie dann ein check Um zu bestatigen,
dass Sie diesen Vorgang ausfiihren méchten.
4. Klicken Sie Auf Prifen.
Der Vorgang ,Volume-Redundanz prifen“ wird gestartet. Die Volumes im Pool oder in der Volume-Gruppe
werden sequenziell gescannt. Sie beginnen dabei von oben in der Tabelle im Dialogfeld. Diese Aktionen
werden beim Scannen der einzelnen Volumes ausgefihrt:
> Das Volume wird in der Volume-Tabelle ausgewahilt.

o Der Status der Redundanzprifung wird in der Spalte Status angezeigt.
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> Die Prufung wird bei einem Datentrager- oder Paritatsfehler angehalten und meldet dann den Fehler.

Mehr zum Status der Redundanzpriifung

Status

Ausstehend

Prifen

Bestanden

Fehlgeschlagen

Medienfehler

Paritatsfehler

Beschreibung

Dies ist das erste zu scannende Volume, und Sie haben nicht auf Start
geklickt, um die Redundanzpriifung zu starten.

Oder

Der Vorgang der Redundanzprufung wird auf anderen Volumes im Pool
bzw. der Volume-Gruppe durchgefiihrt.

Das Volumen wird durch die Redundanzpriifung gepruft.

Das Volume bestand die Redundanzprifung. In den
Redundanzinformationen wurden keine Inkonsistenzen gefunden.

Das Volume hat die Redundanzpriifung nicht bestanden. In den
Redundanzinformationen wurden Inkonsistenzen gefunden.

Das Laufwerkmedium ist defekt und unlesbar. Befolgen Sie die
Anweisungen im Recovery Guru.

Die Paritat ist nicht, was sie fir einen bestimmten Teil der Daten sein
sollte. Ein Paritatsfehler ist potenziell schwerwiegend und kann zu
permanentem Datenverlust fihren.

5. Klicken Sie auf Fertig, nachdem das letzte Volume im Pool oder der Volume-Gruppe Uberprift wurde.

Loschen eines Pools oder einer Volume-Gruppe im SANtricity System Manager

Sie konnen einen Pool oder eine Volume-Gruppe I6schen, um mehr nicht zugewiesene
Kapazitat zu erstellen. Diese kdnnen Sie neu konfigurieren, um die Storage-
Anforderungen lhrer Applikation zu erfullen.

Bevor Sie beginnen

» Sie missen die Daten auf allen Volumes im Pool oder in der Volume-Gruppe gesichert haben.

« Sie mussen alle ein-/Ausgange (E/A) angehalten haben.

« Sie mUssen die Bereitstellung von Dateisystemen auf den Volumes aufheben.

» Sie miUssen alle Spiegelbeziehungen im Pool oder in der Volume-Gruppe geldscht haben.

» Sie mussen alle laufenden Volume-Kopiervorgang fiir den Pool oder die Volume-Gruppe angehalten

haben.

* Der Pool oder die Volume-Gruppe darf nicht an einem asynchronen Spiegelungsvorgang teilnehmen.

 Die Laufwerke in der Volume-Gruppe dirfen nicht Gber eine dauerhafte Reservierung verfligen.

26



Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Wahlen Sie einen Pool oder eine Volume-Gruppe aus der Liste aus.

Sie kdnnen jeweils nur einen Pool oder eine Volume-Gruppe auswahlen. Scrollen Sie in der Liste nach
unten, um weitere Pools oder Volume-Gruppen zu sehen.

3. Wahlen Sie MenUl:Sonstige Aufgaben[Léschen] und bestatigen Sie.

Ergebnisse
System Manager fuhrt die folgenden Aktionen durch:

» Ldscht alle Daten im Pool oder der Volume-Gruppe.
 Loscht alle Laufwerke, die dem Pool oder der Volume-Gruppe zugeordnet sind.

» Hebt die Zuweisung der zugehdrigen Laufwerke auf und ermdglicht die Wiederverwendung in neuen oder
vorhandenen Pools oder Volume-Gruppen.

Konsolidieren Sie freie Kapazitat fiir eine Volume-Gruppe im SANtricity System
Manager

Verwenden Sie die Option freie Kapazitat konsolidieren, um vorhandene freie
Erweiterungen auf einer ausgewahlten Volume-Gruppe zu konsolidieren. Durch diese
Aktion kdnnen Sie aus der maximalen freien Kapazitat in einer Volume-Gruppe
zusatzliche Volumes erstellen.

Bevor Sie beginnen
* Die Volume-Gruppe muss mindestens einen freien Kapazitatsbereich enthalten.
 Alle Volumes in der Volume-Gruppe muissen den Status ,Online” und ,optimal“ aufweisen.
+ Volume-Anderungsvorgange diirfen nicht ausgefiihrt werden, z. B. das Andern der Segmentgréfe eines
Volumes.

Uber diese Aufgabe

Sie kénnen den Vorgang nach dem Start nicht mehr abbrechen. Der Zugriff auf lhre Daten bleibt wahrend des
Konsolidierungsvorgangs erhalten.

Sie kdnnen das Dialogfeld Freie Kapazitat konsolidieren mit einer der folgenden Methoden starten:

* Wenn fur eine Volume-Gruppe mindestens ein freier Kapazitatsbereich erkannt wird, erscheint die
Empfehlung ,freie Kapazitat konsolidieren* auf der Startseite im Benachrichtigungsbereich. Klicken Sie auf
den Link freie Kapazitat konsolidieren, um das Dialogfeld zu starten.

+ Sie kénnen das Dialogfeld ,freie Kapazitat konsolidieren“ auch auf der Seite Pools & Volume Groups
starten, wie in der folgenden Aufgabe beschrieben.
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Mehr uber freie Kapazitiatsbereiche

Ein freier Kapazitatsbereich stellt die freie Kapazitat dar, die zum Ldschen eines Volumes oder zum
Nichtnutzen der gesamten verfiigbaren freien Kapazitat wahrend der Volume-Erstellung flihren kann.
Wenn Sie ein Volume in einer Volume-Gruppe mit einem oder mehreren freien Kapazitatsbereichen
erstellen, ist die Kapazitat des Volumes auf den gréRten freien Kapazitatsbereich in dieser Volume-
Gruppe beschrankt. Wenn beispielsweise eine Volume-Gruppe insgesamt 15 gib freie Kapazitat besitzt
und der groRte Bereich der freien Kapazitat 10 gib betragt, betragt das groRte Volume, das Sie erstellen
kénnen, 10 gib.

Sie konsolidieren freie Kapazitaten auf einer Volume-Gruppe, um die Schreib-Performance zu
verbessern. Die freie Kapazitat Ihrer Volume-Gruppe wird im Laufe der Zeit fragmentiert, wenn der Host
Dateien schreibt, andert und 16scht. SchlieRlich befindet sich die verfligbare Kapazitat nicht in einem
einzigen zusammenhangenden Block, sondern wird in kleinen Fragmenten Uber die Volume-Gruppe
verteilt. Dies fUhrt zu einer weiteren Dateifragmentierung, da der Host neue Dateien als Fragmente
schreiben muss, um sie in die verfugbaren Bereiche freier Cluster zu passen.

Durch die Konsolidierung der freien Kapazitat einer ausgewahlten Volume-Gruppe wird eine verbesserte
Performance des Filesystems erzielt, wenn der Host neue Dateien schreibt. Der Konsolidierungsvorgang
wird auch dazu beitragen, dass neue Dateien in Zukunft nicht fragmentiert werden.

Schritte

1.
2.

Wahlen Sie Menu:Speicher[Pools & Volume Groups].

Wahlen Sie die Volume-Gruppe mit freier Kapazitat, die Sie konsolidieren mochten, und wahlen Sie dann
Meni:Sonstige Aufgaben[freie Kapazitat der Volume-Gruppe konsolidieren].

Das Dialogfeld Freie Kapazitat konsolidieren wird angezeigt.

. Typ consolidate Um zu bestétigen, dass Sie diesen Vorgang ausfuihren méchten.

. Klicken Sie Auf Konsolidieren.

System Manager beginnt die Konsolidierung (Defragmentierung) der freien Kapazitatsbereiche der
Volume-Gruppe in einen zusammenhangenden Betrag flr nachfolgende Storage-Konfigurationsaufgaben.

Nachdem Sie fertig sind

Wahlen Sie MENU:Home[Vorgange in Bearbeitung anzeigen], um den Fortschritt des Vorgangs ,Freie
Kapazitat konsolidieren® anzuzeigen. Dieser Vorgang kann langwierig sein und die System-Performance
beeintrachtigen.

Exportieren/Importieren von Volumegruppen in der SANtricity CLI

Bei der Volume-Gruppenmigration kdnnen Sie eine Volume-Gruppe exportieren, sodass
Sie die Volume-Gruppe in ein anderes Storage-Array importieren kdnnen.

Die Export-/Importfunktion wird in der Benutzeroberflache von SANtricity System Manager nicht unterstitzt.
Sie mussen die Befehlszeilenschnittstelle (CLI) verwenden, um eine Volume-Gruppe in ein anderes Storage-
Array zu exportieren/zu importieren.
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Aktivieren Sie die Ortungslichter in einem Pool, einer Volume-Gruppe oder einem
SSD-Cache im SANtricity System Manager

Nach Laufwerken konnen Sie alle Laufwerke physisch identifizieren, die einen
ausgewahlten Pool, eine Volume-Gruppe oder SSD Cache umfassen. An jedem
Laufwerk im ausgewahlten Pool, der Volume-Gruppe oder dem SSD-Cache leuchtet eine
LED-Anzeige auf.

Schritte
1. Wahlen Sie Menu:Speicher[Pools & Volume Groups].
2. Wabhlen Sie den Pool, die Volume-Gruppe oder den SSD-Cache aus, den Sie suchen mdéchten, und klicken
Sie dann auf MENU:Mehr[Locator Lights einschalten].

Es wird ein Dialogfeld angezeigt, in dem die Leuchten der Laufwerke angezeigt werden, die den
ausgewahlten Pool, die Volume-Gruppe oder den SSD-Cache enthalten.

3. Nachdem Sie die Laufwerke erfolgreich gefunden haben, klicken Sie auf Ausschalten.

Kapazitat aus einem Pool oder SSD-Cache im SANtricity System Manager
entfernen

Sie konnen Laufwerke entfernen, um die Kapazitat eines vorhandenen Pools oder SSD-
Caches zu reduzieren.

Nach dem Entfernen von Laufwerken werden die Daten in jedem Volume des Pools oder SSD-Caches auf die
Ubrigen Laufwerke verteilt. Die entfernten Laufwerke werden nicht mehr zugewiesen und ihre Kapazitat wird
Teil der gesamten freien Kapazitat des Speicher-Arrays.

Uber diese Aufgabe
Beachten Sie beim Entfernen der Kapazitat die folgenden Richtlinien:

 Sie kdnnen das letzte Laufwerk in einem SSD-Cache nicht entfernen, ohne zuerst den SSD-Cache zu
[6schen.
+ Sie kdnnen die Anzahl der Laufwerke in einem Pool nicht auf weniger als 11 Laufwerke reduzieren.

» Sie kdnnen maximal 12 Laufwerke gleichzeitig entfernen. Wenn Sie mehr als 12 Laufwerke entfernen
mussen, wiederholen Sie den Vorgang.

» Laufwerke kdnnen nicht entfernt werden, wenn nicht gentigend freie Kapazitat im Pool oder SSD-Cache
vorhanden ist, um die Daten zu enthalten, wenn diese Daten auf die Ubrigen Laufwerke im Pool oder SSD-
Cache verteilt werden.

Hier erhalten Sie Informationen zu potenziellen Auswirkungen auf die Performance

» Das Entfernen von Laufwerken aus einem Pool oder SSD Cache kann zu einer reduzierten Volume-
Performance fuhren.

 Die unveranderte Kapazitat wird nicht verbraucht, wenn Sie Kapazitat aus einem Pool oder SSD
Cache entfernen. Die Konservierungskapazitat kann sich jedoch aufgrund der Anzahl der im Pool
verbliebenen Laufwerke oder des SSD Cache verringern.
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Lesen Sie, welche Auswirkungen sichere Laufwerke haben

» Wenn Sie das letzte Laufwerk entfernen, das nicht sicher-fahig ist, wird der Pool mit allen sicheren

Laufwerken belassen. In dieser Situation haben Sie die Moglichkeit, die Sicherheit flir den Pool zu
aktivieren.

* Wenn Sie das letzte Laufwerk entfernen, das nicht Data Assurance (da)-fahig ist, bleibt der Pool mit
allen da-fahigen Laufwerken.

@ Alle neuen Volumes, die Sie auf dem Pool erstellen, sind da-fahig. Wenn vorhandene
Volumes als da-fahig sein sollen, missen Sie das Volume Iéschen und dann neu erstellen.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Wahlen Sie den Pool oder SSD Cache aus und klicken Sie dann auf Menu:Mehr[Kapazitat entfernen].
Das Dialogfeld Kapazitat entfernen wird angezeigt.

3. Wahlen Sie ein oder mehrere Laufwerke in der Liste aus.
Wenn Sie in der Liste Laufwerke auswahlen oder deauswahlen, wird das Feld Gesamtkapazitat
ausgewadhlt aktualisiert. Dieses Feld zeigt die Gesamtkapazitat des Pools oder SSD-Caches an, die nach
dem Entfernen der ausgewahlten Laufwerke Ergebnisse liefert.

4. Klicken Sie auf Entfernen und bestatigen Sie, dass Sie die Laufwerke entfernen mdchten.

Die neu reduzierte Kapazitat des Pool oder SSD-Cache wird in der Ansicht Pools und Volume-Gruppen
dargestellt.

Andern Sie die Pool- und Gruppeneinstellungen

Andern der Konfigurationseinstellungen fiir einen Pool im SANtricity System
Manager

Sie konnen die Einstellungen fur einen Pool bearbeiten, einschliel3lich Name,
Kapazitatswarnungen, Anderungsprioritaten und Erhaltungskapazitét.

Uber diese Aufgabe
In dieser Aufgabe wird beschrieben, wie die Konfigurationseinstellungen fur einen Pool geandert werden.

@ Sie konnen die RAID-Ebene eines Pools nicht mit der System Manager Schnittstelle andern.
System Manager konfiguriert Pools automatisch als RAID 6.

Schritte
1. Wahlen Sie MenU:Speicher[Pools & Volume Groups].

2. Wahlen Sie den Pool aus, den Sie bearbeiten méchten, und klicken Sie dann auf Einstellungen
anzeigen/bearbeiten.

Das Dialogfeld Pool-Einstellungen wird angezeigt.
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3. Wahlen Sie die Registerkarte Einstellungen aus, und bearbeiten Sie anschlieRend die Pooleinstellungen
entsprechend.
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Einstellung

Name

Kapazitatswarnungen

Beschreibung

Sie kénnen den vom Benutzer bereitgestellten Namen des Pools &ndern.
Die Angabe eines Namens flr einen Pool ist erforderlich.

Sie kdnnen Benachrichtigungen senden, wenn die freie Kapazitat in einem
Pool einen bestimmten Schwellenwert erreicht oder Gberschreitet. Wenn
die im Pool gespeicherten Daten den angegebenen Schwellenwert
Uberschreiten, sendet System Manager eine Meldung, sodass Sie mehr
Speicherplatz hinzuftigen oder unnétige Objekte I6schen kénnen.

Warnmeldungen werden im Bereich Benachrichtigungen auf dem
Dashboard angezeigt und kénnen per E-Mail und SNMP-Trap-Nachrichten
vom Server an Administratoren gesendet werden.

Sie kénnen die folgenden Kapazitatswarnungen definieren:

* Critical Alert — Diese kritische Warnmeldung informiert Sie, wenn die
freie Kapazitat im Pool den angegebenen Schwellenwert erreicht oder
Uberschreitet. Verwenden Sie die Spinner-Regler, um den
Schwellenwert in Prozent einzustellen. Aktivieren Sie das
Kontrollkdstchen, um diese Benachrichtigung zu deaktivieren.

* Friihwarnung — Diese Friihwarnung informiert Sie, wenn die freie
Kapazitat in einem Pool einen bestimmten Schwellenwert erreicht.
Verwenden Sie die Spinner-Regler, um den Schwellenwert in Prozent
einzustellen. Aktivieren Sie das Kontrollkdstchen, um diese
Benachrichtigung zu deaktivieren.



Einstellung

Anderungsprioritaten

Beschreibung

Sie kénnen die Prioritatsstufen fir Anderungsvorgange in einem Pool
relativ zur Systemleistung festlegen. Eine héhere Prioritat fir
Anderungsvorgénge in einem Pool fiihrt dazu, dass ein Vorgang schneller
abgeschlossen wird, die Host-l/O-Performance jedoch beeintrachtigt wird.
Bei geringerer Prioritat dauern Vorgange langer, bis die 1/0-Performance
des Hosts weniger beeintrachtigt ist.

Sie kdnnen aus funf Prioritatsstufen wahlen: Niedrigste, niedrige, mittlere,
héchste und hochste. Je hdher die Prioritat, desto grof3er ist die
Auswirkung auf die Host-I/O und System-Performance.

 Kritische Rekonstruktionsprioritat — dieser Schieberegler bestimmt
die Prioritat eines Datenrekonstruktionsvorgangs, wenn mehrere
Laufwerksausfalle zu einem Zustand fihren, in dem einige Daten keine
Redundanz aufweisen und ein zusatzlicher Laufwerksausfall zu
Datenverlust fihren kann.

» Degradierte Rekonstruktionsprioritat — dieser Schieberegler
bestimmt die Prioritdt des Datenrekonstruktionsvorgangs bei einem
Laufwerksausfall, aber die Daten haben noch Redundanz und ein
zusatzlicher Laufwerksausfall flihrt nicht zu Datenverlust.

» Background Operation Priority — dieser Schieberegler bestimmt die
Prioritat der Pool-Hintergrundoperationen, die auftreten, wahrend sich
der Pool in einem optimalen Zustand befindet. Zu diesen Vorgangen
gehodren dynamische Volume-Erweiterung (DVE), Instant Availability
Format (IAF) und die Migration von Daten auf ein ersetztes oder
hinzugefligtes Laufwerk.
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Einstellung

Dauerhafte Kapazitat
(,Optimierungskapazitat
“fur die EF600 oder
EF300)

4. Klicken Sie Auf Speichern.

34

Beschreibung

Preservation Capacity — Sie kénnen die Anzahl der Laufwerke
definieren, um die Kapazitat zu bestimmen, die im Pool reserviert ist, um
potenzielle Laufwerksausfalle zu unterstitzen. Bei einem Laufwerksausfall
werden die rekonstruierten Daten anhand der Festplattenkapazitat
gespeichert. Pools verwenden wahrend der Datenrekonstruktion freie
Kapazitaten anstelle von Hot-Spare-Laufwerken, die in Volume-Gruppen
verwendet werden.

Passen Sie mit den Spinner-Steuerungen die Anzahl der Antriebe an. Je
nach Anzahl der Laufwerke wird die Konservierungskapazitat im Pool
neben der Spinner Box angezeigt.

Bericksichtigen Sie die folgenden Hinweise zur Konservierungskapazitat.

» Da die Konservierungskapazitat von der gesamten freien Kapazitat
eines Pools abgezogen wird, wirkt sich die Menge der reservierten
Kapazitat darauf aus, wie viel freie Kapazitat zur Erstellung von
Volumes zur Verfliigung steht. Wenn Sie fir die Erhaltungskapazitat O
angeben, wird die gesamte freie Kapazitat im Pool zur Volume-
Erstellung genutzt.

* Wenn Sie die Konservierungskapazitat verringern, erhdhen Sie die
Kapazitat, die fur Pool Volumes genutzt werden kann.

Zusatzliche Optimierungskapazitat (nur EF600 und EF300
Arrays) — Wenn ein Pool erstellt wird, wird eine empfohlene
Optimierungskapazitat generiert, die ein ausgewogenes Verhaltnis
zwischen verfugbarer Kapazitat und Performance sowie
Laufwerksabnutzung bietet. Sie kdnnen diese Balance anpassen, indem
Sie den Schieberegler nach rechts bewegen, um eine bessere
Performance zu erzielen und den Verschleil3 zu erhéhen. Wenn Sie die
verfiigbare Kapazitat in die linke Seite verschieben, kdnnen Sie die
verfiigbare Kapazitat auf Kosten einer besseren Performance und eines
héheren Verschleiles der Laufwerke erhdhen.

SSD-Laufwerke haben eine langere Lebensdauer und eine bessere
maximale Schreib-Performance, wenn ein Teil ihrer Kapazitat nicht
zugewiesen ist. Bei Laufwerken, die einem Pool zugeordnet sind, besteht
nicht zugewiesene Kapazitat aus der Erhaltungskapazitat eines Pools, der
freien Kapazitat (nicht von Volumes genutzte Kapazitat) und einem Teil der
nutzbaren Kapazitat, der als zusatzliche Optimierungskapazitat zur
Verfliigung steht. Die zusatzliche Optimierungskapazitat stellt ein
Mindestmald an Optimierungskapazitat zur Verfligung, indem die nutzbare
Kapazitat reduziert wird. Somit ist fir die Volume-Erstellung nicht
verfigbar.



Andern der Konfigurationseinstellungen fiir eine Volume-Gruppe im SANtricity
System Manager

Sie konnen die Einstellungen fur eine Volume-Gruppe einschliel3lich Name und RAID-
Level bearbeiten.

Bevor Sie beginnen

Wenn Sie die RAID-Ebene andern, um die Performance-Anforderungen der Applikationen, die auf die Volume-
Gruppe zugreifen, zu erfiillen, missen Sie die folgenden Voraussetzungen erfiillen:
* Die Volume-Gruppe muss den optimalen Status haben.

« Sie missen uber geniugend Kapazitat in der Volume-Gruppe verfigen, um auf das neue RAID-Level zu
konvertieren.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Wabhlen Sie die Volume-Gruppe aus, die Sie bearbeiten méchten, und klicken Sie dann auf Einstellungen
anzeigen/bearbeiten.

Das Dialogfeld Volume Group Settings wird angezeigt.

3. Wahlen Sie die Registerkarte Einstellungen aus, und bearbeiten Sie anschliel3end die Einstellungen fir
die Volume-Gruppe.
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Einstellung

Name

RAID-Level

Beschreibung

Sie kdnnen den vom Benutzer bereitgestellten Namen der Volume-Gruppe
andern. Die Angabe eines Namens flir eine Volume-Gruppe ist
erforderlich.

Wabhlen Sie den neuen RAID-Level aus dem Dropdown-Menu aus.

* RAID 0 Striping — bietet hohe Leistung, aber keine Datenredundanz.
Wenn ein einzelnes Laufwerk in der Volume-Gruppe ausfallt, fallen alle
zugehorigen Volumes aus und alle Daten gehen verloren. Eine
Striping-RAID-Gruppe fasst zwei oder mehr Laufwerke zu einem
grol3en logischen Laufwerk zusammen.

* RAID 1 Mirroring — bietet eine hohe Leistung und beste
Datenverfligbarkeit und eignet sich zur Speicherung sensibler Daten
auf Unternehmens- oder Personlichkeitsebene. Schitzt Ihre Daten,
indem der Inhalt eines Laufwerks automatisch auf das zweite Laufwerk
im gespiegelten Paar gespiegelt wird. Er bietet Schutz bei Ausfall eines
einzigen Laufwerks.

* RAID 10 Striping/Spiegelung — bietet eine Kombination aus RAID 0
(Striping) und RAID 1 (Spiegelung) und wird erreicht, wenn vier oder
mehr Laufwerke ausgewahlt werden. RAID 10 ist fir
Transaktionsapplikationen mit hohem Volumen, z. B. fir eine
Datenbank mit hohen Performance- und Fehlertoleranz, geeignet.

* RAID 5 — optimal fir Umgebungen mit mehreren Benutzern (wie
Datenbank- oder Dateisystemspeicher), in denen die typische 1/0-
Grolde klein ist und ein hoher Anteil an Leseaktivitaten besteht.

* RAID 6 - optimal fir Umgebungen, die einen Redundanzschutz tber
RAID 5 hinaus benétigen, jedoch keine hohe Schreib-Performance
erfordern.

RAID 3 kann nur Volume-Gruppen Uber die Befehlszeilenschnittstelle (CLI)
zugewiesen werden.

Wenn Sie den RAID-Level andern, kénnen Sie diesen Vorgang nach
seinem Start nicht mehr abbrechen. Wahrend der Anderung bleiben lhre
Daten verfligbar.



Einstellung Beschreibung

Optimierungskapazitat Wenn eine Volume-Gruppe erstellt wird, wird eine empfohlene

(nur EF600 Arrays) Optimierungskapazitat generiert, die ein Gleichgewicht zwischen der
verfigbaren Kapazitat und Performance sowie dem Verschleil von
Laufwerken bietet. Sie kdnnen diese Balance anpassen, indem Sie den
Schieberegler nach rechts bewegen, um eine bessere Performance zu
erzielen und den Verschleil zu erhéhen. Wenn Sie die verfiigbare
Kapazitat in die linke Seite verschieben, kdnnen Sie die verfligbare
Kapazitat auf Kosten einer besseren Performance und eines héheren
Verschleil3es der Laufwerke erhdhen.

SSD-Laufwerke haben eine langere Lebensdauer und eine bessere
maximale Schreib-Performance, wenn ein Teil ihrer Kapazitat nicht
zugewiesen ist. Bei Laufwerken, die einer Volume-Gruppe zugeordnet
sind, besteht nicht zugewiesene Kapazitat aus der freien Kapazitat einer
Gruppe (nicht von Volumes genutzte Kapazitat) und einem Teil der
nutzbaren Kapazitat, der neben der zusatzlichen Optimierungskapazitat
steht. Die zusatzliche Optimierungskapazitat stellt ein Mindestmal} an
Optimierungskapazitat zur Verfligung, indem die nutzbare Kapazitat
reduziert wird. Somit ist fur die Volume-Erstellung nicht verflgbar.

4. Klicken Sie Auf Speichern.

Wenn die Kapazitat reduziert wird, die Volume-Redundanz verloren geht oder der Schutz vor Shelf-
/Schubladenverlust infolge einer Anderung auf RAID-Ebene verloren geht, wird ein Bestatigungsdialogfeld
mit dem Kunden angezeigt. Wahlen Sie Ja, um fortzufahren. Klicken Sie andernfalls auf Nein.

Ergebnisse

Wenn Sie das RAID-Level fur eine Volume-Gruppe andern, andert System Manager die RAID-Level jedes
Volumes, das die Volume-Gruppe enthalt. Die Leistung kann wahrend des Betriebs leicht beeintrachtigt
werden.

Aktivieren oder deaktivieren Sie die Ressourcenbereitstellung fiir vorhandene
Volumegruppen und Pools im SANtricity System Manager

Fur alle DELBE-fahigen Laufwerke kdnnen Sie die Ressourcenbereitstellung auf
vorhandenen Volumes in einem Pool oder einer Volume-Gruppe aktivieren oder
deaktivieren.

Die Ressourcenbereitstellung ist eine Funktion der EF300- und EF600-Speicher-Arrays, mit der Volumes ohne
Hintergrundinitialisierung sofort in Betrieb genommen werden kénnen. Alle dem Volume zugewiesenen
Festplattenblocke werden aufgehoben (ihre Zuordnung wird nicht aufgehoben), was die SSD-Abnutzung
verbessert und die maximale Schreib-Performance erhoht.

StandardmaRig ist die Ressourcenbereitstellung auf Systemen aktiviert, auf denen die Laufwerke DULBE
unterstitzen. Die Ressourcenbereitstellung muss erst aktiviert werden, wenn Sie sie zuvor deaktiviert haben.

Bevor Sie beginnen
+ Sie bendtigen ein EF300- oder EF600-Storage-Array.
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@ DULBE wird derzeit nicht auf EF300C- oder EF600C-Speicherarrays unterstitzt.

» Sie mussen SSD-Volume-Gruppen oder -Pools haben, wobei alle Laufwerke die Funktion zur
Wiederherstellung von dezugewiesenen oder nicht geschriebenen logischen Blockfehlern (DULBE)
unterstitzen. Andernfalls ist die Option zur Ressourcenbereitstellung nicht verfiigbar.

Uber diese Aufgabe

Wenn Sie die Ressourcenbereitstellung fiir vorhandene Volume-Gruppen und -Pools aktivieren, werden alle
Volumes in der ausgewahlten Volume-Gruppe oder dem ausgewahlten Pool geandert, damit die Blocke wieder
entzugewiesen werden kdnnen. Dieser Prozess kann einen Hintergrundvorgang erfordern, um eine
konsistente Zuweisung auf der Granularitat zu gewahrleisten. Dieser Vorgang zeigt die Zuordnung von
Speicherplatz nicht an. Sobald der Hintergrundvorgang abgeschlossen ist, muss das Betriebssystem die
Zuordnung ungenutzter Blocke aufheben, um freien Speicherplatz zu erstellen.

Wenn Sie die Ressourcenbereitstellung fur vorhandene Volume-Gruppen oder Pools deaktivieren, schreibt ein
Hintergrundvorgang alle logischen Bldcke in jedem Volume neu. Die bestehenden Daten bleiben erhalten. Die
Schreibvorgange zuordnen oder stellen die Bldcke auf den Laufwerken bereit, die der Volume-Gruppe oder
dem Pool zugeordnet sind.

Fir neue Volume-Gruppen und -Pools kénnen Sie die Ressourcenbereitstellung tUber
@ Menu:Einstellungen[System > zusatzliche Einstellungen > Aktivieren/Deaktivieren von Volumes
mit Ressourcenbereitstellung] aktivieren oder deaktivieren.

Schritte
1. Wahlen Sie Menu:Speicher[Pools & Volume Groups].

2. Wabhlen Sie einen Pool oder eine Volume-Gruppe aus der Liste aus.

Sie kénnen jeweils nur einen Pool oder eine Volume-Gruppe auswahlen. Scrollen Sie in der Liste nach
unten, um weitere Pools oder Volume-Gruppen zu sehen.

3. Wahlen Sie Sonstige Aufgaben und dann entweder Ressourcenbereitstellung aktivieren oder
Ressourcenbereitstellung deaktivieren.

4. Bestatigen Sie im Dialogfeld den Vorgang.

Wenn Sie DULBE erneut aktiviert haben — nach Abschluss des Hintergrundvorgangs missen
Sie moglicherweise den Host neu starten, damit die DULBE-Konfigurationsanderungen erkannt
und anschlief3end alle Dateisysteme neu mounten.

Aktivieren oder deaktivieren Sie die Ressourcenbereitstellung fiir neue Volume-
Gruppen oder Pools im SANtricity System Manager

Wenn Sie zuvor die Standardfunktion fur die Ressourcenbereitstellung deaktiviert haben,
konnen Sie sie fur alle neuen von Ihnen erstellten SSD-Volume-Gruppen oder -Pools
erneut aktivieren. Sie kdnnen die Einstellung auch wieder deaktivieren.

Die Ressourcenbereitstellung ist eine Funktion der EF300- und EF600-Speicher-Arrays, mit der Volumes ohne
Hintergrundinitialisierung sofort in Betrieb genommen werden kénnen. Alle dem Volume zugewiesenen
Festplattenblocke werden aufgehoben (ihre Zuordnung wird nicht aufgehoben), was die SSD-Abnutzung
verbessert und die maximale Schreib-Performance erhoht.
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@ Standardmafig ist die Ressourcenbereitstellung auf Systemen aktiviert, auf denen die
Laufwerke DULBE unterstttzen.

Bevor Sie beginnen
 Sie bendtigen ein EF300- oder EF600-Storage-Array.

+ Sie missen SSD-Volume-Gruppen oder -Pools haben, wobei alle Laufwerke die Funktion zur
Wiederherstellung von dezugewiesenen oder nicht geschriebenen logischen Blockfehlern (DULBE)
unterstitzen.

@ DULBE wird derzeit nicht auf EF300C- oder EF600C-Speicherarrays unterstitzt.

Uber diese Aufgabe

Wenn Sie die Ressourcen-Bereitstellung flir neue Volume-Gruppen oder Pools erneut aktivieren, sind nur neu
erstellte Volume-Gruppen und Pools betroffen. Alle vorhandenen Volume-Gruppen und Pools mit aktivierter
Ressourcenbereitstellung bleiben unverandert.

Schritte
1. Wahlen Sie MenU:Einstellungen[System].

2. Blattern Sie nach unten zu zusatzliche Einstellungen, und klicken Sie dann auf Volumes mit
Ressourcenzulauf aktivieren/deaktivieren.
Die Einstellungsbeschreibung gibt an, ob die Ressourcenbereitstellung derzeit aktiviert oder deaktiviert ist.

3. Bestatigen Sie im Dialogfeld den Vorgang.

Ergebnisse

Das Aktivieren oder Deaktivieren der Ressourcenbereitstellung betrifft nur neue SSD-Pools oder Volume-
Gruppen, die Sie erstellen. Vorhandene Pools oder Volume-Gruppen bleiben unverandert.

Aktivieren Sie die Sicherheit fur einen Pool oder eine Volume-Gruppe im SANtricity
System Manager

Sie kdnnen die Laufwerkssicherheit flir einen Pool oder eine Volume-Gruppe aktivieren,
um unbefugten Zugriff auf die Daten auf den Laufwerken im Pool oder der Volume-
Gruppe zu verhindern. Lese- und Schreibzugriff auf die Laufwerke ist nur Gber einen
Controller verfugbar, der mit einem Sicherheitsschllssel konfiguriert ist.

Bevor Sie beginnen
» Die Laufwerkssicherheitsfunktion muss aktiviert sein.

» Ein Sicherheitsschllissel muss erstellt werden.
* Der Pool oder die Volume-Gruppe muss sich im optimalen Zustand befinden.

» Alle Laufwerke im Pool oder in der Volume-Gruppe mussen sichere Laufwerke sein.

Uber diese Aufgabe

Wenn Sie die Laufwerkssicherheit verwenden méchten, wahlen Sie einen Pool oder eine Volume-Gruppe aus,
der sicher ist. Ein Pool oder eine Volume-Gruppe kann sowohl sichere als auch nicht sichere Laufwerke
enthalten. Zur Nutzung der Verschlisselungsfunktionen missen jedoch alle Laufwerke sicher sein.
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Nach Aktivierung der Sicherheitskontrolle kdnnen Sie sie nur entfernen, indem Sie den Pool oder die Volume-
Gruppe l6schen und dann die Laufwerke I6schen.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Wabhlen Sie den Pool oder die Volume-Gruppe aus, auf dem Sie die Sicherheit aktivieren mochten, und
klicken Sie dann auf Menu:Mehr[Sicherheit aktivieren].

Das Dialogfeld Sicherheit bestatigen wird angezeigt.

3. Bestatigen Sie, dass Sie die Sicherheit flir den ausgewahlten Pool oder die ausgewahlte Volume-Gruppe
aktivieren mochten, und klicken Sie dann auf Aktivieren.

Management des SSD-Caches

So funktioniert der SSD-Cache in der SANtricity-Software

Die SSD Cache Funktion ist eine Controller-basierte Losung, die am haufigsten
abgerufene Daten (,heiRe“ Daten) auf latenzarmen Solid State Drives (SSDs)
zwischenspeichert und so die System-Performance dynamisch steigert. SSD Cache wird
ausschlieldlich fur Host-Lesevorgange verwendet.

SSD Cache im Vergleich zum primaren Cache

SSD Cache ist ein sekundarer Cache zur Verwendung mit dem primaren Cache im dynamischen Random-
Access Memory (DRAM) des Controllers.

SSD Cache funktioniert anders als der primare Cache:

 Im primaren Cache muss jeder 1/0-Vorgang Daten durch den Cache stacieren, um den Vorgang
durchzufuhren.

Im primaren Cache werden die Daten nach dem Lesen des Hosts im DRAM gespeichert.

» SSD-Cache wird nur verwendet, wenn es von Vorteil ist, die Daten im Cache zu platzieren, um die
Systemperformance insgesamt zu verbessern.

Im SSD Cache werden die Daten aus Volumes kopiert und auf zwei internen RAID-Volumes (eine pro
Controller) gespeichert, die bei der Erstellung eines SSD-Caches automatisch erstellt werden.

Die internen RAID-Volumes werden fur die interne Cache-Verarbeitung verwendet. Auf diese Volumes kann
nicht zugegriffen oder in der Benutzeroberflache angezeigt werden. Diese beiden Volumes zahlen jedoch die
Gesamtanzahl der im Storage Array zuldssigen Volumes.

Verwendung von SSD Cache

Mit der intelligenten Cache-Speicherung werden Daten auf einem Laufwerk mit niedrigerer Latenz platziert. So
kann schneller auf zuklinftige Anfragen nach diesen Daten reagiert werden. Wenn ein Programm Daten
anfordert, die sich im Cache befinden (so genannte ,Cache Hit"), kann diese Transaktion auf der Festplatte
mit niedrigerer Latenz verarbeitet werden. Andernfalls tritt ein ,Cache Miss® auf, und auf die Daten muss vom
ursprunglichen, langsameren Laufwerk zugegriffen werden. Je mehr Cache-Treffer auftreten, desto besser
wird die Gesamt-Performance.
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Wenn ein Hostprogramm auf die Laufwerke des Storage-Arrays zugreift, werden die Daten im SSD-Cache
gespeichert. Wenn das Hostprogramm wieder auf dieselben Daten zugreift, wird es anstelle der Festplatten
aus dem SSD-Cache gelesen. Die am haufigsten abgerufenen Daten werden im SSD-Cache gespeichert. Auf
die Festplatten wird nur zugegriffen, wenn die Daten nicht aus dem SSD-Cache gelesen werden kénnen.

SSD Cache wird nur verwendet, wenn es von Vorteil ist, die Daten im Cache zu platzieren, um die Gesamt-
Performance des Systems zu verbessern.

Wenn die CPU Lesedaten verarbeiten muss, fuhrt dies wie folgt aus:

1. Uberpriifen Sie den DRAM-Cache.
2. Wenn sie nicht im DRAM-Cache gefunden werden, Uberpriifen Sie den SSD-Cache.

3. Wenn nicht im SSD Cache gefunden, dann von der Festplatte. Wenn Daten fir den Cache sinnvoll sind,
sollten Sie diese in den SSD Cache kopieren.

Verbesserte Performance

Das Kopieren der am haufigsten aufgerufenen Daten (Hot Spot) in SSD Cache ermdglicht einen effizienteren
Festplattenbetrieb, geringere Latenz und eine beschleunigte Lese- und Schreibgeschwindigkeit. Mithilfe
hochperformanter SSDs kdnnen Daten von HDD-Volumes zwischengespeichert werden, was die 1/0-
Performance und die Reaktionszeiten verbessert.

Uber einfache Volume-1/O-Mechanismen werden Daten in den und aus dem SSD-Cache verschoben.
Nachdem Daten im Cache gespeichert und auf den SSDs gespeichert wurden, werden nachfolgende
Lesezugriffe auf diese Daten im SSD Cache ausgefuhrt. Auf das HDD-Volume ist somit kein Zugriff mehr
erforderlich.

SSD-Cache und die Laufwerkssicherheitsfunktion

Wenn Sie SSD Cache auf einem Volume verwenden mochten, das auch die Laufwerkssicherheit verwendet
(ist sicher aktiviert), missen die Laufwerksicherheitsfunktionen des Volumes und des SSD-Caches
Ubereinstimmen. Stimmen sie nicht Uberein, wird das Volume nicht sicher aktiviert.

Implementierung von SSD-Cache

Gehen Sie zum Implementieren von SSD-Cache wie folgt vor:

1. Erstellen Sie den SSD-Cache.

2. Verbinden Sie den SSD-Cache mit den Volumes, fiir die Sie SSD-Lese-Caching implementieren mochten.

@ Jedes Volume, das der Nutzung des SSD-Caches eines Controllers zugewiesen ist, kann keine
automatische Lastverteilung durchfihren.

Erfahren Sie mehr Giber SSD-Cache-Beschrankungen in der SANtricity-Software

Erfahren Sie mehr Uber die Einschrankungen bei der Verwendung von SSD Cache in
Ihrem Storage Array.

Einschrankungen

» Jedes Volume, das der Nutzung des SSD-Caches eines Controllers zugewiesen ist, kann keine
automatische Lastverteilung durchfiihren.
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* Derzeit wird pro Storage-Array nur ein SSD-Cache unterstitzt.
» Die maximale nutzbare SSD-Cache-Kapazitat auf einem Speicher-Array betragt 10 TB.
» SSD Cache wird von Snapshot Images nicht unterstitzt.

* Wenn Sie Volumes importieren oder exportieren, die SSD Cache aktiviert oder deaktiviert sind, werden die
zwischengespeicherten Daten nicht importiert oder exportiert.

» Sie kdnnen das letzte Laufwerk in einem SSD-Cache nicht entfernen, ohne zuerst den SSD-Cache zu
[6schen.

Einschrankungen bei Laufwerkssicherheit

» Sie kdnnen die Sicherheit im SSD-Cache nur aktivieren, wenn Sie den SSD-Cache erstellen. Sie kdnnen
die Sicherheit spater nicht wie moéglich auf einem Volume aktivieren.

* Wenn Sie Laufwerke kombinieren, die sicher mit Laufwerken verbunden sind, die in SSD Cache nicht
sicher-fahig sind, konnen Sie die Laufwerksicherheit fir diese Laufwerke nicht aktivieren.

» Fir sichere Volumes muss ein sicherer SSD-Cache aktiviert sein.

Erstellen Sie einen SSD-Cache im SANtricity System Manager

Zur dynamischen Beschleunigung der System-Performance konnen Sie die SSD Cache
Funktion verwenden, um die am haufigsten abgerufenen Daten (,hei3e” Daten) auf Solid
State Drives (SSDs) mit niedrigerer Latenz zu zwischenspeichern. SSD Cache wird
ausschliel3lich fur Host-Lesevorgange verwendet.

Bevor Sie beginnen
Ihr Speicher-Array muss einige SSD-Laufwerke enthalten.

Uber diese Aufgabe

Wenn Sie einen neuen SSD-Cache erstellen, kdnnen Sie ein einzelnes Laufwerk oder mehrere Laufwerke
verwenden. Da sich der Lese-Cache im Storage Array befindet, wird das Caching von allen Applikationen

genutzt, die das Storage Array verwenden. Sie wahlen die Volumes aus, die zwischengespeichert werden
sollen. Das Caching erfolgt dann automatisch und dynamisch.

Befolgen Sie diese Richtlinien, wenn Sie einen neuen SSD-Cache erstellen.

» Sie koénnen die Sicherheit im SSD-Cache nur aktivieren, wenn Sie sie erstellen, und nicht spater.
» Pro Storage Array wird nur ein SSD-Cache unterstitzt.

* Wenn nur auf einem Volume der SSD-Cache aktiviert ist, wird der gesamte SSD-Cache dem Controller
zugewiesen, der dieses Volume besitzt.

* Die maximale nutzbare SSD-Cache-Kapazitat auf einem Storage-Array hangt von der Kapazitat des
primaren Caches des Controllers ab.

» SSD Cache wird von Snapshot Images nicht unterstitzt.

» Wenn Sie Volumes importieren oder exportieren, die SSD Cache aktiviert oder deaktiviert sind, werden die
zwischengespeicherten Daten nicht importiert oder exportiert.

+ Jedes Volume, das der Nutzung des SSD-Caches eines Controllers zugewiesen ist, kann keine
automatische Lastverteilung durchflhren.

» Wenn die zugehorigen Volumes flr die Sicherheit aktiviert sind, erstellen Sie einen sicheren SSD-Cache.
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Schritte

1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].
2. Klicken Sie auf MenU:Create[SSD Cache].

Das Dialogfeld SSD-Cache erstellen wird angezeigt.

3. Geben Sie einen Namen fur den SSD-Cache ein.

4. Wahlen Sie den Kandidaten fiir den SSD-Cache aus, den Sie basierend auf folgenden Merkmalen

verwenden mochten.

Charakteristisch

Kapazitat

Laufwerke insgesamt

Sicher

Sicherheit aktivieren?

DA-fahig

Nutzung

Zeigt die verfigbare Kapazitat in gib an. Wahlen Sie die Kapazitat fir die
Storage-Anforderungen lhrer Applikation aus.

Die maximale Kapazitat fur SSD-Cache hangt von der primaren Cache-
Kapazitat des Controllers ab. Wenn Sie SSD-Cache mehr als die maximale
Menge zuweisen, ist diese zusatzliche Kapazitat nicht nutzbar.

Die SSD-Cache-Kapazitat wird fur die lhrer gesamten zugewiesenen Kapazitat
gezahlt.

Zeigt die Anzahl der fur diesen SSD-Cache verfugbaren Laufwerke an. Wahlen
Sie den SSD-Kandidaten mit der Anzahl der gewlinschten Laufwerke aus.

Gibt an, ob SSD Cache Kandidaten vollstandig aus sicheren Laufwerken
bestehen, bei denen es sich entweder um vollstandige
Festplattenverschlisselung (Full Disk Encryption, FDE)-Laufwerke oder um
FIPS-Laufwerke (Federal Information Processing Standard) handeln kann.

Wenn Sie einen sicheren SSD-Cache erstellen mochten, suchen Sie in der
Spalte Secure-Enabled nach Yes - FDE oder Yes - FIPS.

Bietet die Moglichkeit, die Sicherheitsfunktion des Laufwerks mit sicheren
Laufwerken zu aktivieren. Wenn Sie einen sicheren SSD-Cache erstellen
mochten, aktivieren Sie das Kontrollkastchen Sicherheit aktivieren.

Nach der Aktivierung kann die Sicherheit nicht deaktiviert
@ werden. Sie konnen die Sicherheit im SSD-Cache nur
aktivieren, wenn Sie sie erstellen, und nicht spater.

Gibt an, ob Data Assurance (da) fir diesen SSD-Cache-Kandidaten verfligbar
ist. Data Assurance (da) Uberprift und korrigiert Fehler, die auftreten kdnnen,
wenn Daten durch die Controller zu den Laufwerken tbertragen werden.

Wenn Sie da verwenden mochten, wahlen Sie einen SSD-Cache-Kandidaten
aus, der flir da geeignet ist. Diese Option ist nur verfigbar, wenn die da-
Funktion aktiviert wurde.

SSD Cache kann sowohl da-fahige als auch nicht-da-fahige Laufwerke
enthalten, aber alle Laufwerke mussen fir Sie da-fahig sein, da zu verwenden.
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5. Verbinden Sie den SSD-Cache mit den Volumes, fUr die Sie SSD-Lese-Caching implementieren mdchten.
Um SSD-Cache auf kompatiblen Volumes sofort zu aktivieren, aktivieren Sie das Kontrollkastchen SSD-
Cache aktivieren auf vorhandenen kompatiblen Volumes, die Hosts zugeordnet sind.

Volumes sind kompatibel, wenn sie die gleichen Laufwerksicherheit- und da-Funktionen nutzen.

6. Klicken Sie Auf Erstellen.

Andern Sie die SSD-Cache-Einstellungen im SANtricity System Manager

Sie kdnnen den Namen des SSD-Caches bearbeiten und seinen Status, die maximale
und aktuelle Kapazitat, den Status der Laufwerksicherheit und Data Assurance sowie die
zugehorigen Volumes und Laufwerke anzeigen.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Wahlen Sie den SSD-Cache aus, den Sie bearbeiten méchten, und klicken Sie dann auf Einstellungen
anzeigen/bearbeiten.

Das Dialogfeld SSD-Cache-Einstellungen wird angezeigt.

3. Uberpriifen oder bearbeiten Sie die SSD-Cache-Einstellungen nach Bedarf.
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Felddetails

Einstellung Beschreibung

Name Zeigt den Namen des SSD-Caches an, den Sie andern kénnen. Ein Name
fur den SSD-Cache ist erforderlich.

Merkmale Zeigt den Status des SSD-Caches an. Mdgliche Status sind:

* Optimal
* Unbekannt

* Beeintrachtigt

Fehlgeschlagen (ein fehlgeschlagener Zustand fiihrt zu einem
kritischen MEL-Ereignis.)

Ausgesetzt

Kapazitat Zeigt die aktuelle Kapazitat und die maximale Kapazitat, die fiir den SSD-
Cache zulassig ist.

Die maximale fiir den SSD-Cache zulassige Kapazitat hangt von der
Grole des primaren Caches des Controllers ab:

* Bis zu 1 gib

* 1 gib bis 2 gib
* 2 gib bis 4 gib
* Mehr als 4 gib

Sicherheit und da Zeigt den Status der Laufwerksicherheit und Data Assurance fiir den SSD-
Cache an.

» Secure-fahig — zeigt an, ob der SSD Cache vollstandig aus sicheren
Laufwerken besteht. Bei einem sicheren Laufwerk handelt es sich um
ein Self-Encrypting Drive, das seine Daten vor unberechtigtem Zugriff
schitzt.

» Secure-Enabled — gibt an, ob die Sicherheit auf dem SSD Cache
aktiviert ist.

» Da-fahig — zeigt an, ob der SSD-Cache vollstandig aus da-fahigen
Laufwerken besteht. Ein da-fahiges Laufwerk kann auf Fehler
Uberprifen und beheben, die auftreten kénnen, wenn Daten zwischen
dem Host und dem Speicher-Array kommuniziert werden.

Zugeordnete Objekte Zeigt die Volumes und Laufwerke, die dem SSD-Cache zugeordnet sind.

4. Klicken Sie Auf Speichern.



SSD-Cache-Statistiken im SANtricity System Manager anzeigen

Sie kdnnen Statistiken fur den SSD-Cache anzeigen, z. B. Lese-, Schreib-, Cache-Treffer,
Cache-Zuweisung in Prozent, Und Cache-Auslastung in Prozent.

Die nominalen Statistiken, bei denen es sich um eine Untergruppe der detaillierten Statistiken handelt, werden
im Dialogfeld ,View SSD Cache Statistics“ angezeigt. Sie kdnnen detaillierte Statistiken fir den SSD-Cache
nur anzeigen, wenn Sie alle SSD-Statistiken zu A exportieren . csv Datei:

Wahrend Sie die Statistiken Uberprifen und interpretieren, beachten Sie, dass einige Interpretationen durch
die Prufung einer Kombination von Statistiken abgeleitet werden.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Wahlen Sie den SSD-Cache aus, fir den Sie Statistiken anzeigen méchten, und klicken Sie dann auf
Meniu:Mehr[View SSD Cache Statistics].

Das Dialogfeld SSD-Cache-Statistiken anzeigen wird angezeigt und zeigt die nominalen Statistiken fir den
ausgewahlten SSD-Cache an.
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Felddetails

Einstellungen

Lesezugriffe

Schreibvorgange

Cache-Treffer

Cache-Treffer %

Cache-Zuweisung %

Cache-Auslastung in %

Alle Exportieren

Beschreibung

Zeigt die Gesamtzahl der Host-Lesevorgange aus den SSD Volumes mit
Cache-Aktivierung an. Je mehr das Verhaltnis von Lese- zu
Schreibzugriffen ist, desto besser ist der Betrieb des Cache.

Die Gesamtzahl der Host-Schreibvorgange auf den SSD-Cache-fahigen
Volumes, Je mehr das Verhaltnis von Lese- zu Schreibzugriffen ist, desto
besser ist der Betrieb des Cache.

Zeigt die Anzahl der Cache-Treffer an.

Zeigt den Prozentsatz von Cache-Treffern an. Diese Zahl leitet sich aus
Cache-Hits / (Lese- + Schreibvorgange) ab. Der Cache-Trefferprozentsatz
sollte im Hinblick auf einen effektiven SSD-Cache-Vorgang gréfier als 50
Prozent sein.

Zeigt den Prozentsatz des zugewiesenen SSD-Cache-Speichers an,
ausgedrickt als Prozentsatz des SSD-Cache-Speichers, der flir diesen
Controller verflgbar ist und aus zugewiesenen Bytes/verfligbaren Bytes
abgeleitet wird.

Zeigt den Prozentsatz von SSD-Cache-Storage, der Daten von aktivierten
Volumes enthalt, die in Prozent des zugewiesenen SSD-Cache-Storage
angegeben sind. Diese Menge stellt die Auslastung oder Dichte des SSD-
Cache dar. Abgeleitet von zugewiesenen Bytes/verfligbaren Bytes.

Exportiert alle SSD-Cache-Statistiken in ein CSV-Format. Die exportierte
Datei enthalt alle verfligbaren Statistiken fir den SSD-Cache (nominal und
detailliert).

3. Klicken Sie auf Abbrechen, um das Dialogfeld zu schliefl3en.

Management reservierter Kapazitaten

So funktioniert reservierte Kapazitat in der SANtricity-Software

Reservierte Kapazitat wird automatisch erstellt, wenn Kopierservice-Vorgange wie
Snapshots oder asynchrone Spiegelungsvorgange fur Ihre Volumes bereitgestellt

werden.

Der Zweck der reservierten Kapazitat besteht darin, Datenanderungen auf diesen Volumes zu speichern, sollte
etwas schief gehen. Wie Volumes wird auch reservierte Kapazitat aus Pools oder Volume-Gruppen erstellt.
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Kopieren Sie Serviceobjekte mit reservierter Kapazitat

Die reservierte Kapazitat ist der zugrunde liegende Storage-Mechanismus, der von diesen Service-Objekten
der Kopie verwendet wird:

* Snapshot Gruppen
* Lese-/Schreib-Snapshot-Volumes
» Volumes fir Mitglieder der Konsistenzgruppe

* Gespiegelte Paar-Volumes

Wenn Sie diese Servicepobjekte erstellen oder erweitern, missen Sie neue reservierte Kapazitat entweder aus
einem Pool oder einer Volume-Gruppe erstellen. Die reservierte Kapazitat betragt normalerweise 40 % des
Basis-Volumes fir Snapshot-Vorgange und 20 % des Basis-Volumes fur asynchrone Spiegelungsvorgange.
Die reservierte Kapazitat kann jedoch je nach Anzahl der Anderungen an den urspriinglichen Daten variieren.

Thin Volumes und reservierte Kapazitat

Wenn bei einem Thin-Volume die maximale gemeldete Kapazitat von 256 tib erreicht ist, kbnnen Sie seine
Kapazitat nicht erhéhen. Stellen Sie sicher, dass die reservierte Kapazitat des Thin-Volumes auf eine Grolle
gesetzt ist, die groRer als die maximale gemeldete Kapazitat ist. (Ein Thin Volume wird immer Gber Thin
Provisioning bereitgestellt. Das bedeutet, dass die Kapazitat beim Schreiben der Daten auf das Volume
zugewiesen wird.)

Wenn Sie reservierte Kapazitat mit einem Thin-Volume in einem Pool erstellen, Uberprifen Sie die folgenden
Aktionen und Ergebnisse mit der reservierten Kapazitat:

» Wenn die reservierte Kapazitat eines Thin Volume ausfallt, wechselt das Thin Volume selbst nicht
automatisch in den Status ,Fehlgeschlagen®. Da jedoch alle 1/0-Vorgange auf einem Thin Volume Zugriff
auf das reservierte Kapazitats-Volume erfordern, werden 1/0-Vorgange immer dazu flhren, dass eine
Check Condition an den anfordernden Host zuriickgegeben wird. Kann das zugrunde liegende Problem mit
dem reservierten Kapazitats-Volume gelost werden, wird das reservierte Kapazitats-Volume wieder in
einen optimalen Zustand zurlckversetzt und das Thin Volume wird wieder in Funktion.

* Wenn Sie ein vorhandenes Thin Volume zum AbschlieRen eines asynchronen gespiegelten Paares
verwenden, wird dieses Thin Volume mit einem neuen reservierten Kapazitats-Volume neu initialisiert. Bei
der ersten Synchronisierung werden nur bereitgestellte Blocke auf der primaren Seite Ubertragen.

Kapazitatswarnungen

Das Copy-Service-Objekt verfiigt Uber eine konfigurierbare Kapazitdtswarnung und Alarmschwelle sowie eine
konfigurierbare Antwort, wenn die reservierte Kapazitat voll ist.

Wenn sich die reservierte Kapazitat eines Volume eines Copy-Service-Objekts dem Fullpunkt nahert, wird dem
Benutzer eine Warnmeldung ausgegeben. Standardmalig wird diese Warnmeldung ausgegeben, wenn das
reservierte Kapazitats-Volume zu 75 % voll ist. Sie kdnnen diesen Warnhinweis jedoch nach Bedarf vertikal
oder abwarts anpassen. Wenn diese Meldung erhalten wird, kdnnen Sie die Kapazitat des reservierten
Kapazitatsvolumes zu diesem Zeitpunkt erhdhen. Jedes Copy-Service-Objekt kann hier unabhangig
konfiguriert werden.

Verwaiste reservierte Kapazitats-Volumes

Ein verwaiste kapazitatsstarkes Volume ist ein Volume, das keine Daten mehr fiir Kopierservicevorgange
speichert, da das zugehdrige Copy-Service-Objekt geléscht wurde. Sobald das Copy-Service-Objekt geloscht
wurde, sollte auch das reservierte Kapazitats-Volume geldscht werden. Das reservierte Kapazitats-Volume
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konnte jedoch nicht geléscht werden.

Da auf verwaiste reservierte Kapazitats-Volumes kein Host zugegriffen wird, sind sie Kandidaten fir eine
Rickgewinnung. Léschen Sie das verwaiste Volumes mit reservierter Kapazitat manuell, sodass Sie dessen
Kapazitat fir andere Vorgange nutzen kénnen.

System Manager benachrichtigt Sie tber verwaiste Kapazitats-Volumes mit einer Meldung ,nicht genutzte
Kapazitat neu erstellen“ im Bereich ,Benachrichtigungen® auf der Startseite. Sie kdbnnen auf ungenutzte
Kapazitat zuriickgewinnen klicken, um das Dialogfeld ,ungenutzte Kapazitat neu zuweisen* anzuzeigen, in
dem Sie das verwaiste Volumen der reservierten Kapazitat Idschen kénnen.

Merkmale der reservierten Kapazitat

* FUr die reservierte Kapazitat muss wahrend der Volume-Erstellung berticksichtigt werden, um ausreichend
freie Kapazitat zur Verfigung zu haben.

* Die reservierte Kapazitat kann kleiner sein als das Basis-Volume (die minimale Grof3e betragt 8 MiB).

« Einige Kapazitat wird durch Metadaten verbraucht, aber es ist sehr wenig (192 KiB), somit muss man sie
nicht bei der Bestimmung der Grofie des reservierten Kapazitats-Volume bericksichtigen.

* Die reservierte Kapazitat kann nicht direkt von einem Host gelesen oder geschrieben werden.

* FUr jedes Snapshot Volume mit Lese-/Schreibvorgangen, fir jede Snapshot Gruppe, fiir ein Volume flr
Mitglied der Konsistenzgruppe und fiir ein gespiegeltes Paar-Volume ist reservierte Kapazitat vorhanden.

Erhohen Sie die reservierte Kapazitat im SANtricity System Manager

Sie konnen die reservierte Kapazitat erhohen, die die physisch zugewiesene Kapazitat,
die fur jeden Kopiervorgang auf einem Storage-Objekt genutzt wird.

Bei Snapshot-Vorgéngen betragt dieser Anteil normalerweise 40 % des Basis-Volumes. Bei asynchronen
Spiegelungsvorgangen betragt der Anteil des Basis-Volumes normalerweise 20 %. Normalerweise erhdhen
Sie die reservierte Kapazitat, wenn Sie eine Warnung erhalten, dass die reservierte Kapazitat des Storage-
Objekts voll wird.

Bevor Sie beginnen

* Das Volume im Pool oder in der Volume-Gruppe muss den optimalen Status aufweisen und darf sich nicht
in einem bestimmten Zustand befinden.

* Freie Kapazitat muss im Pool bzw. in der Volume-Gruppe vorhanden sein, mit der die Kapazitat erhoht
werden soll.

Wenn auf einem Pool oder Volume-Gruppen keine freie Kapazitat vorhanden ist, kdbnnen Sie einem Pool
oder einer Volume-Gruppe nicht zugewiesene Kapazitat in Form nicht verwendeter Laufwerke hinzuflgen.

Uber diese Aufgabe
Sie kénnen die reservierte Kapazitat nur in Schritten von 8 gib fur die folgenden Storage-Objekte erhdhen:

* Snapshot-Gruppe
* Snapshot Volume
+ Mitgliedsvolume der Konsistenzgruppe

» Gespiegeltes Paar-Volume

Verwenden Sie einen hohen Prozentsatz, wenn Sie glauben, dass das primére Volume viele Anderungen
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durchlaufen hat oder wenn die Lebensdauer eines bestimmten Kopierdienstes sehr lang ist.

Sie konnen die reservierte Kapazitat fur ein schreibgeschiitztes Snapshot-Volume nicht
erhéhen. Nur Snapshot Volumes mit Lese- und Schreibvorgangen erfordern reservierte
Kapazitat.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Wahlen Sie die Registerkarte reservierte Kapazitat aus.

3. Wahlen Sie das Speicherobjekt aus, flr das Sie die reservierte Kapazitat erhohen moéchten, und klicken
Sie dann auf Kapazitat erhéhen.
Das Dialogfeld reservierte Kapazitat erhdhen wird angezeigt.

4. Verwenden Sie die Spinner-Box, um den Kapazitatsanteil einzustellen.

Wenn im Pool oder in der Volume-Gruppe keine freie Kapazitat vorhanden ist, die das ausgewahlte
Speicherobjekt enthalt, und das Speicher-Array Uber nicht zugewiesene Kapazitat verflgt, kdnnen Sie
einen neuen Pool oder eine neue Volume-Gruppe erstellen. Sie kdnnen diesen Vorgang dann mit der
neuen freien Kapazitat in diesem Pool bzw. dieser Volume-Gruppe wiederholen.

5. Klicken Sie Auf Erhohen.

Ergebnisse
System Manager flihrt die folgenden Aktionen durch:

« Erhoht die reservierte Kapazitat fur das Storage-Obijekt.

« Zeigt die neu hinzugeflgte reservierte Kapazitat an.

Reduzieren Sie die reservierte Kapazitat im SANtricity System Manager

Mit der Option Kapazitat verkleinern Sie die reservierte Kapazitat fur die folgenden
Speicherobjekte: snapshot-Gruppe, Snapshot-Volume und Mitglied-Volume der
Konsistenzgruppe. Die reservierte Kapazitat kann nur um den/die Menge(en) verringert
werden, den Sie zur Steigerung verwendet haben.

Bevor Sie beginnen
» Das Storage-Objekt muss mehr als ein reserviertes Kapazitats-Volume enthalten.

» Das Storage-Objekt darf kein gespiegeltes Paar-Volume sein.

* Wenn es sich bei dem Speicherobjekt um ein Snapshot-Volume handelt, muss es ein deaktiviertes
Snapshot-Volume sein.

* Wenn es sich bei dem Speicherobjekt um eine Snapshot-Gruppe handelt, darf es keine zugehoérigen
Snapshot-lmages enthalten.

Uber diese Aufgabe
Lesen Sie sich die folgenden Richtlinien durch:

« Sie kénnen reservierte Kapazitats-Volumes nur in der umgekehrten Reihenfolge entfernen, in der sie
hinzugeflgt wurden.
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» Sie kénnen die reservierte Kapazitat fur ein schreibgeschiitztes Snapshot-Volume nicht verringern, da ihm
keine zugewiesene Kapazitat zur Verfiigung steht. Nur Snapshot Volumes mit Lese- und
Schreibvorgangen erfordern reservierte Kapazitat.

Schritte
1. Wahlen Sie MenU:Speicher[Pools & Volume Groups].

2. Klicken Sie auf die Registerkarte reservierte Kapazitat.
3. Wahlen Sie das Speicherobjekt aus, fur das die reservierte Kapazitat verringert werden soll, und klicken
Sie dann auf Kapazitat verringern.

Das Dialogfeld reservierte Kapazitat verringern wird angezeigt.

4. Wahlen Sie den Kapazitatsbetrag aus, um den die reservierte Kapazitat verringert werden soll, und klicken
Sie dann auf verringern.

Ergebnisse
System Manager flihrt die folgenden Aktionen durch:

 Aktualisiert die Kapazitat fir das Storage-Objekt.
« Zeigt die neu aktualisierte reservierte Kapazitat fur das Speicherobjekt an.

* Wenn Sie die Kapazitat eines Snapshot-Volume verringern, Gbertragt System Manager das Snapshot-
Volume automatisch in einen deaktivierten Zustand. Deaktiviert bedeutet, dass das Snapshot-Volume
derzeit nicht mit einem Snapshot-Image verknupft ist und daher nicht einem Host fiir /0 zugewiesen
werden kann

Andern Sie die reservierten Kapazititseinstellungen fiir eine Snapshot-Gruppe im
SANTtricity System Manager

Sie kdnnen die Einstellungen fur eine Snapshot-Gruppe so andern, dass ihr Name, die
Einstellungen fur das automatische Loschen, die maximale Anzahl zulassiger Snapshot-
Images, der Prozentpunkt, an dem SANTtricity System Manager eine Warnmeldung Uber
reservierte Kapazitat sendet, oder die Richtlinie, die verwendet wird, wenn die reservierte
Kapazitat ihren maximal definierten Prozentsatz erreicht.

Wahrend der Erstellung einer Snapshot-Gruppe wird reservierte Kapazitat erstellt, um die Daten aller
Snapshot-lmages der Gruppe zu speichern.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Klicken Sie auf die Registerkarte reservierte Kapazitat.

3. Wahlen Sie die Snapshot-Gruppe aus, die Sie bearbeiten méchten, und klicken Sie dann auf
Einstellungen anzeigen/bearbeiten.

Das Dialogfeld Einstellungen fur Snapshot-Gruppen wird angezeigt.

4. Andern Sie ggf. die Einstellungen fiir die Snapshot-Gruppe.
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Felddetails

Einstellung

Snapshot-
Gruppeneinstellungen

Der Name der
Snapshot-Gruppe. Die
Angabe eines Namens
fur die Snapshot-
Gruppe ist erforderlich.

Eine Einstellung, bei
der die Gesamtanzahl
der Snapshot-Bilder in
der Gruppe auf einem
benutzerdefinierten
Maximum oder unter
einem festgelegten
Wert liegt. Wenn diese
Option aktiviert ist,
I6scht der System
Manager bei jeder
Erstellung eines neuen
Snapshots automatisch
das alteste Snapshot-
Image in der Gruppe,
um der maximalen
Anzahl von Snapshot-
Images, die fir die
Gruppe zulassig sind,
entsprechen zu kdnnen.

Ein konfigurierbarer
Wert, der die maximale
Anzahl von Snapshot-
Images angibt, die fur
eine Snapshot-Gruppe
zulassig sind.

Wenn ja, wird ein
Zeitplan fur die
automatische Erstellung
von Snapshots
festgelegt.

Beschreibung

Name

Automatisches Loschen

Begrenzung des Snapshot Images

Snapshot Zeitplan

Reservierte Kapazitiatseinstellungen



Einstellung Beschreibung

Benachrichtigen, Verwenden Sie das Spinner-Feld, um den Prozentpunkt anzupassen, an
wenn... dem System Manager eine Warnmeldung sendet, wenn sich die
reservierte Kapazitat einer Snapshot-Gruppe fast voll befindet.

Wenn die reservierte Kapazitat der Snapshot-Gruppe den angegebenen
Schwellenwert Uberschreitet, sendet System Manager eine Warnmeldung,
sodass Sie die reservierte Kapazitat erhéhen oder unnétige Objekte
|[6schen kdnnen.

Richtlinie fir vollstdndig Sie kénnen eine der folgenden Richtlinien auswahlen:
reservierte Kapazitat
+ Altestes Snapshot-Image 16schen — System Manager entfernt
automatisch das alteste Snapshot-Image in der Snapshot-Gruppe,
welches die reservierte Kapazitat des Snapshot-lmages zur
Wiederverwendung innerhalb der Gruppe freigibt.

» Schreibvorgidnge auf Basis-Volume ablehnen — Wenn die
reservierte Kapazitat ihren maximalen festgelegten Prozentsatz
erreicht, weist der System Manager alle I/O-Schreibanfragen auf das
Basis-Volume zurlck, das den reservierten Kapazitatszugriff ausgeldst
hat.

Assoziierte Objekte Basis-Volume

Der Name des Basis-  Snapshot Images
Volumes, das fur die
Gruppe verwendet wird.
Ein Basis-Volume ist
die Quelle, aus der ein
Snapshot Image erstellt
wird. Es kann sich um
ein Thick- oder Thin-
Volume handeln, das in
der Regel einem Host
zugewiesen ist. Das
Basis-Volume kann
entweder in einer
Volume-Gruppe oder im
Laufwerk-Pool
gespeichert werden.

5. Klicken Sie auf Speichern, um |hre Anderungen auf die Einstellungen der Snapshot-Gruppe anzuwenden.

Andern Sie die Einstellungen fiir die reservierte Kapazitit eines Snapshot-Volumes
im SANtricity System Manager

Sie konnen die Einstellungen flr ein Snapshot-Volume andern, um den Prozentpunkt
anzupassen, an dem das System eine Benachrichtigung sendet, wenn die reservierte
Kapazitat eines Snapshot-Volumes sich der vollen Grélze nahert.
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Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Klicken Sie auf die Registerkarte reservierte Kapazitat.

3. Wahlen Sie das Snapshot-Volumen aus, das Sie bearbeiten mochten, und klicken Sie dann auf
Einstellungen anzeigen/bearbeiten.

Das Dialogfeld Einstellungen fir die reservierte Kapazitat des Snapshot-Volumes wird angezeigt.

4. Andern Sie die Einstellungen fiir die reservierte Kapazitat des Snapshot-Volumes je nach Bedarf.

Felddetails
Einstellung Beschreibung
Benachrichtigen, Verwenden Sie die Spinner-Box, um den Prozentpunkt anzupassen, an
wenn... dem das System eine Benachrichtigung sendet, wenn sich die reservierte

Kapazitat fur ein Mitgliedsvolumen fast voll befindet.

Wenn die reservierte Kapazitat fir das Snapshot-Volume den
angegebenen Schwellenwert Gberschreitet, sendet das System eine
Warnmeldung, sodass Sie die reservierte Kapazitat erhdhen oder unnétige
Objekte I6schen kénnen.

5. Klicken Sie auf Speichern, um Ihre Anderungen auf die Einstellungen fiir die reservierte Kapazitat des
Snapshot-Volumes anzuwenden.

Andern Sie die reservierten Kapazititseinstellungen fiir ein Konsistenzgruppen-
Mitgliedsvolume im SANtricity System Manager

Sie konnen die Einstellungen fur ein Mitglied-Volume einer Konsistenzgruppe andern, um
den Prozentpunkt anzupassen, an dem SANTtricity System Manager eine
Benachrichtigung sendet, wenn die reservierte Kapazitat eines Mitglieds-Volumes nahezu
voll ist, und um die Richtlinie zu andern, die verwendet wird, wenn die reservierte
Kapazitat den maximal definierten Prozentsatz erreicht.

Uber diese Aufgabe

Durch Andern der Einstellungen fiir die reservierte Kapazitat eines einzelnen Member Volumes werden auch
die reservierten Kapazitatseinstellungen fir alle Mitglied-Volumes geandert, die einer Konsistenzgruppe
zugeordnet sind.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Klicken Sie auf die Registerkarte reservierte Kapazitat.

3. Wahlen Sie das Mitgliedsvolume der Konsistenzgruppe aus, das Sie bearbeiten méchten, und klicken Sie
dann auf Einstellungen anzeigen/bearbeiten.

Das Dialogfeld Einstellungen fir die reservierte Kapazitat des Mitgliedvolumes wird angezeigt.
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4. Andern Sie die Einstellungen fiir die reservierte Kapazitat des Mitgliedvolume nach Bedarf.

Felddetails
Einstellung Beschreibung
Benachrichtigen, Verwenden Sie die Spinner-Box, um den Prozentpunkt anzupassen, an
wenn... dem System Manager eine Benachrichtigung sendet, wenn die reservierte

Kapazitat fur ein Mitglied-Volume sich fast voll befindet.

Wenn die reservierte Kapazitat fiir das Mitglied-Volume den angegebenen
Schwellenwert Uberschreitet, sendet System Manager eine Warnmeldung,
sodass Sie die reservierte Kapazitat erhdhen oder unnétige Objekte
I6schen kdnnen.

Wenn Sie die Alarmeinstellung fir ein Mitgliedsvolume
andern, wird sie fir alle_ Mitgliedvolumes geéandert, die zur
gleichen Konsistenzgruppe gehoren.

Richtlinie fir vollstandig Sie kdnnen eine der folgenden Richtlinien auswahlen:
reservierte Kapazitat
+ Altestes Snapshot-Image 16schen — System Manager entfernt
automatisch das alteste Snapshot-Image in der Consistency Group,
das die reservierte Kapazitat des Mitglieds zur Wiederverwendung
innerhalb der Gruppe freigibt.

» Schreibvorgange auf Basis-Volume ablehnen — Wenn die
reservierte Kapazitat ihren maximalen festgelegten Prozentsatz
erreicht, weist der System Manager alle I/O-Schreibanfragen auf das
Basis-Volume zurlick, das den reservierten Kapazitatszugriff ausgelost
hat.

5. Klicken Sie auf Speichern, um Ihre Anderungen anzuwenden.

Ergebnisse

System Manager andert die Einstellungen fur die reservierte Kapazitat des Mitglieds-Volumes sowie die
Einstellungen fiir die reservierte Kapazitat aller Mitglied-Volumes in der Konsistenzgruppe.

Andern Sie die Einstellungen fiir die reservierte Kapazitit fiir ein gespiegeltes
Paarvolumen im SANtricity System Manager

Sie kdnnen die Einstellungen fir ein Volume mit gespiegelten Paaren andern, um den
Prozentpunkt anzupassen, an dem SANTtricity System Manager eine Warnmeldung
sendet, wenn die reservierte Kapazitat fir ein Volume mit gespiegelten Paaren fast voll
ist.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].

2. Wahlen Sie die Registerkarte reservierte Kapazitat aus.
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3. Wahlen Sie das zu bearbeitende gespiegelte Paar-Volume aus und klicken Sie dann auf Einstellungen
anzeigen/bearbeiten.

Das Dialogfeld Einstellungen fur die reservierte Kapazitat des gespiegelten Paar-Volumes wird angezeigt.

4. Andern Sie gegebenenfalls die Einstellungen fiir die reservierte Kapazitat des gespiegelten Paar-Volumes.

Felddetails
Einstellung Beschreibung
Benachrichtigen, Verwenden Sie das Spinner-Feld, um den Prozentpunkt anzupassen, an
wenn... dem System Manager eine Benachrichtigung sendet, wenn die reservierte

Kapazitat eines gespiegelten Paares sich der vollen Kapazitat nahert.

Wenn die reservierte Kapazitat flir das gespiegelte Paar den angegebenen
Schwellenwert Uberschreitet, sendet System Manager eine Warnmeldung,
sodass Sie die reservierte Kapazitat erweitern kdénnen.

Durch Andern der Alarmeinstellung fiir ein gespiegeltes

@ Paar wird die Alarmeinstellung fur alle gespiegelten Paare,
die zur gleichen SpiegelungsConsistency Group gehdren,
geandert.

5. Klicken Sie auf Speichern, um Ihre Anderungen anzuwenden.

Abbrechen eines ausstehenden Snapshot-lmages im SANtricity System Manager

Sie kdnnen ein ausstehendes Snapshot-Image abbrechen, bevor es abgeschlossen wird.
Snapshots werden asynchron ausgefuhrt und der Status des Snapshots steht bis zum
Abschluss des Snapshots aus. Das Snapshot-Image wird abgeschlossen, sobald der
Synchronisierungsvorgang abgeschlossen ist.

Uber diese Aufgabe
Ein Snapshot-Image befindet sich aufgrund der folgenden gleichzeitigen Bedingungen im Status ,Ausstehend*:
» Das Basis-Volume flr eine Snapshot-Gruppe oder ein oder mehrere Mitglied-Volumes einer
Konsistenzgruppe, die dieses Snapshot-Image enthalt, ist Mitglied einer asynchronen Spiegelgruppe.
* Das Volume oder die Volumes befinden sich momentan in einer Synchronisierung mit asynchronem
Spiegeln.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].
2. Klicken Sie auf die Registerkarte reservierte Kapazitat.

3. Wahlen Sie die Snapshot-Gruppe aus, flur die Sie ein ausstehendes Snapshot-lmage abbrechen mdchten,
und klicken Sie dann auf Menu:Sonstige Aufgaben[ausstehende Snapshot-lmage abbrechen].

4. Klicken Sie auf Ja, um zu bestatigen, dass Sie das ausstehende Snapshot-Image abbrechen méchten.
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Loschen einer Snapshot-Gruppe im SANtricity System Manager

Sie lIdschen eine Snapshot-Gruppe, wenn Sie ihre Daten dauerhaft I6schen und aus dem
System entfernen mdéchten. Durch das Léschen einer Snapshot-Gruppe wird die
reservierte Kapazitat zur Wiederverwendung im Pool oder der Volume-Gruppe wieder
beansprucht.

Uber diese Aufgabe
Wenn eine Snapshot-Gruppe geldscht wird, werden auch alle Snapshot-lmages in der Gruppe geldscht.

Schritte
1. Wahlen Sie Men(:Speicher[Pools & Volume Groups].
2. Klicken Sie auf die Registerkarte reservierte Kapazitat.
3. Wahlen Sie die Snapshot-Gruppe aus, die Sie [6schen méchten, und klicken Sie dann auf Menl:Sonstige
Aufgaben[Snapshot-Gruppe I6schen].

Das Dialogfeld Snapshot-Gruppe I6schen bestatigen wird angezeigt.
4. Typ delete Zur Bestatigung.

Ergebnisse
System Manager fiihrt die folgenden Aktionen durch:

» Loscht alle Snapshot-Images, die der Snapshot-Gruppe zugeordnet sind.
» Deaktiviert alle Snapshot-Volumes, die mit den Bildern der Snapshot-Gruppe verknupft sind.

» Ldscht die reservierte Kapazitat, die fur die Snapshot-Gruppe vorhanden ist.

FAQ zu Pools und Volumegruppen fur SANtricity System
Manager

Diese FAQ kann Ihnen helfen, wenn Sie nur nach einer schnellen Antwort auf eine Frage
suchen.

Was ist eine Volume-Gruppe?

Eine Volume-Gruppe ist ein Container fir Volumes mit gemeinsamen Merkmalen. Eine Volume-Gruppe verfligt
Uber eine definierte Kapazitat und einen RAID-Level. Sie kbnnen eine Volume-Gruppe verwenden, um ein oder
mehrere Volumes zu erstellen, auf die ein Host zugreifen kann. (Sie erstellen Volumes entweder aus einer
Volume-Gruppe oder aus einem Pool.)

Was ist ein Pool?

Ein Pool ist eine Reihe von Laufwerken, die logisch gruppiert sind. Mit einem Pool kénnen Sie ein oder
mehrere Volumes erstellen, auf die ein Host zugreifen kann. (Sie erstellen Volumes entweder aus einem Pool
oder einer Volume-Gruppe.)

Pools konnen Administratoren die Auslastung jedes Hosts nicht mehr tGberwachen und feststellen, wann dieser

nicht mehr genltigend Speicherplatz hat, und vermeiden, dass herkdmmliche Ausfalle aufgrund der
Festplattengrofie auftreten. Wenn ein Pool knapp wird, kdnnen ohne Unterbrechungen zusatzliche Laufwerke
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zum Pool hinzugefligt werden, und das Kapazitatswachstum ist flir den Host transparent.

Mit Pools werden die Daten automatisch neu verteilt, um das Gleichgewicht aufrechtzuerhalten. Durch die
Verteilung von Paritatsinformationen und freien Kapazitaten im gesamten Pool kann jedes Laufwerk im Pool
zur Neuerstellung eines ausgefallenen Laufwerks verwendet werden. Bei diesem Ansatz werden keine
dedizierten Hot Spare-Festplatten verwendet. Stattdessen wird im gesamten Pool die unveranderte (freie)
Kapazitat reserviert. Beim Laufwerksausfall werden Segmente auf anderen Laufwerken gelesen, um die Daten
neu zu erstellen. Anschlielend wird ein neues Laufwerk ausgewahlt, um jedes Segment, das sich auf einem
ausgefallenen Laufwerk befand, zu schreiben, damit die Datenverteilung auf verschiedenen Laufwerken
erhalten bleibt.

Was ist reservierte Kapazitat?

Die reservierte Kapazitat ist die physisch zugewiesene Kapazitat, die Daten fir Copy-Service-Objekte wie
Snapshot Images, Volumes von Konsistenzgruppen und gespiegelte Paar-Volumes speichert.

Das Volume mit reservierter Kapazitat, das einem Kopiervorgang zugeordnet ist, befindet sich in einem Pool
oder einer Volume-Gruppe. Sie erstellen reservierte Kapazitat entweder aus einem Pool oder einer Volume-
Gruppe.

Was ist FDE/FIPS-Sicherheit?

FDE/FIPS-Sicherheit bezieht sich auf sichere Laufwerke, die Daten bei Schreibvorgangen verschlisseln und
wahrend Lesevorgangen mit einem eindeutigen Verschlisselungsschlissel entschllisseln. Diese sicheren
Laufwerke verhindern unbefugten Zugriff auf die Daten auf einem Laufwerk, das physisch vom Storage-Array
entfernt wird.

Sichere Laufwerke konnen entweder vollstandige Festplattenverschliisselung (Full Disk Encryption, FDE) oder
FIPS-Laufwerke (Federal Information Processing Standard) sein. FIPS-Laufwerke wurden getestet.

Fir Volumes, die FIPS-Unterstiutzung erfordern, verwenden Sie nur FIPS-Laufwerke. Durch das
Mischen von FIPS- und FDE-Laufwerken in einer Volume-Gruppe oder einem Pool werden alle

@ Laufwerke als FDE-Laufwerke behandelt. AuRerdem kann ein FDE-Laufwerk nicht zu einer
Ersatzfestplatte in einer reinen FIPS-Volume-Gruppe oder einem Pool hinzugefligt oder
verwendet werden.

Was ist Redundanzprifung?

Durch eine Redundanzprufung wird ermittelt, ob die Daten auf einem Volume in einem Pool oder einer
Volume-Gruppe konsistent sind. Redundanzdaten dienen der schnellen Rekonstruktion von Informationen tber
das Ersatzlaufwerk, wenn eines der Laufwerke im Pool oder der Volume-Gruppe ausfallt.

Sie kénnen diese Prifung nur fir einen Pool oder eine Volume-Gruppe gleichzeitig durchfiihren. Bei einer
Volume-Redundanzprifung werden folgende Aktionen durchgefiihrt:

» Scannt die Datenbldcke in einem RAID 3-Volume, einem RAID 5-Volume oder einem RAID 6-Volume und
Uberprift anschliefend die Redundanzinformationen fir jeden Block. (RAID 3 kann Volume-Gruppen nur
Uber die Befehlszeilenschnittstelle zugewiesen werden.)

* Vergleicht die Datenbldcke auf gespiegelten RAID 1-Laufwerken.

» Gibt Redundanzfehler zurlick, wenn die Daten von der Controller-Firmware uneinheitlich sind.
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Eine sofortige Durchfiihrung einer Redundanzpriifung auf demselben Pool oder derselben

@ Volume-Gruppe kann zu einem Fehler fihren. Um dieses Problem zu vermeiden, warten Sie ein
bis zwei Minuten, bevor Sie eine weitere Redundanzprifung auf demselben Pool oder
derselben Volume-Gruppe durchfihren.

Worin bestehen die Unterschiede zwischen Pools und Volume-Gruppen?

Ein Pool ahnelt einer Volume-Gruppe mit den folgenden Unterschieden.

* Die Daten in einem Pool werden zufallig auf allen Laufwerken im Pool gespeichert, im Gegensatz zu Daten
in einer Volume-Gruppe, die auf demselben Satz an Laufwerken gespeichert werden.

* Wenn ein Laufwerk ausfallt, weist ein Pool weniger Performance-Einbul3en auf und die Rekonstruktionszeit
verkurzt sich.

» Ein Pool verflgt Uber integrierte Konservierungskapazitat und bendétigt daher keine dedizierten Hot-Spare-
Festplatten.

« Ein Pool ermdglicht die Gruppierung einer grolen Anzahl von Laufwerken.

» Ein Pool bendtigt keine angegebene RAID-Stufe.

Warum sollte ich einen Pool manuell konfigurieren?
Die folgenden Beispiele beschreiben, warum Sie einen Pool manuell konfigurieren mochten.

* Wenn |hr Storage-Array Uber mehrere Applikationen verfligt und Sie nicht méchten, dass dieselben
Laufwerkressourcen miteinander konkurrieren, sollten Sie mdglicherweise manuell einen kleineren Pool fur
eine oder mehrere Applikationen erstellen.

Sie kdnnen nur ein oder zwei Volumes zuweisen, statt den Workload einem grofRen Pool mit vielen
Volumes zuzuweisen, Uber die die Daten verteilt werden sollen. Durch die manuelle Erstellung eines
separaten Pools, der dem Workload einer bestimmten Applikation zugewiesen ist, kann die Performance
von Storage-Array-Operationen mit weniger Konflikten schneller erfolgen.

Um einen Pool manuell zu erstellen, wahlen Sie Speicher und dann Pools & Volume Groups. Klicken Sie
auf der Registerkarte Alle Kapazitaten auf Men(:Create[Pool].

* Wenn mehrere Pools desselben Laufwerkstyps vorhanden sind, wird eine Meldung angezeigt, dass
System Manager die Laufwerke nicht automatisch fir einen Pool empfehlen kann. Sie kdnnen die
Laufwerke jedoch manuell einem vorhandenen Pool hinzufiigen.

So figen Sie manuell Laufwerke zu einem vorhandenen Pool hinzu: Wahlen Sie auf der Seite Pools &
Volume Groups den Pool aus und klicken Sie dann auf Add Capacity.

Warum sind Kapazitatswarnungen wichtig?

Kapazitatswarnungen geben an, wann Laufwerke zu einem Pool hinzugefiigt werden sollen. Ein Pool bendtigt
ausreichend freie Kapazitat, um Storage-Array-Vorgange erfolgreich durchzufiihren. Vermeiden Sie
Unterbrechungen dieser Vorgange, indem Sie SANTtricity System Manager so konfigurieren, dass
Warnmeldungen gesendet werden, wenn die freie Kapazitat eines Pools einen bestimmten Prozentsatz
erreicht oder Uberschreitet.

Sie legen diesen Prozentsatz fest, wenn Sie einen Pool mit der Option Pool Auto-Configuration oder mit der
Option Pool erstellen erstellen. Wenn Sie die Option automatisch wahlen, bestimmen die
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Standardeinstellungen automatisch, wann Sie Benachrichtigungen erhalten. Wenn Sie den Pool manuell
erstellen mochten, kénnen Sie die Benachrichtigungseinstellungen festlegen oder die Standardeinstellungen
Ubernehmen. Sie kdnnen diese Einstellungen spater im Men(:Einstellungen[Warnungen] anpassen.

Wenn die freie Kapazitat im Pool den angegebenen Prozentsatz erreicht, wird eine
@ Warnmeldung mit der Methode gesendet, die Sie in der Warnungskonfiguration angegeben
haben.

Warum kann ich meine Konservierungskapazitat nicht erhohen?

Wenn Sie Volumes auf allen verfligbaren nutzbaren Kapazitaten erstellt haben, kbnnen Sie die dauerhafte
Kapazitat moglicherweise nicht erhéhen.

Bei der Festplattenkapazitat wird die in einem Pool reservierte Kapazitat zur Unterstitzung potenzieller
Laufwerksausfalle angegeben. Wenn ein Pool erstellt wird, reserviert das System abhangig von der Anzahl der
Laufwerke im Pool automatisch eine standardmaRige Anlagenkapazitat. Falls Sie Volumes auf allen
verfiigbaren nutzbaren Kapazitaten erstellt haben, kdnnen Sie die dauerhafte Kapazitat auch nicht vergréRRern,
wenn Sie die Kapazitat zum Pool erweitern, indem Sie Laufwerke hinzufiigen oder Volumes I6schen.

Sie kdnnen die Erhaltungskapazitat aus Pools & Volume Groups andern. Wahlen Sie den Pool aus, den Sie
bearbeiten mdchten. Klicken Sie auf Einstellungen anzeigen/bearbeiten und wahlen Sie dann die
Registerkarte Einstellungen.

@ Die dauerhafte Kapazitat wird als eine Reihe von Laufwerken festgelegt, auch wenn die
tatsachliche Festplattenkapazitat auf den Laufwerken im Pool verteilt ist.
Ist die Anzahl der Laufwerke, die ich aus einem Pool entfernen kann, begrenzt?

SANTtricity System Manager legt Grenzwerte fiir die Anzahl der Laufwerke fest, die aus einem Pool entfernt
werden kdnnen.

« Sie kdnnen die Anzahl der Laufwerke in einem Pool nicht auf weniger als 11 Laufwerke reduzieren.

» Laufwerke kénnen nicht entfernt werden, wenn nicht genligend freie Kapazitat im Pool vorhanden ist, um
die Daten von den entfernten Laufwerken zu enthalten, wenn diese Daten auf die Ubrigen Laufwerke im
Pool verteilt werden.

+ Sie kdnnen maximal 60 Laufwerke gleichzeitig entfernen. Wenn Sie mehr als 60 Laufwerke auswahlen, ist
die Option Laufwerke entfernen deaktiviert. Wenn Sie mehr als 60 Laufwerke entfernen mussen,
wiederholen Sie den Vorgang zum Entfernen von Laufwerken.

Welche Medientypen werden fur ein Laufwerk unterstutzt?

Die folgenden Medientypen werden unterstuitzt: Festplattenlaufwerk (HDD) und Solid State Disk (SSD).

Warum werden einige Laufwerke nicht angezeigt?

Im Dialogfeld Kapazitat hinzufligen stehen nicht alle Laufwerke zur Verfigung, um einem vorhandenen Pool
oder einer Volume-Gruppe Kapazitat hinzuzufugen.

Festplatten kdnnen aus den folgenden Griinden nicht genutzt werden:
 Ein Laufwerk muss nicht zugewiesen und nicht sicher aktiviert sein. Laufwerke, die bereits zu einem

anderen Pool, einer anderen Volume-Gruppe oder als Hot Spare konfiguriert sind, sind nicht berechtigt.
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Wenn ein Laufwerk nicht zugewiesen, aber sicher aktiviert ist, missen Sie dieses Laufwerk manuell
I6schen, damit es in Frage kommt.

Ein Laufwerk in einem nicht optimalen Zustand ist nicht berechtigt.
Wenn die Kapazitat eines Laufwerks zu klein ist, ist es nicht forderfahig.

Der Laufwerkstyp muss innerhalb eines Pools oder einer Volume-Gruppe Ubereinstimmen. Sie kdnnen
Folgendes nicht mischen:

o Festplattenlaufwerke (HDDs) mit Solid State Disks (SSDs)
> NVMe mit SAS-Laufwerken
o Laufwerke mit 512 Byte und 4 KiB Volume-BlockgroRen

» Wenn ein Pool oder eine Volume-Gruppe alle sicheren Laufwerke enthalt, werden nicht sichere Laufwerke

nicht aufgelistet.

* Wenn eine Pool- oder Volume-Gruppe alle FIPS-Laufwerke (Federal Information Processing Standards)

enthalt, werden Laufwerke aulRerhalb von FIPS nicht aufgefihrt.

» Wenn ein Pool oder eine Volume-Gruppe alle Data Assurance (da)-fahigen Laufwerke enthalt und

mindestens ein da-fahiges Volume im Pool oder in der Volume-Gruppe vorhanden ist, kann ein Laufwerk,
das nicht fir da geeignet ist, nicht zugelassen werden, sodass es diesem Pool oder dieser Volume-Gruppe
nicht hinzugefliigt werden kann. Wenn jedoch kein da-fahiges Volume im Pool oder in der Volume-Gruppe
vorhanden ist, kann ein Laufwerk, das nicht Uber da-fahig ist, zu diesem Pool oder dieser Volume-Gruppe
hinzugefugt werden. Wenn Sie sich fur eine Kombination dieser Laufwerke entscheiden, sollten Sie
bedenken, dass keine da-fahigen Volumes erstellt werden kénnen.

@ Die Kapazitat kann im Speicher-Array erhoht werden, indem neue Laufwerke hinzugefligt oder
Pools oder Volume-Gruppen geldscht werden.

Wie kann ich den Schutz vor Shelf-/Schubladenverlust aufrechterhalten?

Verwenden Sie die in der folgenden Tabelle aufgefiihrten Kriterien, um den Schutz vor Shelf-
/Schubladenverlusten fir einen Pool oder eine Volume-Gruppe zu erhalten.

Ebene Kriterien fiir den Schutz vor Mindestanzahl der bendétigten
Shelf-/Schubladenverlust Regale/Schubladen

Pool Bei Shelfs darf der Pool nicht mehr 6 flir Shelves
als zwei Laufwerke in einem
einzelnen Shelf enthalten. 5 fur Schubladen

Bei Schubladen muss der Pool
eine gleiche Anzahl von
Laufwerken von jeder Schublade
enthalten.

RAID 6 Die Volume-Gruppe enthalt nicht 3
mehr als zwei Laufwerke in einem
einzelnen Shelf oder einer
einzelnen Schublade.
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Ebene Kriterien fiir den Schutz vor Mindestanzahl der benétigten
Shelf-/Schubladenverlust Regale/Schubladen

RAID 3 oder RAID 5 Jedes Laufwerk in der Volume- 3
Gruppe befindet sich in einem
separaten Shelf oder einer
separaten Schublade.

RAID 1 Jedes Laufwerk in einem 2
gespiegelten Paar muss sich in
einem eigenen Shelf oder einer
separaten Schublade befinden.

RAID 0 Schutz vor Shelf- Keine Angabe
/Schubladenverlust kann nicht
erreicht werden.

Der Schutz vor Shelf-/Schubladenverlust bleibt nicht erhalten, wenn ein Laufwerk bereits in dem

@ Pool oder der Volume-Gruppe ausgefallen ist. Geht in dieser Situation der Zugriff auf ein
Festplatten-Shelf oder eine Laufwerksschublade verloren und somit ein weiteres Laufwerk im
Pool bzw. der Volume-Gruppe, geht es zu Datenverlusten.

Wie sieht die optimale Laufwerkspositionierung von Pools und Volume-Gruppen
aus?

Achten Sie beim Erstellen von Pools und Volume-Gruppen darauf, die Laufwerkauswahl zwischen den oberen
und unteren Laufwerksschachten auszugleichen.

Bei den EF600- und EF300-Controllern werden die Laufwerksschachte 0-11 mit einer PCI-Bridge verbunden,
die Steckplatze 12-23 sind mit einer anderen PCI-Bridge verbunden. Um eine optimale Leistung zu erzielen,
sollten Sie die Laufwerksauswahl auf eine ungefahr gleiche Laufwerksanzahl von den oberen und unteren
Steckplatzen ausbalancieren. Durch diese Positionierung wird sichergestellt, dass Ihre Volumen nicht friiher
als noétig auf ein Bandbreitenlimit treffen.

Welches RAID-Level eignet sich am besten fur meine Applikation?

Um die Performance einer Volume-Gruppe zu maximieren, missen Sie den entsprechenden RAID-Level
auswahlen. Sie konnen den entsprechenden RAID-Level ermitteln, indem Sie die Prozentsatze fiir Lese- und
Schreibvorgange fir die Anwendungen kennen, die auf die Volume-Gruppe zugreifen. Verwenden Sie die
Seite Performance, um diese Prozentsatze zu erhalten.

RAID-Level und Applikations-Performance

RAID verwendet eine Reihe von Konfigurationen, die sogenannten Level, um zu ermitteln, wie Benutzer- und
Redundanzdaten von den Laufwerken geschrieben und abgerufen werden. Jedes RAID-Level stellt eigene
Performance-Funktionen bereit. Applikationen mit einem hohen Prozentsatz fir Lesevorgange kénnen
aufgrund der hervorragenden Lese-Performance der RAID 5- und RAID 6-Konfigurationen auch mit RAID 5-
Volumes oder RAID 6-Volumes arbeiten.

Applikationen mit einem niedrigen Read-Prozentsatz (schreibintensiv) erbringen keine gute Performance auf

RAID 5 Volumes oder RAID 6 Volumes. Die Performance ist beeintrachtigt, und das Ergebnis ist die Art und
Weise, wie ein Controller Daten und Redundanzdaten auf die Laufwerke in einer RAID 5-Volume-Gruppe oder
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einer RAID 6-Volume-Gruppe schreibt.
Wahlen Sie basierend auf den folgenden Informationen einen RAID-Level aus.
RAID 0

* Beschreibung

o Nicht-redundant, Striping-Modus.
* Wie es funktioniert

o RAID 0 verteilt Daten auf alle Laufwerke der Volume-Gruppe.
» Datenschutzfunktionen

> RAID 0 wird fur hohe Verfugbarkeitsanforderungen nicht empfohlen. RAID 0 ist besser flr nicht-
kritische Daten.

o Wenn ein einzelnes Laufwerk in der Volume-Gruppe ausfallt, fallen alle zugehoérigen Volumes aus und
alle Daten gehen verloren.

« Anforderungen an die Fahrnummer
o Fur RAID-Level 0 ist mindestens ein Laufwerk erforderlich.
o RAID 0-Volume-Gruppen kénnen mehr als 30 Laufwerke haben.

o Sie kdnnen eine Volume-Gruppe erstellen, die alle Laufwerke im Speicher-Array umfasst.
RAID 1 oder RAID 10

* Beschreibung
o Striping/Mirror-Modus.
* Wie es funktioniert

o RAID 1 verwendet die Festplattenspiegelung, um Daten auf zwei doppelte Festplatten gleichzeitig zu
schreiben.

> RAID 10 nutzt Laufwerk-Striping, um Daten Uber eine Reihe gespiegelter Laufwerkpaare zu verteilen.
* Datenschutzfunktionen
o RAID 1 und RAID 10 bieten eine hohe Performance und eine beste Datenverfligbarkeit.

o RAID 1 und RAID 10 verwenden die Laufwerkspiegelung, um eine exakte Kopie von einem Laufwerk
auf ein anderes Laufwerk zu erstellen.

o Fallt eines der Laufwerke in einem Laufwerkspaar aus, kann das Storage-Array sofort auf ein anderes
Laufwerk umschalten, ohne dass Daten oder Service verloren gehen.

o Ein Ausfall eines Laufwerks fiihrt dazu, dass zugehorige Volumes beeintrachtigt werden. Das
Spiegellaufwerk ermdglicht den Zugriff auf die Daten.

o Ein Laufwerkausfall in einer Volume-Gruppe fiihrt zu einem Ausfall aller damit verbundenen Volumes
und es kann zu einem Datenverlust kommen.

* Anforderungen an die Fahrnummer

o Fir RAID 1 sind mindestens zwei Laufwerke erforderlich: Ein Laufwerk fir die Benutzerdaten und ein
Laufwerk fir die gespiegelten Daten.

o Wenn Sie vier oder mehr Laufwerke auswahlen, wird RAID 10 automatisch fir die gesamte Volume-
Gruppe konfiguriert: Zwei Laufwerke fur Benutzerdaten und zwei Laufwerke flir die gespiegelten Daten.
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> Sie mlssen eine gerade Anzahl von Laufwerken in der Volume-Gruppe haben. Wenn Sie nicht Uber
eine gerade Anzahl von Laufwerken verfiigen und noch einige nicht zugewiesene Laufwerke haben,
gehen Sie zu Pools & Volume Groups, um der Volume-Gruppe zusatzliche Laufwerke hinzuzufligen,
und wiederholen Sie den Vorgang.

o RAID 1- und RAID 10-Volume-Gruppen kénnen mehr als 30 Laufwerke haben. Es kann eine Volume-
Gruppe erstellt werden, die alle Laufwerke im Storage-Array umfasst.

RAID 5

* Beschreibung

> Hoher 1/0O-Modus
* Wie es funktioniert

o Benutzerdaten und redundante Informationen (Paritat) werden auf die Laufwerke verteilt.

> Die entsprechende Kapazitat eines Laufwerks wird fir redundante Informationen verwendet.
» Datenschutzfunktionen

> Wenn ein einzelnes Laufwerk in einer RAID 5-Volume-Gruppe ausfallt, werden alle zugehorigen
Volumes beeintrachtigt. Durch die redundanten Informationen kann weiterhin auf die Daten zugegriffen
werden.

o Wenn zwei oder mehr Laufwerke in einer RAID 5-Volume-Gruppe ausfallen, fallen alle damit
verbundenen Volumes aus und alle Daten gehen verloren.

» Anforderungen an die Fahrnummer
> Sie missen mindestens drei Laufwerke in der Volume-Gruppe haben.

> In der Regel sind Sie auf maximal 30 Laufwerke in der Volume-Gruppe begrenzt.
RAID 6

* Beschreibung

o Hoher 1/0O-Modus
* Wie es funktioniert

> Benutzerdaten und redundante Informationen (Dual Parity) werden auf die Laufwerke verteilt.

o Die entsprechende Kapazitat von zwei Laufwerken wird fiir redundante Informationen verwendet.
» Datenschutzfunktionen

> Wenn ein oder zwei Laufwerke in einer RAID 6-Volume-Gruppe ausfallen, werden alle zugehérigen
Volumes beeintrachtigt, aber aufgrund der redundanten Informationen ist es moglich, weiterhin auf die
Daten zuzugreifen.

o Wenn drei oder mehr Laufwerke in einer RAID 6-Volume-Gruppe ausfallen, fallen alle damit
verbundenen Volumes aus und alle Daten gehen verloren.

» Anforderungen an die Fahrnummer
> Sie missen mindestens funf Laufwerke in der Volume-Gruppe haben.

> In der Regel sind Sie auf maximal 30 Laufwerke in der Volume-Gruppe begrenzt.

@ Sie konnen den RAID-Level eines Pools nicht andern. Die Benutzeroberflache konfiguriert Pools
automatisch als RAID 6.
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RAID-Level und Datensicherung

RAID 1-, RAID 5- und RAID 6-Daten fiir Schreibredundanz auf den Datentrager fir Fehlertoleranz. Bei den
Redundanzdaten kann es sich um eine Kopie der Daten (gespiegelt) oder um einen aus den Daten
abgeleiteten, fehlerkorrigierenden Code handelt. Bei einem Laufwerksausfall kdnnen Sie mithilfe der
Redundanzdaten schnell Informationen Uber das Ersatzlaufwerk wiederherstellen.

Sie konfigurieren eine einzelne RAID-Ebene fiir eine einzelne Volume-Gruppe. Alle Redundanzdaten der
Volume-Gruppe werden innerhalb der Volume-Gruppe gespeichert. Die Kapazitat der Volume-Gruppe ist die
aggregierte Kapazitat der Mitgliedslaufwerke abztiglich der fir Redundanzdaten reservierten Kapazitat. Die
Menge der zur Redundanz bendétigten Kapazitat hangt vom verwendeten RAID-Level ab.

Was ist Data Assurance?

Data Assurance (da) implementiert den T10 Protection Information (PI)-Standard. Dies erhéht die
Datenintegritat, indem Fehler geprift und korrigiert werden, die bei der Datenlibertragung entlang des I/O-
Pfads auftreten kdnnen.

Die typische Nutzung der Data Assurance Funktion Uberprift den Teil des 1/0-Pfads zwischen den Controllern
und Laufwerken. DA-Funktionen werden auf Pool- und Volume-Gruppenebene prasentiert.

Wenn diese Funktion aktiviert ist, hdngt das Speicherarray die Fehlerprifungscodes (auch zyklische
Redundanzprifungen oder CRCs genannt) an jeden Datenblock im Volume an. Nach dem Verschieben eines
Datenblocks ermittelt das Speicher-Array anhand dieser CRC-Codes, ob wahrend der Ubertragung Fehler
aufgetreten sind. Potenziell beschadigte Daten werden weder auf Festplatte geschrieben noch an den Host
zurlckgegeben. Wenn Sie die da-Funktion verwenden mdchten, wahlen Sie einen Pool oder eine Volume-
Gruppe aus, die bei der Erstellung eines neuen Volumes mit der da-Fahigkeit ausgestattet ist (suchen Sie in
der Tabelle ,da“ neben ,da“ und ,Volume-Gruppen-Kandidaten® nach ,Ja").

Stellen Sie sicher, dass Sie diese DA-fahigen Volumes einem Host Giber eine E/A-Schnittstelle zuweisen, die
Uber eine da-fahige Schnittstelle verfiigt. Zu den 1/O-Schnittstellen, die da fahig sind, gehdéren Fibre Channel,
SAS, iSCSI tuber TCP/IP, NVMe/FC, NVMe/IB, NVME/RoCE und iSER over InfiniBand (iSCSI-Erweiterungen
fur RDMA/IB). DA wird von SRP nicht tber InfiniBand unterstitzt.

Was ist sicher-fahig (Drive Security)?

Drive Security ist eine Funktion, die bei Entfernung aus dem Speicher-Array unberechtigten Zugriff auf Daten
auf sicheren Laufwerken verhindert. Dabei kdnnen es sich entweder um vollstandige
Festplattenverschllsselung (Full Disk Encryption, FDE)-Laufwerke oder um FIPS-Laufwerke (Federal
Information Processing Standard) handeln.

Was muss ich uber die Erhohung der reservierten Kapazitat wissen?

In der Regel sollten Sie die Kapazitat erhdhen, wenn Sie die Warnung erhalten, dass die reservierte Kapazitat
in Gefahr ist, voll zu werden. Sie kénnen die reservierte Kapazitat nur in Schritten von 8 gib erhéhen.

+ Sie missen Uber ausreichende freie Kapazitaten im Pool oder Volume-Gruppe verfligen, damit diese bei
Bedarf erweitert werden kann.

Wenn auf einem Pool oder Volume-Gruppen keine freie Kapazitat vorhanden ist, kdnnen Sie einem Pool
oder einer Volume-Gruppe nicht zugewiesene Kapazitat in Form nicht verwendeter Laufwerke hinzufligen.

* Das Volume im Pool oder in der Volume-Gruppe muss den optimalen Status aufweisen und darf sich nicht
in einem bestimmten Zustand befinden.
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* Freie Kapazitat muss im Pool bzw. in der Volume-Gruppe vorhanden sein, mit der die Kapazitat erhoht
werden soll.

+ Sie kdnnen die reservierte Kapazitat fur ein schreibgeschitztes Snapshot-Volume nicht erhéhen. Nur
Snapshot Volumes mit Lese- und Schreibvorgangen erfordern reservierte Kapazitat.

Fir Snapshot-Vorgange betragt die reservierte Kapazitat normalerweise 40 Prozent des Basis-Volumes. Bei
asynchronen Spiegelungsvorgangen betragt die reservierte Kapazitat in der Regel 20 Prozent des Basis-
Volumes. Verwenden Sie einen héheren Prozentsatz, wenn Sie glauben, dass das Basis-Volume viele
Anderungen durchlaufen wird oder wenn die geschatzte Lebensdauer des Kopierservice eines Storage-
Objekts sehr lang sein wird.

Warum kann ich keinen anderen Betrag auswahlen, um den ich verringern moéchte?

Sie kdnnen die reservierte Kapazitat nur um den Betrag reduzieren, den Sie zur Steigerung verwendet haben.
Reservierte Kapazitat fur Mitglieder-Volumes kann nur in umgekehrter Reihenfolge entfernt werden, in der sie
hinzugefugt wurden.

Sie kdnnen die reservierte Kapazitat fir ein Speicherobjekt nicht verringern, wenn eine der folgenden
Bedingungen vorliegt:
* Wenn es sich bei dem Storage-Objekt um ein gespiegeltes Paar-Volume handelt.

* Wenn das Storage-Objekt nur ein Volume flr die reservierte Kapazitat enthalt. Das Storage-Objekt muss
mindestens zwei Volumes flr die reservierte Kapazitat enthalten.

* Wenn es sich bei dem Speicherobjekt um ein deaktiviertes Snapshot-Volume handelt.
* Wenn das Speicherobjekt mindestens ein Snapshot-Image enthalt.

Sie kénnen Volumes fiir die reservierte Kapazitat nur in der umgekehrten Reihenfolge entfernen, in der sie
hinzugeflgt wurden.

Sie kénnen die reservierte Kapazitat flr ein schreibgeschitztes Snapshot-Volume nicht verringern, da ihm
keine zugewiesene Kapazitat zur Verfiigung steht. Nur Snapshot Volumes mit Lese- und Schreibvorgangen
erfordern reservierte Kapazitat.

Warum brauche ich reservierte Kapazitat fur jedes Member Volume?

Jedes Mitglied-Volume in einer Snapshot-Konsistenzgruppe muss Uber seine eigene reservierte Kapazitat
verfiigen, um alle Anderungen, die von der Host-Applikation auf dem Basis-Volume vorgenommen wurden,
ohne das referenzierte Snapshot-Image der Konsistenzgruppe zu beeintrachtigen. Die reservierte Kapazitat
ermdoglicht der Host-Applikation den Schreibzugriff auf eine Kopie der Daten im Mitglied-Volume, die als Lese-
und Schreibzugriff festgelegt ist.

Ein Snapshot-Image fur Konsistenzgruppen ist nicht direkt fur Hosts zuganglich. Vielmehr wird das Snapshot-
Image verwendet, um nur die Daten zu speichern, die vom Basis-Volume erfasst wurden.

Wahrend der Erstellung eines Snapshot Volume fiir die Konsistenzgruppe, das als Lesen/Schreiben
bezeichnet wird, erstellt System Manager fur jedes Mitglied-Volume in der Konsistenzgruppe eine reservierte

Kapazitat. Diese reservierte Kapazitat ermoglicht der Host-Applikation den Schreibzugriff auf eine Kopie der
Daten im Snapshot Image der Konsistenzgruppe.

Wie kann ich samtliche SSD Cache Statistiken anzeigen und interpretieren?

Sie kénnen nominale Statistiken und detaillierte Statistiken fiir SSD Cache anzeigen. Die Nominalstatistiken
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sind eine Untergruppe der detaillierten Statistiken.

Die detaillierten Statistiken kdnnen nur angezeigt werden, wenn Sie alle SSD-Statistiken zu A exportieren
.csv Datei: Wahrend Sie die Statistiken Uberprifen und interpretieren, beachten Sie, dass einige
Interpretationen durch die Prifung einer Kombination von Statistiken abgeleitet werden.

Nominale Statistiken

Um SSD Cache Statistiken anzuzeigen, wahlen Sie Meni:Speicher[Pools & Volume Groups]. Wahlen Sie den
SSD-Cache aus, fur den Sie Statistiken anzeigen mochten, und wahlen Sie dann Menu:Mehr[Statistik
anzeigen]. Die nominalen Statistiken werden im Dialogfeld ,View SSD Cache Statistics” angezeigt.

Die folgende Liste enthalt nominale Statistiken, die eine Untermenge der detaillierten Statistiken sind.

Nominale Statistik

Lese-/Schreibvorgange

Cache-Treffer

Cache-Treffer (%)

Cache-Zuweisung (%)

Beschreibung

Die Gesamtzahl der Host-Lesevorgange von bzw. Host-Schreibvorgangen auf die
SSD Cache-fahigen Volumes. Vergleichen Sie die Lesevorgange relativ zu den
Schreibvorgangen. Fur einen effektiven SSD-Cache-Vorgang missen die
Schreibvorgange gréfRer sein als die Schreibvorgange. Je mehr das Verhaltnis
von Lese- zu Schreibzugriffen ist, desto besser der Cache-Betrieb.

Die Anzahl der Cache-Treffer.

Abgeleitet aus Cache-Hits / (Lese- + Schreibvorgange). Der Cache-
Trefferprozentsatz sollte im Hinblick auf einen effektiven SSD-Cache-Vorgang
mehr als 50 Prozent betragen. Eine kleine Zahl kénnte auf mehrere Dinge
hinweisen:

» Das Verhaltnis von Lese- zu Schreibvorgangen ist zu klein
* Lesezugriffe werden nicht wiederholt

» Cache-Kapazitat ist zu klein

Die zugewiesene SSD-Cache-Storage-Menge wird als Prozentsatz des SSD-
Cache-Storage ausgedruckt, der fur diesen Controller verfugbar ist. Abgeleitet
von zugewiesenen Bytes/verfiigbaren Bytes. Der Prozentsatz der Cache-
Zuweisung wird normalerweise als 100 Prozent angezeigt. Wenn diese Zahl
weniger als 100 % betragt, bedeutet dies, dass entweder der Cache nicht
aufgewarmt ist oder die SSD Cache Kapazitat groRer ist als alle Daten, auf die
zugegriffen wird. Im zweiten Fall kénnte eine kleinere SSD-Cache-Kapazitat das
gleiche Performance-Niveau bieten. Beachten Sie, dass dies nicht bedeutet, dass
zwischengespeicherte Daten im SSD-Cache gespeichert wurden. Es ist lediglich
ein Vorbereitungsschritt, bevor die Daten im SSD-Cache platziert werden kénnen.
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Nominale Statistik

Cache-Auslastung (%)

Detaillierte Statistiken

Beschreibung

Die Menge an SSD-Cache-Storage, die Daten von aktivierten Volumes enthal,
ausgedriickt als Prozentsatz des zugewiesenen SSD-Cache-Storage. Dieser
Wert stellt die Auslastung oder Dichte des SSD-Caches dar, der aus
Benutzerdaten-Bytes/zugewiesenen Bytes abgeleitet wird. Die Cache-Auslastung
ist in der Regel niedriger als 100 Prozent, vielleicht viel niedriger. Diese Zahl zeigt
den Prozentsatz der SSD-Cache-Kapazitat an, die mit Cache-Daten gefiillt ist.
Diese Zahl ist niedriger als 100 %, da jede Zuweisungseinheit des SSD Cache,
der SSD Cache-Block, in kleinere Einheiten unterteilt wird, die als Sub-Blécke
bezeichnet werden und die etwas unabhangig gefillt werden. Eine héhere Zahl
ist im Allgemeinen besser, aber die Leistungssteigerung kann auch bei einer
kleineren Zahl signifikant sein.

Die detaillierten Statistiken bestehen aus den Nominalstatistiken sowie zusatzlichen Statistiken. Diese
zusatzlichen Statistiken werden zusammen mit den nominalen Statistiken gespeichert, werden aber im
Gegensatz zu den nominalen Statistiken nicht im Dialogfeld ,View SSD Cache Statistics” angezeigt. Sie
kénnen die detaillierten Statistiken nur anzeigen, nachdem Sie die Statistiken auf A exportiert haben .csv

Datei:

Beim Anzeigen des . csv Beachten Sie, dass die detaillierten Statistiken nach den Nominalstatistiken

aufgelistet sind:

Detaillierte Statistiken

Blocke Werden Gelesen

Schreibblocke

Full-Hit-Blécke

Teilweise Treffer

Teilweise Treffer - Blocke
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Beschreibung

Die Anzahl der Blocke im Host-Lesezugriff.
Die Anzahl der Blocke im Host-Schreibvorgang.

Die Anzahl der Blocke im Cache-Treffer. Die vollstandigen Hit-Blocke geben an,
wie viele Blocke vollstandig aus SSD Cache gelesen wurden. Der SSD-Cache
bietet nur Vorteile fir die Performance bei Vorgangen, die Vollcache-Treffer sind.

Die Anzahl der Host-Lesezugriffe, bei denen mindestens ein Block, aber nicht alle
Blocke, im SSD Cache waren. Ein partieller Hit ist ein SSD Cache miss wo die
Reads vom Basis-Volume erfullt wurden.

Die Anzahl der Blécke in Teilbestrahungen. Teilweise Cache-Treffer und partielle
Cache-Trefferbldocke resultieren aus einem Vorgang, der nur einen Teil seiner
Daten im SSD Cache enthalt. In diesem Fall muss der Vorgang die Daten aus
dem zwischengespeicherten Festplattenlaufwerk (HDD) abrufen. Der SSD-Cache
bietet fir diese Art von Hit keine Performance-Vorteile. Wenn die Anzahl der
teilweise Cachetreffer-Blocke hoher ist als die der Vollcache-Trefferblocke, konnte
ein anderer |/O-Merkmalstyp (Filesystem, Datenbank oder Web-Server) die
Performance verbessern. Es wird erwartet, dass es im Vergleich zu Cache-Hits
eine grofliere Anzahl von Teileinsatzen und -Auslassungen gibt, wahrend sich der
SSD Cache warmt.



Detaillierte Statistiken
Fehlschlage

Fehlschlage - Blocke

Ausflllen Von Aktionen
(Host Reads)

Fullen Sie Aktionen (Host-
Lesevorgange) - Blocke

Ausflllen Von Aktionen
(Host-Schreibvorgange)

Befillen Von Aktionen
(Host Writes) - Blocken

Aktionen Ungultig Machen

Recyclingmallinahmen

Verfligbare Bytes

Zugewiesene Bytes

Benutzerdaten Bytes

Beschreibung

Die Anzahl der Host-Lesevorgange, wo sich keine der Blécke im SSD Cache
befanden. Ein Ausfall des SSD-Caches tritt auf, wenn die Lesevorgange vom
Basis-Volume zufrieden waren. Es wird erwartet, dass es im Vergleich zu Cache-
Hits eine grolkere Anzahl von Teileinsatzen und -Auslassungen gibt, wahrend sich
der SSD Cache warmt.

Die Anzahl der Bldcke in Fehlschlage.

Die Anzahl der Host-Lesevorgange, auf denen Daten vom Basis-Volume in den
SSD Cache kopiert wurden.

Die Anzahl der Blocke in den Befiillen-Aktionen (Host-Lesevorgange).

Die Anzahl der Host-Schreibvorgange, bei denen Daten vom Basis-Volume in den
SSD-Cache kopiert wurden. Die Anzahl der Befullen-Aktionen (Host-
Schreibvorgange) kann fir die Cache-Konfigurationseinstellungen, die den Cache
als Folge eines I/0O-Vorgangs nicht fillen, Null sein.

Die Anzahl der Blécke in den Befillen-Aktionen (Host-Schreibvorgange).

Die Anzahl der Mal, dass Daten im SSD-Cache ungliltig oder entfernt wurden.
Fir jeden Host-Schreibanforderung, jede Host-Leseanforderung mit Forced Unit
Access (FUA), jede Anforderung zur Uberpriifung und unter anderen Umsténden
wird ein nicht validierter Cache-Vorgang durchgefihrt.

Die Anzahl der Zeiten, in denen der SSD Cache Block fur ein anderes Basis-
Volume und/oder einen anderen LBA-Bereich (Logical Block Addressing)
wiederverwendet wurde. Fur einen effektiven Cache-Betrieb muss die Anzahl der
Recycles im Vergleich zur kombinierten Anzahl von Lese- und Schreibvorgangen
gering sein. Wenn sich die Anzahl der Recycle-Aktionen nahe der kombinierten
Anzahl von Lese- und Schreibvorgangen befindet, ist der SSD Cache begeistert.
Entweder die Cache-Kapazitat muss erhoht werden oder der Workload eignet
sich nicht fir den Einsatz mit SSD Cache.

Die Anzahl der im SSD-Cache zur Verwendung durch diesen Controller
verfugbaren Bytes.

Die Anzahl der Bytes, die diesem Controller aus dem SSD-Cache zugewiesen
wurden. Aus dem SSD-Cache zugewiesene Bytes konnen leer sein oder Daten
aus Basis-Volumes enthalten.

Die Anzahl der zugewiesenen Bytes im SSD-Cache, die Daten von Basis-
Volumes enthalten. Die verfligbaren Bytes, zugewiesenen Bytes und
Benutzerdaten Bytes werden zur Berechnung des prozentualen Cache-
Zuordnungsanteils und des Prozentsatzes der Cache-Auslastung verwendet.
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Was ist die Optimierungskapazitat fir Pools?

SSD-Laufwerke haben eine langere Lebensdauer und eine bessere maximale Schreib-Performance, wenn ein
Teil ihrer Kapazitat nicht zugewiesen ist.

Bei Laufwerken, die einem Pool zugeordnet sind, besteht nicht zugewiesene Kapazitat aus der
Erhaltungskapazitat eines Pools, der freien Kapazitat (nicht von Volumes genutzte Kapazitat) und einem Teil
der nutzbaren Kapazitat, der als zusatzliche Optimierungskapazitat zur Verfligung steht. Die zusatzliche
Optimierungskapazitat stellt ein Mindestmal} an Optimierungskapazitat zur Verfigung, indem die nutzbare
Kapazitat reduziert wird. Somit ist fiir die Volume-Erstellung nicht verfiigbar.

Wenn ein Pool erstellt wird, wird eine empfohlene Optimierungskapazitat generiert, die ein ausgewogenes
Verhaltnis zwischen Performance, Laufwerksabnutzung und verfligbarer Kapazitat bietet. Der Schieberegler
zusatzliche Optimierung der Kapazitat im Dialogfeld ,Pooleinstellungen® ermdéglicht die Anpassung der
Optimierungskapazitat des Pools. Durch das Anpassen des Schiebereglers erhalten Sie eine bessere
Performance und langere Lebensdauer der Laufwerke, und zwar auf Kosten der verfligbaren Kapazitat oder
zusatzlicher verfligbarer Kapazitat, und zwar auf Kosten der Leistung und des Verschleil3es der Laufwerke.

@ Der Schieberegler ,zusatzliche Optimierung der Kapazitat® ist nur fir Speichersysteme EF600
und EF300 verfugbar.

Was ist die Optimierungskapazitat fiir Volume-Gruppen?

SSD-Laufwerke haben eine langere Lebensdauer und eine bessere maximale Schreib-Performance, wenn ein
Teil ihrer Kapazitat nicht zugewiesen ist.

Bei Laufwerken, die einer Volume-Gruppe zugeordnet sind, besteht nicht zugewiesene Kapazitat aus der
freien Kapazitat einer Volume-Gruppe (nicht von Volumes genutzte Kapazitat) und einem Teil der nutzbaren
Kapazitat, die als Optimierungskapazitat zur Verfiigung steht. Die zusatzliche Optimierungskapazitat stellt ein
Mindestmall an Optimierungskapazitat zur Verfligung, indem die nutzbare Kapazitat reduziert wird. Somit ist
fur die Volume-Erstellung nicht verfiigbar.

Wenn eine Volume-Gruppe erstellt wird, wird eine empfohlene Optimierungskapazitat generiert, die einen
Ausgleich zwischen Performance, Laufwerkverschleild und verfliigbarer Kapazitat bietet. Mit dem Schieberegler
,zusatzliche Optimierung der Kapazitat” im Dialogfeld ,Einstellungen der Volume-Gruppe®“ kdnnen Sie die
Optimierungskapazitat einer Volume-Gruppe anpassen. Durch das Anpassen des Schiebereglers erhalten Sie
eine bessere Performance und langere Lebensdauer der Laufwerke, und zwar auf Kosten der verfligbaren
Kapazitat oder zusatzlicher verfligbarer Kapazitat, und zwar auf Kosten der Leistung und des Verschleiltes der
Laufwerke.

@ Der Schieberegler ,zusatzliche Optimierung der Kapazitat® ist nur fir Speichersysteme EF600
und EF300 verflgbar.

Was ist die Fahigkeit zur Ressourcenbereitstellung?

Resource Provisioning ist eine Funktion, die in den EF300- und EF600-Speicher-Arrays zur Verfiigung steht
und die es ermdglicht, Volumes ohne Hintergrundinitialisierung sofort in Betrieb zu nehmen.

Ein vom Ressourcen bereitgestelltes Volume ist ein Thick Volume in einer SSD-Volume-Gruppe oder einem
Pool. Dabei wird bei der Erstellung des Volume die Laufwerkskapazitat zugewiesen (dem Volume
zugewiesen), die Laufwerksblocke jedoch aufgehoben (nicht zugewiesen). In einem herkémmlichen Thick
Volume werden im Vergleich dazu alle Laufwerkblocke wahrend der Initialisierung eines Volume im
Hintergrund zugeordnet oder zugewiesen, um die Felder fir den Schutz der Data Assurance zu initialisieren
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und die Daten- und RAID-Paritat in jedem RAID Stripe konsistent zu gestalten. Bei einem Volume, das fir die
Ressource bereitgestellt wird, gibt es keine zeitgebundene Hintergrundinitialisierung. Stattdessen wird jeder
RAID-Stripe nach dem ersten Schreibvorgang auf einen Volume-Block im Stripe initialisiert.

Uber Ressourcen bereitgestellte Volumes werden nur auf SSD-Volume-Gruppen und -Pools untersttitzt, wobei
alle Laufwerke in der Gruppe oder dem Pool die nicht zugewiesene oder nicht geschriebene DULBE-
Fehlerwiederherstellungsfunktion (Logical Block Error Enable) unterstiitzen. Bei der Erstellung eines Volume
mit Ressourcenbereitstellung werden alle dem Volume zugewiesenen Festplattenblécke wieder zugewiesen
(Zuordnung). Zusatzlich kénnen Hosts logische Blocke im Volume mithilfe des Befehls NVMe Dataset
Management oder des Befehls SCSI Unmap ausfindig machen. Die Deallokung von Bldcken kann die SSD-
Abnutzung verbessern und die maximale Schreib-Performance erhéhen. Die Verbesserung variiert je nach
Modell und Kapazitat der Laufwerke.

@ DULBE wird derzeit nicht auf EF300C- oder EF600C-Speicherarrays unterstitzt.

Was muss ich uber die Funktion der Ressourcen-bereitgestellten Volumes wissen?

Resource Provisioning ist eine Funktion, die in den EF300- und EF600-Speicher-Arrays zur Verfiigung steht
und die es ermdglicht, Volumes ohne Hintergrundinitialisierung sofort in Betrieb zu nehmen.

Ein vom Ressourcen bereitgestelltes Volume ist ein Thick Volume in einer SSD-Volume-Gruppe oder einem
Pool. Dabei wird bei der Erstellung des Volume die Laufwerkskapazitat zugewiesen (dem Volume
zugewiesen), die Laufwerksbldcke jedoch aufgehoben (nicht zugewiesen). In einem herkémmlichen Thick
Volume werden im Vergleich dazu alle Laufwerkblocke wahrend der Initialisierung eines Volume im
Hintergrund zugeordnet oder zugewiesen, um die Felder fir den Schutz der Data Assurance zu initialisieren
und die Daten- und RAID-Paritat in jedem RAID Stripe konsistent zu gestalten. Bei einem Volume, das fur die
Ressource bereitgestellt wird, gibt es keine zeitgebundene Hintergrundinitialisierung. Stattdessen wird jeder
RAID-Stripe nach dem ersten Schreibvorgang auf einen Volume-Block im Stripe initialisiert.

Uber Ressourcen bereitgestellte Volumes werden nur auf SSD-Volume-Gruppen und -Pools unterstiitzt, wobei
alle Laufwerke in der Gruppe oder dem Pool die nicht zugewiesene oder nicht geschriebene DULBE-
Fehlerwiederherstellungsfunktion (Logical Block Error Enable) unterstiitzen. Bei der Erstellung eines Volume
mit Ressourcenbereitstellung werden alle dem Volume zugewiesenen Festplattenblocke wieder zugewiesen
(Zuordnung). Zusatzlich kénnen Hosts logische Blocke im Volume mithilfe des Befehls NVMe Dataset
Management oder des Befehls SCSI Unmap ausfindig machen. Die Deallokung von Blécken kann die SSD-
Abnutzung verbessern und die maximale Schreib-Performance erhéhen. Die Verbesserung variiert je nach
Modell und Kapazitat der Laufwerke.

Die Ressourcenbereitstellung ist standardmafig auf Systemen aktiviert, auf denen die Laufwerke DULBE
unterstltzen. Sie kdnnen diese Standardeinstellung tUber Pools & Volume Groups deaktivieren.

@ DULBE wird derzeit nicht auf EF300C- oder EF600C-Speicherarrays unterstitzt.
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