Bereitstellung von Storage

E-Series storage systems

NetApp
January 20, 2026

This PDF was generated from https://docs.netapp.com/de-de/e-series/vcenter-plugin/vc-olh-provisioning-
overview.html on January 20, 2026. Always check docs.netapp.com for the latest.



Inhalt

Bereitstellung von Storage
Erfahren Sie mehr lber die Bereitstellung von Storage im SANTtricity Storage Plug-in fir vCenter
Volume-Typen und -Eigenschaften
Kapazitat fur Volumes
Applikationsspezifische Workloads
Erstellen Sie Speicher im SANtricity Speicher-Plug-in fur vCenter
Schritt: Workloads erstellen
Schritt: Volumes erstellen
Steigerung der Kapazitat eines Volumes im SANtricity Storage Plug-in fiir vCenter
Andern Sie die Einstellungen fir ein Volume im SANTtricity Storage Plug-in fir vCenter
Flgen Sie Volumes zum Workload im SANtricity Speicher-Plug-in fur vCenter hinzu
Andern Sie die Workload-Einstellungen im SANTtricity Storage Plug-in fir vCenter
Initialisieren Sie Volumes im SANTtricity Speicher-Plug-in fir vCenter
Verteilen Sie Volumes im SANtricity Speicher-Plug-in fur vCenter neu
Andern Sie die Controller-Eigentiimerschaft eines Volumes im SANTtricity-Speicher-Plug-in fir vCenter
Andern Sie die Cache-Einstellungen fiir ein Volume im SANTtricity Storage Plug-in fir vCenter
Andern Sie die Einstellungen fir die Medienscan fiir ein Volume im SAN!tricity Speicher-Plug-in fiir
vCenter
Léschen Sie das Volume im SANtricity Speicher-Plug-in fir vCenter

GO D DN W N A A

N NDNDNDNDNDNDDN =2 =
A WODN-_2 >~ O OGO &

N DN
o o



Bereitstellung von Storage

Erfahren Sie mehr uber die Bereitstellung von Storage im
SANTtricity Storage Plug-in fur vCenter

Im Storage Plug-in fur vCenter konnen Sie Daten-Container, sogenannte Volumes,
erstellen, sodass der Host auf den Storage im Array zugreifen kann.

Volume-Typen und -Eigenschaften

Volumes sind Daten-Container, die den Speicherplatz auf lnrem Storage-Array managen und organisieren.

Sie erstellen Volumes aus der Speicherkapazitat, die auf Ihrem Speicher-Array verfugbar ist, was lhnen hilft,
die Ressourcen lhres Systems zu organisieren. Das Konzept der "Volumes" ist ahnlich wie die Verwendung
von Ordnern/Verzeichnissen auf einem Computer, um Dateien fir schnellen Zugriff zu organisieren.

Volumes sind die einzige Datenebene, die Hosts sichtbar ist. In einer SAN-Umgebung werden Volumes den
Logical Unit Numbers (LUNs) zugeordnet. Diese LUNs enthalten die Benutzerdaten, auf die Uber ein oder
mehrere der vom Storage Array unterstiitzten Host-Zugriffsprotokolle zugegriffen werden kann, einschlief3lich
FC, iSCSI und SAS.

Jedes Volume in einem Pool oder Volume-Gruppe kann je nach Art der Daten seine eigenen, individuellen
Eigenschaften aufweisen. Einige dieser Eigenschaften sind:

» SegmentgroBe — Ein Segment ist die Datenmenge in Kilobyte (KiB), die auf einem Laufwerk gespeichert
ist, bevor das Speicherarray zum nachsten Laufwerk im Stripe (RAID-Gruppe) wechselt. Die
SegmentgroRe ist gleich oder kleiner als die Kapazitat der Volume-Gruppe. Die Segmentgrofie ist
festgelegt und kann fir Pools nicht geandert werden.

Kapazitat — Sie erstellen ein Volume aus der freien Kapazitat, die entweder in einem Pool oder einer
Volume-Gruppe verfligbar ist. Bevor Sie ein Volume erstellen, muss der Pool oder die Volume-Gruppe
bereits vorhanden sein und genligend freie Kapazitat zur Erstellung des Volumes haben.

Controller-Eigentum — Alle Speicher-Arrays kdnnen einen oder zwei Controller haben. Auf einem Single-
Controller-Array wird die Workload eines Volumes von einem einzigen Controller verwaltet. Auf einem
Dual-Controller-Array hat ein Volume einen bevorzugten Controller (A oder B), der das Volume ,besitzt". In
einer Dual-Controller-Konfiguration wird die Eigentimerschaft von Volumes automatisch mithilfe der
Funktion Automatischer Lastausgleich angepasst, um eventuelle Probleme beim Lastenausgleich bei der
Workload-Verschiebung zwischen den Controllern zu beheben. Der automatische Lastausgleich ermdglicht
einen automatisierten I/O-Workload-Ausgleich und sorgt dafiir, dass eingehender I/O-Datenverkehr von
den Hosts auf beiden Controllern dynamisch gemanagt und ausgeglichen wird.

* Volume-Zuweisung — Sie kdnnen Hosts entweder bei der Erstellung des Volumes oder zu einem
spateren Zeitpunkt auf ein Volume zugreifen. Der gesamte Host-Zugriff wird Gber eine LUN (Logical Unit
Number) gemanagt. Hosts erkennen LUNs, die wiederum den Volumes zugewiesen sind. Wenn Sie ein
Volume mehreren Hosts zuweisen, verwenden Sie eine Clustering-Software, um sicherzustellen, dass das
Volume fur alle Hosts verflgbar ist.

Der Host-Typ kann bestimmte Einschrankungen fir die Anzahl der Volumes haben, auf die der Host
zugreifen kann. Beachten Sie diese Einschrankung bei der Erstellung von Volumes zur Verwendung durch
einen bestimmten Host.

* Ressourcen-Provisioning — flir EF600- oder EF300-Speicher-Arrays konnen Sie festlegen, dass
Volumes ohne Hintergrundinitialisierung sofort verwendet werden. Ein vom Ressourcen bereitgestelltes



Volume ist ein Thick Volume in einer SSD-Volume-Gruppe oder einem Pool. Dabei wird bei der Erstellung
des Volume die Laufwerkskapazitat zugewiesen (dem Volume zugewiesen), die Laufwerksblécke jedoch
aufgehoben (nicht zugewiesen).

» Beschreibenden Name — Sie kdnnen ein Volumen benennen, welchen Namen Sie wollen, aber wir
empfehlen, den Namen beschreibend zu machen.

Wahrend der Volume-Erstellung wird jedem Volume Kapazitat zugewiesen. Sie erhalten einen Namen, eine
SegmentgroRe (nur Volume-Gruppen), einen Controller-Besitz und eine Zuweisung von Volume zu Host. Bei
Bedarf erfolgt ein automatischer Lastausgleich der Volume-Daten Uber Controller hinweg.

Kapazitat fur Volumes

Die Laufwerke in Inrem Speicher-Array stellen die physische Speicherkapazitat fir Ihre Daten bereit. Bevor Sie
mit dem Speichern von Daten beginnen kénnen, missen Sie die zugewiesene Kapazitat in logischen
Komponenten — Pools oder Volume-Gruppen — konfigurieren. Mithilfe dieser Speicherobjekte lassen sich
Daten auf dem Speicher-Array konfigurieren, speichern, verwalten und erhalten.

Kapagzitat zur Erstellung und Erweiterung von Volumes

Sie kénnen Volumes entweder aus der nicht zugewiesenen Kapazitat oder aus freien Kapazitaten in einem
Pool oder einer Volume-Gruppe erstellen.

* Wenn Sie ein Volume aus nicht zugewiesenen Kapazitaten erstellen, kdnnen Sie gleichzeitig einen Pool
oder eine Volume-Gruppe und das Volume erstellen.

» Wenn Sie ein Volume aus freier Kapazitat erstellen, erstellen Sie ein zusatzliches Volume in einem bereits
vorhandenen Pool oder einer Volume-Gruppe.Nachdem Sie die Volume-Kapazitat erweitert haben,
mussen Sie die Grolie des Dateisystems manuell erh6hen, um sie anzupassen. Wie Sie dies tun, hangt
von dem Dateisystem ab, das Sie verwenden. Weitere Informationen finden Sie in der Dokumentation
Ihres Host-Betriebssystems.

@ Die Plugin-Schnittstelle bietet keine Option zum Erstellen von Thin Volumes.

Gemeldete Kapazitat fiir Volumes

Die gemeldete Kapazitat des Volumes entspricht der Menge der zugewiesenen physischen Speicherkapazitat.
Es muss die gesamte physische Storage-Kapazitat vorhanden sein. Der physisch zugewiesene Speicherplatz
entspricht dem Speicherplatz, der dem Host gemeldet wird.

Normalerweise stellen Sie die gemeldete Kapazitat des Volumes so ein, dass die maximale Kapazitat, die Ihrer
Meinung nach das Volume vergré3ern wird. Volumes liefern eine hohe und vorhersehbare Performance flir
Ihre Applikationen, vor allem, weil samtliche Benutzerkapazitaten reserviert und bei ihrer Erstellung
zugewiesen sind.

Kapazitatsgrenzen

Die minimale Kapazitat fir ein Volume betragt 1 MiB, und die maximale Kapazitat hangt von der Anzahl und
Kapazitat der Laufwerke im Pool bzw. der Volume-Gruppe ab.

Beachten Sie bei der Erh6hung der gemeldeten Kapazitat fiir ein Volumen die folgenden Richtlinien:

» Sie kénnen bis zu drei Dezimalstellen (z. B. 65.375 gib) angeben.

» Die Kapazitat muss kleiner sein als (oder gleich) die maximale in der Volume-Gruppe verflgbar ist. Wenn
Sie ein Volume erstellen, wird fiir die DSS-Migration (Dynamic Segment Size) zusatzliche Kapazitat vorab



zugewiesen. Die DSS-Migration ist eine Funktion der Software, mit der Sie die Segmentgrolie eines
Volumes &ndern kénnen.

* Volumes mit einer GréfRe von mehr als 2 tib werden von einigen Host-Betriebssystemen unterstitzt (die
maximale gemeldete Kapazitat wird vom Host-Betriebssystem bestimmt). Tatsachlich unterstiitzen einige
Host-Betriebssysteme bis zu 128 tib Volumes. Weitere Informationen finden Sie in der Dokumentation
Ihres Host-Betriebssystems.

Applikationsspezifische Workloads

Wenn Sie ein Volume erstellen, wahlen Sie einen Workload aus, um die Storage-Array-Konfiguration fir eine
bestimmte Applikation anzupassen.

Ein Workload ist ein Storage-Objekt, das eine Applikation unterstitzt. Sie kbnnen einen oder mehrere
Workloads oder Instanzen pro Applikation definieren. Bei einigen Applikationen konfiguriert das System den
Workload so, dass er Volumes mit ahnlichen zugrunde liegenden Volume-Merkmalen enthalt. Diese Volume-
Merkmale werden basierend auf dem Applikationstyp optimiert, den der Workload unterstitzt. Wenn Sie
beispielsweise einen Workload erstellen, der eine Microsoft SQL Server Applikation unterstiitzt und
anschlieend Volumes fiir diesen Workload erstellt, werden die zugrunde liegenden Volume-Merkmale zur
Unterstitzung von Microsoft SQL Server optimiert.

Wahrend der Volume-Erstellung werden Sie vom System aufgefordert, Fragen zur Verwendung eines
Workloads zu beantworten. Wenn Sie beispielsweise Volumes fir Microsoft Exchange erstellen, werden Sie
gefragt, wie viele Mailboxen Sie bendtigen, wie viele Mailboxen Ihre durchschnittlichen Anforderungen an die
Mailbox-Kapazitat sind und wie viele Kopien der Datenbank Sie bendétigen. Das System erstellt anhand dieser
Informationen eine optimale Volume-Konfiguration fir Sie, die Sie nach Bedarf bearbeiten kénnen. Optional
kénnen Sie diesen Schritt in der Sequenz zur Volume-Erstellung Gberspringen.

Workload-Typen

Es kdnnen zwei unterschiedliche Workload-Typen erstellt werden: Applikationsspezifisch oder sonstige.

» Applikationsspezifisch — Wenn Sie Volumes mit einem anwendungsspezifischen Workload erstellen,
empfiehlt das System moglicherweise eine optimierte Volume-Konfiguration, um Konflikte zwischen
Applikations-Workload 1/0 und anderem Traffic aus |hrer Anwendungsinstanz zu minimieren. Volume-
Merkmale wie 1/0-Typ, SegmentgrolRe, Controller-Besitz und Lese- und Schreib-Cache werden
automatisch fuir Workloads empfohlen und optimiert, die fir die folgenden Applikationstypen erstellt
wurden.

> Microsoft SQL Server

> Microsoft Exchange Server

> VideolUberwachungsapplikationen

o VMware ESXi (fur Volumes, die mit dem Virtual Machine File System verwendet werden sollen)
Sie kénnen die empfohlene Volume-Konfiguration tberprifen und die vom System empfohlenen

Volumes und Merkmale bearbeiten, hinzufligen oder I6schen. Verwenden Sie dazu das Dialogfeld
Volumes hinzufligen/bearbeiten.

* Andere (oder Anwendungen ohne spezifische Unterstiitzung der Volumenerzeugung) — Bei anderen
Workloads wird eine Volume-Konfiguration verwendet, die manuell angegeben werden muss, wann ein
Workload erstellt werden soll, der nicht mit einer bestimmten Applikation verknUpft ist, oder ob das System
keine integrierte Optimierung fur die Applikation bietet, die Sie im Storage-Array verwenden mdchten. Sie
mussen die Volume-Konfiguration manuell Gber das Dialogfeld Volumes hinzufligen/bearbeiten angeben.



Anzeige von Applikationen und Workloads

Um Anwendungen und Workloads anzuzeigen, starten Sie System Manager. Uber diese Schnittstelle kénnen
Sie die Informationen anzeigen, die mit einem applikationsspezifischen Workload verknipft sind. Sie haben
verschiedene Mdglichkeiten:

« Sie kénnen die Registerkarte Anwendungen & Workloads in der Kachel Volumes auswahlen, um die
Volumes des Speicherarrays nach Workload gruppiert und den Anwendungstyp, mit dem der Workload
verknUpft ist, anzuzeigen.

« Uber die Registerkarte Applikationen und Workloads im Tile Performance kénnen Sie Performance-
Metriken (Latenz, IOPS und MB) fir logische Objekte anzeigen. Die Objekte werden nach Applikation und
zugehorieinem Workload gruppiert. Indem Sie diese Performance-Daten in regelmafiigen Abstanden
erfassen, kdnnen Sie Basismessungen vornehmen und Trends analysieren. Dies unterstutzt Sie bei der
Untersuchung von I/O-Performance-Problemen.

Erstellen Sie Speicher im SANtricity Speicher-Plug-in fur
vCenter

Im Storage Plug-in fur vCenter erstellen Sie Storage, indem Sie zuerst einen Workload
fur einen bestimmten Applikationstyp erstellen. Als Nachstes wird dem Workload
Storage-Kapazitat hinzugefugt, indem Volumes mit ahnlichen zugrunde liegenden
Volume-Merkmalen erstellt werden.

Schritt: Workloads erstellen

Ein Workload ist ein Storage-Objekt, das eine Applikation unterstitzt. Sie kdnnen einen oder mehrere
Workloads oder Instanzen pro Applikation definieren.

Uber diese Aufgabe

Bei einigen Applikationen konfiguriert das System den Workload so, dass er Volumes mit ahnlichen zugrunde
liegenden Volume-Merkmalen enthalt. Diese Volume-Merkmale werden basierend auf dem Applikationstyp
optimiert, den der Workload unterstitzt. Wenn Sie beispielsweise einen Workload erstellen, der eine Microsoft
SQL Server Applikation unterstitzt und anschlieRend Volumes fir diesen Workload erstellt, werden die
zugrunde liegenden Volume-Merkmale zur Unterstiitzung von Microsoft SQL Server optimiert.

Das System empfiehlt nur fur die folgenden Applikationstypen eine optimierte Volume-Konfiguration:

* Microsoft SQL Server
» Microsoft Exchange Server
* Videouberwachung

* VMware ESXi (flr Volumes, die mit dem Virtual Machine File System verwendet werden sollen)

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].
3. Wahlen Sie Meni:Erstellen[Workload].

Das Dialogfeld Anwendungs-Workload erstellen wird angezeigt.



4. Wahlen Sie in der Dropdown-Liste den Applikationstyp aus, fur den der Workload erstellt werden soll, und
geben Sie dann einen Workload-Namen ein.

5. Klicken Sie Auf Erstellen.

Schritt: Volumes erstellen

Sie erstellen Volumes, um einem applikationsspezifischen Workload Storage-Kapazitat hinzuzufligen und die
erstellten Volumes fiir einen bestimmten Host oder Host-Cluster sichtbar zu machen.

Uber diese Aufgabe

Bei den meisten Applikationstypen wird standardmafig eine benutzerdefinierte Volume-Konfiguration
verwendet, wahrend bei anderen Typen eine intelligente Konfiguration bei der Volume-Erstellung angewendet
wird. Wenn Sie beispielsweise Volumes flur eine Microsoft Exchange Applikation erstellen, werden Sie gefragt,
wie viele Mailboxen Sie bendtigen, wie viele Mailboxen Ihre durchschnittlichen Anforderungen an die Mailbox-
Kapazitat sind und wie viele Kopien der Datenbank Sie bendtigen. Das System erstellt anhand dieser
Informationen eine optimale Volume-Konfiguration fir Sie, die Sie nach Bedarf bearbeiten kdnnen.

Sie kénnen Volumes tber das Men:Provisioning[Manage Volumes > Create > Volumes] oder Gber das
Meni:Provisioning[Configure Pools and Volume Groups > Create > Volumes] erstellen. Das Verfahren ist bei
beiden Auswahlmdglichkeiten identisch.

Der Prozess zur Erstellung eines Volumes ist ein mehrstufiges Verfahren.

Schritt 2a: Wahlen Sie Host fiir ein Volume

Im ersten Schritt kdnnen Sie einen bestimmten Host oder Host-Cluster fur das Volume auswéahlen oder den
Host spater zuweisen.

Bevor Sie beginnen
Stellen Sie sicher, dass:

» Es wurden giiltige Hosts oder Host-Cluster definiert (unter Menui:Bereitstellung [Hosts konfigurieren]).
* FUr den Host wurden Host-Port-IDs definiert.

* Die Host-Verbindung muss Data Assurance (da) unterstitzen, wenn Sie die Erstellung von da-fahigen
Volumes planen. Wenn eine der Host-Verbindungen auf den Controllern im Speicher-Array keine
Unterstitzung fir da bietet, kdnnen die zugeordneten Hosts auf da-fahige Volumes keinen Zugriff auf
Daten haben.

Uber diese Aufgabe
Beachten Sie bei der Zuweisung von Volumes die folgenden Richtlinien:

* Das Betriebssystem eines Hosts kann bestimmte Einschrankungen fur die Zugriffsmoglichkeiten auf die
Anzahl der Volumes haben, auf die der Host zugreifen kann. Beachten Sie diese Einschrankung bei der
Erstellung von Volumes zur Verwendung durch einen bestimmten Host.

« Sie kdnnen eine Zuweisung fir jedes Volume im Storage-Array definieren.
» Zugewiesene Volumes werden von den Controllern im Storage-Array gemeinsam genutzt.

* Die gleiche Logical Unit Number (LUN) kann nicht zweimal von einem Host oder einem Host-Cluster
verwendet werden, um auf ein Volume zuzugreifen. Sie missen eine eindeutige LUN verwenden.

» Wenn Sie den Prozess zum Erstellen von Volumes beschleunigen méchten, kdnnen Sie den
Hostzuordnungsschritt Gberspringen, damit neu erstellte Volumes offline initialisiert werden.



Die Zuweisung eines Volumes zu einem Host schlagt fehl, wenn Sie versuchen, einem Host-
@ Cluster ein Volume zuzuweisen, das mit einer festgelegten Zuordnung fiir einen Host in den
Host-Clustern in Konflikt steht.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie Menu:Erstellen[Volumes].
Das Dialogfeld Host auswahlen wird angezeigt.

4. Wahlen Sie aus der Dropdown-Liste einen bestimmten Host oder Host-Cluster aus, dem Sie Volumes
zuweisen mochten, oder wahlen Sie aus, zu einem spateren Zeitpunkt den Host oder Host-Cluster
zuzuweisen.

5. Um die Volume-Erstellungsreihenfolge flr den ausgewahlten Host oder Host-Cluster fortzusetzen, klicken
Sie auf Weiter.

Das Dialogfeld ,Workload auswahlen® wird angezeigt.

Schritt 2b: Wahlen Sie einen Workload fiir ein Volume

Im zweiten Schritt wahlen Sie einen Workload aus, um die Storage-Array-Konfiguration fir eine bestimmte
Applikation wie VMware anzupassen.

Uber diese Aufgabe

In dieser Aufgabe wird die Erstellung von Volumes fiir einen Workload beschrieben. Ein Workload enthalt
normalerweise Volumes mit ahnlichen Merkmalen, die entsprechend dem von dem Workload unterstitzten
Applikationstyp optimiert werden. Sie kénnen in diesem Schritt einen Workload definieren oder vorhandene
Workloads auswahlen.

Beachten Sie folgende Richtlinien:

 Bei der Verwendung eines applikationsspezifische Workloads empfiehlt das System eine optimierte
Volume-Konfiguration, um Konflikte zwischen Applikations-Workload-1/0 und anderem Datenverkehr aus
Ihrer Applikationsinstanz zu minimieren. Sie kdnnen die empfohlene Volume-Konfiguration Uberprifen und
anschlieend die vom System empfohlenen Volumes und -Eigenschaften bearbeiten, hinzufligen oder
I6schen. Verwenden Sie dazu das Dialogfeld Volumes hinzufiigen/bearbeiten (im nachsten Schritt
verflgbar).

» Bei Verwendung anderer Anwendungstypen legen Sie die Volume-Konfiguration manuell tGber das
Dialogfeld Volumes hinzufligen/bearbeiten fest (im nachsten Schritt verfigbar).

Schritte
1. Fuhren Sie einen der folgenden Schritte aus:

o Wahlen Sie die Option Volumes fiir einen vorhandenen Workload erstellen aus, und wahlen Sie
den Workload aus der Dropdown-Liste aus.

o Wahlen Sie die Option Einen neuen Workload erstellen aus, um einen neuen Workload fir eine
unterstitzte Anwendung oder fir ,andere Anwendungen zu definieren, und fihren Sie die folgenden
Schritte aus:

= Wahlen Sie in der Dropdown-Liste den Namen der Anwendung aus, fir die Sie den neuen
Workload erstellen méchten. Wahlen Sie einen der ,anderen® Eintrage aus, wenn die Anwendung,



die Sie flr dieses Speicher-Array verwenden mdchten, nicht aufgefihrt ist.
= Geben Sie einen Namen fur den zu erstellenden Workload ein.
2. Klicken Sie Auf Weiter.

3. Wenn lhr Workload einem unterstltzten Applikationstyp zugewiesen ist, geben Sie die angeforderten
Informationen ein. Andernfalls fahren Sie mit dem néchsten Schritt fort.

Schritt 2c: Volumes hinzufiigen oder bearbeiten
Im dritten Schritt definieren Sie die Volume-Konfiguration.

Bevor Sie beginnen
 Die Pools oder Volume-Gruppen miissen Uber eine ausreichende freie Kapazitat verfligen.
* In einer Volume-Gruppe sind maximal 256 Volumes zulassig.

* Die maximale Anzahl an Volumes, die in einem Pool zulassig sind, hangt vom Modell des Storage-Systems
ab:

> 2,048 Volumes (EF600 und E5700 Serie)
> 1,024 Volumes (EF300)
> 512 Volumes (E2800 Serie)

* Um ein fur Data Assurance (da) fahiges Volume zu erstellen, muss die Host-Verbindung, die Sie
verwenden mdchten, da unterstitzen.

o Wenn Sie ein DA-fahiges Volume erstellen méchten, wahlen Sie einen Pool oder eine Volume-Gruppe
aus, die fiir da geeignet ist (suchen Sie in der Tabelle mit den Kandidaten fiir Pool- und Volume-
Gruppen nach Ja neben ,da“).

o DA-Funktionen werden auf Pool- und Volume-Gruppenebene prasentiert. DA der Schutz auf Fehler
Uberpraft und korrigiert, die auftreten kbnnen, wenn Daten durch die Controller an die Laufwerke
Ubertragen werden. Durch die Auswahl eines da-fahigen Pools oder einer Volume-Gruppe fiir das neue
Volume wird sichergestellt, dass Fehler erkannt und behoben werden.

o Wenn eine der Host-Verbindungen auf den Controllern im Speicher-Array keine Unterstitzung fur da
bietet, kdnnen die zugeordneten Hosts auf da-fahige Volumes keinen Zugriff auf Daten haben.

* Um ein sicheres Volume zu erstellen, muss fur das Storage Array ein Sicherheitsschlissel erstellt werden.

> Wenn Sie ein sicheres Volume erstellen mochten, wahlen Sie einen Pool oder eine Volume-Gruppe
aus, die sicher fahig ist (suchen Sie in der Tabelle mit den Kandidaten fiir Pool und Volume-Gruppen
nach ,sicher-fahig").

> Die Sicherheitsfunktionen fir die Laufwerksicherheit werden auf Pool- und Volume-Gruppenebene
prasentiert. Sichere Laufwerke verhindern unbefugten Zugriff auf die Daten auf einem Laufwerk, das
physisch vom Storage-Array entfernt wird. Ein sicheres Laufwerk verschlisselt Daten wahrend des
Schreibvorgangs und entschlisselt Daten beim Lesen mithilfe eines eindeutigen
Verschlisselungsschlissels.

> Ein Pool oder eine Volume-Gruppe kann sowohl sichere als auch nicht sichere Laufwerke enthalten.
Zur Nutzung der Verschliusselungsfunktionen missen jedoch alle Laufwerke sicher sein.

* Um ein Volume mit Ressourcenbereitstellung zu erstellen, missen alle Laufwerke NVMe-Laufwerke mit
der dezugewiesenen oder nicht geschriebenen Option Logical Block Error (DULBE) sein.

Uber diese Aufgabe

Sie erstellen Volumes aus geeigneten Pools oder Volume-Gruppen, die im Dialogfeld Volumes
hinzufligen/bearbeiten angezeigt werden. Fir jeden infrage kommenden Pool und jede Volume-Gruppe wird



die Anzahl der verfligbaren Laufwerke und die gesamte freie Kapazitat angezeigt.

Fir einige applikationsspezifische Workloads zeigt jede qualifizierte Pool- oder Volume-Gruppe die
vorgeschlagene Kapazitat basierend auf der vorgeschlagenen Volume-Konfiguration und zeigt die
verbleibende freie Kapazitat in gib an. Fir andere Workloads wird die vorgeschlagene Kapazitat angezeigt,
wenn Sie Volumes zu einem Pool oder einer Volume-Gruppe hinzufiigen und die gemeldete Kapazitat
angeben.

Schritte

1. Wahlen Sie eine dieser Aktionen aus, basierend darauf, ob Sie im vorherigen Schritt eine andere oder
einen applikationsspezifischen Workload ausgewahit haben:

o Other — Klicken Sie Neues Volume hinzufiigen in jedem Pool oder Volume-Gruppe, die Sie
verwenden mochten, um ein oder mehrere Volumes zu erstellen.



Felddetails

Feld

Volume-Name

Gemeldete Kapazitat

Volume-Block-Grole
(nur EF300 und
EF600)

Beschreibung

Einem Volume wird wahrend der Volume-Erstellungsreihenfolge ein
Standardname zugewiesen. Sie kdnnen entweder den Standardnamen
akzeptieren oder einen aussagekraftigeren Namen angeben, der die Art
der im Volume gespeicherten Daten angibt.

Definieren Sie die Kapazitat des neuen Volume und der zu
verwendenden Kapazitatseinheiten (MiB, gib oder tib). Bei dicken
Volumes betragt die Mindestkapazitat 1 MiB, und die maximale
Kapazitat wird durch die Anzahl und Kapazitat der Laufwerke im Pool
oder der Volume-Gruppe bestimmt. Storage-Kapazitat ist auch fr
Copy-Services erforderlich (Snapshot Images, Snapshot Volumes,
Volume-Kopien und Remote-Spiegelungen). Weisen Sie Standard-
Volumes nicht die gesamte Kapazitat zu. Die Kapazitat in einem Pool
wird in Schritten von 4 gib zugewiesen. Kapazitat, die nicht ein
Vielfaches von 4 gib betragt, wird zugewiesen, aber nicht nutzbar. Um
sicherzustellen, dass die gesamte Kapazitat nutzbar ist, geben Sie die
Kapazitat in Schritten von 4 gib an. Wenn eine nicht nutzbare Kapazitat
vorhanden ist, besteht die einzige Mdglichkeit zur Wiederherstellung
darin, die Kapazitat des Volume zu erhdhen.

Zeigt die Block-Grofen, die fiir das Volume erstellt werden kénnen:

* 512-512 Byte
* 4 KB - 4,096 Byte
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Feld

Segmentgrofie

Sicher

DA

Beschreibung

Zeigt die Einstellung fiir die Segmentgrofien, die nur fir Volumes in
einer Volume-Gruppe angezeigt wird. Sie kdnnen die Segmentgroflie
andern, um die Leistung zu optimieren. Zulassige Segmentgrofen-
Uberginge — das System bestimmt die zuléssigen SegmentgréRen-
Ubergange. Segmentgrofen, bei denen es sich um unangemessene
Ubergange aus der aktuellen SegmentgréRe handelt, sind in der
Dropdown-Liste nicht verfiigbar. Zulassige Ubergénge sind in der Regel
doppelt oder halb so grof3 wie das aktuelle Segment. Wenn die aktuelle
Volume-Segmentgrofie beispielsweise 32 KiB betragt, ist eine neue
Volume-Segmentgroe von entweder 16 KiB oder 64 KiB zulassig. SSD
Cache-fahige Volumes — Sie kdnnen eine 4-KiB-Segmentgrof3e fir
SSD Cache-fahige Volumes angeben. Vergewissern Sie sich, dass Sie
die 4-KiB-Segmentgrofle nur fir SSD-Cache-fahige Volumes
auswahlen, die I/O-Vorgange mit kleinen Blécken bearbeiten
(beispielsweise 16 KiB-I/O-Blockgrofien oder kleiner). Die Performance
kdnnte beeintrachtigt werden, wenn Sie 4 als SegmentgréRe fur SSD
Cache-fahige Volumes auswahlen, die sequenzielle Operationen von
groRRen Blécken bearbeiten. Zeit zum Andern der

SegmentgroBe — die Zeit, die zur Anderung der Segmentgrofe eines
Volumes bendtigt wird, hangt von diesen Variablen ab:

* Die I/0-Last vom Host

« Die Anderungsprioritat des Volumes

* Die Anzahl der Laufwerke in der Volume-Gruppe
* Die Anzahl der Laufwerkskanale

 Die Verarbeitungsleistung der Speicher-Array-Controller

Wenn Sie die Segmentgrol3e fur ein Volume andern, wirkt sich die I/O-
Performance auf die I/O-Performance aus, doch die Daten bleiben
verflgbar.

Ja erscheint neben ,Secure-fahig“ nur dann, wenn die Laufwerke im
Pool oder in der Volume-Gruppe sicher sind. Die Laufwerkssicherheit
verhindert, dass nicht autorisierter Zugriff auf die Daten auf einem
Laufwerk erfolgt, das physisch vom Speicher-Array entfernt wird. Diese
Option ist nur verfigbar, wenn die Laufwerksicherheit aktiviert wurde
und fir das Speicher-Array ein Sicherheitsschlissel eingerichtet wurde.
Ein Pool oder eine Volume-Gruppe kann sowohl sichere als auch nicht
sichere Laufwerke enthalten. Zur Nutzung der
Verschlisselungsfunktionen missen jedoch alle Laufwerke sicher sein.

Ja erscheint neben ,da“ nur dann, wenn die Laufwerke im Pool oder in
der Volume-Gruppe Data Assurance (da) unterstitzen. DA erhdht die
Datenintegritat im gesamten Storage-System. DA ermdglicht es dem
Storage-Array, Fehler zu Uberprifen, die auftreten kdnnen, wenn Daten
durch die Controller an die Laufwerke Ubertragen werden. Die
Verwendung von da fir das neue Volume stellt sicher, dass alle Fehler
erkannt werden.



Feld Beschreibung

Bereitgestellte Ja erscheint neben ,Ressourcen bereitgestellt” nur, wenn die Laufwerke

Ressource (nur EF300 diese Option unterstiitzen. Resource Provisioning ist eine Funktion, die

und EF600) in den EF300- und EF600-Speicher-Arrays zur Verfigung steht und die
es ermdglicht, Volumes ohne Hintergrundinitialisierung sofort in Betrieb
zu nehmen.

o Anwendungsspezifischer Workload — Klicken Sie entweder auf Weiter, um die vom System
empfohlenen Volumes und Merkmale fir den ausgewahlten Workload zu akzeptieren, oder klicken Sie
auf Volumes bearbeiten, um die vom System empfohlenen Volumes und Merkmale fur den
ausgewahlten Workload zu andern, hinzuzufigen oder zu léschen.
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Felddetails

Feld

Volume-Name

Gemeldete Kapazitat

Volume-Typ

Volume-Block-GroRRe
(nur EF300 und
EF600)

Beschreibung

Einem Volume wird wahrend der Volume-Erstellungsreihenfolge ein
Standardname zugewiesen. Sie kdnnen entweder den Standardnamen
akzeptieren oder einen aussagekraftigeren Namen angeben, der die Art
der im Volume gespeicherten Daten angibt.

Definieren Sie die Kapazitat des neuen Volume und der zu
verwendenden Kapazitatseinheiten (MiB, gib oder tib). Bei dicken
Volumes betragt die Mindestkapazitat 1 MiB, und die maximale
Kapazitat wird durch die Anzahl und Kapazitat der Laufwerke im Pool
oder der Volume-Gruppe bestimmt. Storage-Kapazitat ist auch fr
Copy-Services erforderlich (Snapshot Images, Snapshot Volumes,
Volume-Kopien und Remote-Spiegelungen). Weisen Sie Standard-
Volumes nicht die gesamte Kapazitat zu. Die Kapazitat in einem Pool
wird in Schritten von 4 gib zugewiesen. Kapazitaten, die nicht ein
Vielfaches von 4 gib betragt, werden zugewiesen, aber nicht nutzbar.
Um sicherzustellen, dass die gesamte Kapazitat nutzbar ist, geben Sie
die Kapazitat in Schritten von 4 gib an. Wenn eine nicht nutzbare
Kapazitat vorhanden ist, besteht die einzige Moglichkeit zur
Wiederherstellung darin, die Kapazitat des Volume zu erhdhen.

Volume-Typ gibt den Volume-Typ an, der fir einen
applikationsspezifischen Workload erstellt wurde.

Zeigt die Block-Grofen, die fiir das Volume erstellt werden kdnnen:

* 512—512 Byte
+ 4K—4,096 Byte



Feld

Segmentgrofie

Sicher

DA

Beschreibung

Zeigt die Einstellung fiir die Segmentgrofien, die nur fir Volumes in
einer Volume-Gruppe angezeigt wird. Sie kdnnen die Segmentgroflie
andern, um die Leistung zu optimieren. Zulassige Segmentgrofen-
Uberginge — das System bestimmt die zuléssigen SegmentgréRen-
Ubergange. Segmentgrofen, bei denen es sich um unangemessene
Ubergange aus der aktuellen SegmentgréRe handelt, sind in der
Dropdown-Liste nicht verfiigbar. Zulassige Ubergénge sind in der Regel
doppelt oder halb so grof3 wie das aktuelle Segment. Wenn die aktuelle
Volume-Segmentgrofie beispielsweise 32 KiB betragt, ist eine neue
Volume-Segmentgroe von entweder 16 KiB oder 64 KiB zulassig. SSD
Cache-fahige Volumes — Sie kdnnen eine 4-KiB-Segmentgrof3e fir
SSD Cache-fahige Volumes angeben. Vergewissern Sie sich, dass Sie
die 4-KiB-Segmentgrofle nur fir SSD-Cache-fahige Volumes
auswahlen, die I/O-Vorgange mit kleinen Blécken bearbeiten
(beispielsweise 16 KiB-I/O-Blockgrofien oder kleiner). Die Performance
kdnnte beeintrachtigt werden, wenn Sie 4 als SegmentgréRe fur SSD
Cache-fahige Volumes auswahlen, die sequenzielle Operationen von
groRRen Blécken bearbeiten. Zeit zum Andern der

SegmentgroBe — die Zeit, die zur Anderung der Segmentgrofe eines
Volumes bendtigt wird, hangt von diesen Variablen ab:

* Die I/0-Last vom Host

« Die Anderungsprioritat des Volumes

* Die Anzahl der Laufwerke in der Volume-Gruppe
* Die Anzahl der Laufwerkskanale

 Die Verarbeitungsleistung der Speicher-Array-Controller

Wenn Sie die Segmentgrol3e fur ein Volume andern, wirkt sich die I/O-
Performance auf die I/O-Performance aus, doch die Daten bleiben
verflgbar.

Ja erscheint neben ,Secure-fahig“ nur dann, wenn die Laufwerke im
Pool oder in der Volume-Gruppe sicher sind. Die Laufwerkssicherheit
verhindert, dass nicht autorisierter Zugriff auf die Daten auf einem
Laufwerk erfolgt, das physisch vom Speicher-Array entfernt wird. Diese
Option ist nur verfiigbar, wenn die Sicherheitsfunktion des Laufwerks
aktiviert ist und flr das Speicher-Array ein Sicherheitsschlissel
eingerichtet wurde. Ein Pool oder eine Volume-Gruppe kann sowohl
sichere als auch nicht sichere Laufwerke enthalten. Zur Nutzung der
Verschlisselungsfunktionen missen jedoch alle Laufwerke sicher sein.

Ja erscheint neben ,da“ nur dann, wenn die Laufwerke im Pool oder in
der Volume-Gruppe Data Assurance (da) unterstitzen. DA erhdht die
Datenintegritat im gesamten Storage-System. DA ermdglicht es dem
Storage-Array, Fehler zu Uberprifen, die auftreten kdnnen, wenn Daten
durch die Controller an die Laufwerke Ubertragen werden. Die
Verwendung von da fir das neue Volume stellt sicher, dass alle Fehler
erkannt werden.
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Feld Beschreibung

Bereitgestellte Ja erscheint neben ,Ressourcen bereitgestellt” nur, wenn die Laufwerke

Ressource (nur EF300 diese Option unterstiitzen. Resource Provisioning ist eine Funktion, die

und EF600) in den EF300- und EF600-Speicher-Arrays zur Verfigung steht und die
es ermdglicht, Volumes ohne Hintergrundinitialisierung sofort in Betrieb
zu nehmen.

2. Klicken Sie auf Weiter, um mit der Volumenerzeugung fiir die ausgewahlte Anwendung fortzufahren.

Schritt 2d: Volumenkonfiguration prifen

Im letzten Schritt lesen Sie eine Zusammenfassung der Volumes, die Sie erstellen mochten, und nehmen alle
erforderlichen Anderungen vor.

Schritte
1. Prifen Sie die Volumes, die Sie erstellen mdchten. Um Anderungen vorzunehmen, klicken Sie auf Zuriick.

2. Wenn Sie mit Ihrer Volumenkonfiguration zufrieden sind, klicken Sie auf Fertig stellen.

Nachdem Sie fertig sind
* Erstellen Sie im vSphere Client Datastores fur die Volumes.

* FUhren Sie alle auf dem Applikations-Host erforderlichen Betriebssystemanderungen durch, damit die
Applikationen das Volume verwenden kénnen.

« FUhren Sie das betriebssystemspezifische Dienstprogramm (verfiigbar von einem Drittanbieter) aus, und
fihren Sie dann den Befehl SMcli aus -identifyDevices So korrelieren Sie Volume-Namen mit Host-
Storage-Array-Namen

Die SMcli ist im SANTtricity Betriebssystem enthalten und kann Uber den SANtricity System Manager
heruntergeladen werden. Weitere Informationen zum Herunterladen des SMcli tGiber den SANtricity-
System-Manager finden Sie im "Laden Sie das Thema Befehlszeilenschnittstelle (CLI) in der Online-Hilfe
des SANTtricity Systemmanagers herunter".

Steigerung der Kapazitat eines Volumes im SANtricity
Storage Plug-in fur vCenter

Sie kdnnen die GroéfRe eines Volumes anpassen, um die gemeldete Kapazitat zu erhdéhen.

Bevor Sie beginnen
Stellen Sie sicher, dass:

* Im zugewiesenen Pool bzw. der Volume-Gruppe des Volumes steht gentigend freie Kapazitat zur
Verfligung.
+ Das Volume ist optimal und nicht in einem Zustand der Anderung.

* Im Volume werden keine Hot-Spare-Laufwerke verwendet. (Gilt nur fir Volumes in Volume-Gruppen.)

Uber diese Aufgabe

Diese Aufgabe beschreibt, wie Sie die gemeldete Kapazitat (die Kapazitat, die Hosts gemeldet werden) eines
Volumes erhohen, indem Sie die freie Kapazitat nutzen, die in dem Pool oder der Volume-Gruppe verfiigbar
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ist. Denken Sie daran, zukinftige Kapazitatsanforderungen fiir andere Volumes in diesem Pool oder dieser
Volume-Gruppe zu berlcksichtigen.

Eine Erhdhung der Kapazitat eines Volumens wird nur auf bestimmten Betriebssystemen

@ unterstltzt. Wenn Sie die Volume-Kapazitat auf einem nicht unterstitzten Host-Betriebssystem
erhdhen, kann die erweiterte Kapazitat nicht verwendet werden, und Sie kdnnen die
ursprungliche Volume-Kapazitat nicht wiederherstellen.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, die Sie andern
mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie das Volumen aus, fir das Sie die Kapazitat erhhen mochten, und wahlen Sie dann Kapazitat

erhdhen.
Das Dialogfeld Kapazitat erhdhen bestatigen wird angezeigt.
4. Wahlen Sie Ja, um fortzufahren.

Das Dialogfeld gemeldete Kapazitat erhdhen wird angezeigt. In diesem Dialogfeld wird die aktuell
gemeldete Kapazitat des Volumes und die freie Kapazitat angezeigt, die im zugeordneten Pool oder der
Volume-Gruppe verfligbar ist.

5. Verwenden Sie das Feld * gemeldete Kapazitat erhdhen, indem Sie...* hinzufligen, um die Kapazitat der
aktuell verfigbaren gemeldeten Kapazitat hinzuzufiigen. Sie kénnen den Kapazitatswert andern, um
entweder in Mebibyte (MiB), Gibibyte (gib) oder Tebibyte (tib) anzuzeigen.

6. Klicken Sie Auf Erhohen.

Die Kapazitat des Volumes wird je nach Auswahl erhoht. Dieser Vorgang kann langwierig sein und die
System-Performance beeintrachtigen.

Nachdem Sie fertig sind

Nachdem Sie die Volume-Kapazitat erweitert haben, missen Sie die Grolie des Dateisystems manuell
erhéhen, um sie anzupassen. Wie Sie dies tun, hangt von dem Dateisystem ab, das Sie verwenden. Weitere
Informationen finden Sie in der Dokumentation Ihres Host-Betriebssystems.

Andern Sie die Einstellungen fiir ein Volume im SANtricity
Storage Plug-in fur vCenter

Sie kdnnen die Einstellungen eines Volume andern, z. B. Name, Host-Zuweisung,
SegmentgroRe, Anderungsprioritat, Caching, Und so weiter.

Bevor Sie beginnen
Stellen Sie sicher, dass das Volume, das Sie andern méchten, im optimalen Status ist.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, die Sie andern
mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].
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3. Wahlen Sie das gewilnschte Volume aus und wahlen Sie dann Einstellungen anzeigen/bearbeiten.

Das Dialogfeld Volume-Einstellungen wird angezeigt. Die Konfigurationseinstellungen fir das ausgewahite
Volume werden in diesem Dialogfeld angezeigt.

4. Wahlen Sie die Registerkarte Basic aus, um den Namen des Volumes und die Host-Zuweisung zu andern.

16



Felddetails

Einstellung

Name

Kapazitat

Pool-/Volume-Gruppe

Host

Identifikatoren

Beschreibung

Zeigt den Namen des Volumes an. Andern Sie den Namen eines Volumes,
wenn der aktuelle Name nicht mehr aussagekraftig oder anwendbar ist.

Zeigt die gemeldete und zugewiesene Kapazitat fir das ausgewahlte
Volume an.

Zeigt den Namen und das RAID-Level der Pool- oder Volume-Gruppe an.
Gibt an, ob der Pool oder die Volume-Gruppe sicher-fahig und sicher
aktiviert ist.

Zeigt die Volumenzuweisung an. Sie weisen einem Host oder Host-Cluster
ein Volume zu, damit I/O-Vorgange darauf zugreifen kénnen. Diese
Zuweisung gewahrt einem Host oder Host-Cluster Zugriff auf ein
bestimmtes Volume oder auf eine Reihe von Volumes in einem Storage-
Array.

» Zugeordnet zu — identifiziert den Host oder Host-Cluster, der Zugriff
auf das ausgewahlte Volume hat.

* LUN — Eine logische Geratenummer (LUN) ist die Nummer, die dem
Adressraum zugewiesen ist, den ein Host flr den Zugriff auf ein
Volume verwendet. Das Volume wird dem Host als Kapazitat in Form
einer LUN prasentiert. Jeder Host verfligt Uber seinen eigenen LUN-
Adressraum. Daher kann dieselbe LUN von unterschiedlichen Hosts
fur den Zugriff auf verschiedene Volumes verwendet werden.

Fir NVMe-Schnittstellen wird in dieser Spalte die Namespace-ID
angezeigt. Ein Namespace ist NVM Storage, der fiir Blockzugriff formatiert
ist. Es gleicht einer logischen Einheit in SCSI, die ein Volume im Storage
Array bezieht. Die Namespace-ID ist die eindeutige Kennung des NVMe
Controllers fir den Namespace und kann auf einen Wert zwischen 1 und
255 gesetzt werden. Sie entspricht einer Logical Unit Number (LUN) in
SCSI.

Zeigt die Kennungen flr das ausgewabhlte Volume an.
* Weltweite Kennung (WWID). Eine eindeutige Hexadezimalkennung fur
das Volume

 Erweiterte eindeutige Kennung (EUI). Eine EUI-64-Kennung fir das
Volume.

» Subsystem Identifier (SSID). Die Speicher-Array-Subsystem-Kennung
eines Volumes.

5. Wahlen Sie die Registerkarte Erweitert aus, um zusatzliche Konfigurationseinstellungen fur ein Volume in
einem Pool oder in einer Volume-Gruppe zu andern.
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Felddetails
Einstellung

Applikations- und
Workload-Informationen

Quality of Service-
Einstellungen

Controller-Eigentum

Beschreibung

Wahrend der Volume-Erstellung kénnen applikationsspezifische oder
andere Workloads erstellt werden. Falls zutreffend, werden fir das
ausgewahlte Volume der Workload-Name, der Applikationstyp und der
Volume-Typ angezeigt. Bei Bedarf kdnnen Sie den Workload-Namen
andern.

Data Assurance dauerhaft deaktivieren — Diese Einstellung wird nur
angezeigt, wenn das Volume Data Assurance (da) aktiviert ist. DA
Uberprift und korrigiert Fehler, die auftreten kdnnen, wenn Daten durch die
Controller zu den Laufwerken tUbertragen werden. Verwenden Sie diese
Option, um da auf dem ausgewahlten Volume dauerhaft zu deaktivieren.
Wenn diese Option deaktiviert ist, kann da fiir dieses Volume nicht erneut
aktiviert werden. VorableseRedundanzpriifung aktivieren — Diese
Einstellung wird nur angezeigt, wenn das Volumen ein dickes Volumen ist.
Die vorab gelesene Redundanz pruft, ob die Daten auf einem Volume
konsistent sind, jederzeit, wenn ein Lesevorgang durchgefuhrt wird. Ein
Volume, auf dem diese Funktion aktiviert ist, gibt Lesefehler zurlick, wenn
die Daten von der Controller-Firmware als unvereinbar erkannt werden.

Definiert den Controller, der als Eigentiimer des Volume oder als primarer
Controller des Volume bezeichnet wird. Die Eigentimerschaft der
Controller ist sehr wichtig und sollte sorgfaltig geplant werden. Controller
sollten fur eine Gesamtl/OS so eng wie mdglich ausgeglichen werden.



Einstellung

SegmentgroRen

Prioritat fir Anderungen

Caching

Beschreibung

Zeigt die Einstellung fur die Segmentgréfien, die nur fir Volumes in einer
Volume-Gruppe angezeigt wird. Sie konnen die Segmentgrée andern, um
die Leistung zu optimieren. Zuldssige Segmentgrofen-

Uberginge — das System bestimmt die zuléssigen SegmentgréRen-
Ubergénge. Segmentgrofen, bei denen es sich um unangemessene
Ubergénge aus der aktuellen SegmentgréRe handelt, sind in der
Dropdown-Liste nicht verfiigbar. Zulassige Ubergénge sind in der Regel
doppelt oder halb so grof3 wie das aktuelle Segment. Wenn die aktuelle
Volume-Segmentgrolle beispielsweise 32 KiB betragt, ist eine neue
Volume-Segmentgroe von entweder 16 KiB oder 64 KiB zulassig. SSD
Cache-fahige Volumes — Sie kdnnen eine 4-KiB-Segmentgrofe fur SSD
Cache-fahige Volumes angeben. Vergewissern Sie sich, dass Sie die 4-
KiB-SegmentgréflRe nur fur SSD-Cache-fahige Volumes auswahlen, die
I/O-Vorgange mit kleinen Blocken bearbeiten (beispielsweise 16 KiB-1/O-
BlockgréRRen oder kleiner). Die Performance kdnnte beeintrachtigt werden,
wenn Sie 4 als SegmentgroRe fur SSD Cache-fahige Volumes auswahlen,
die sequenzielle Operationen von grof3en Blocken bearbeiten. Zeitdauer
zum Andern der SegmentgréBe. die Zeit, die zur Anderung der
SegmentgroRe eines Volumes erforderlich ist, hangt von diesen Variablen
ab:

* Die I/O-Last vom Host

+ Die Anderungsprioritat des Volumes

Die Anzahl der Laufwerke in der Volume-Gruppe

Die Anzahl der Laufwerkskanale

Die Verarbeitungsleistung der Speicher-Array-Controller

Wenn Sie die SegmentgroRe fur ein Volume andern, wirkt sich die 1/0-
Performance auf die I1/O-Performance aus, doch die Daten bleiben
verfugbar.

Zeigt die Einstellung fiir die Anderungsprioritat an, die nur fiir Volumes in
einer Volume-Gruppe angezeigt wird. Die Anderungsprioritat definiert, wie
viel Verarbeitungszeit im Verhaltnis zur Systemperformance fir Volume-
Anderungsprozesse zugewiesen wird. Sie kénnen die Anderungsprioritat
fur das Volume erhéhen, obwohl dies unter Umstéanden die System-
Performance beeintrachtigen kann. Verschieben Sie die Schieberegler, um
eine Prioritatsebene auszuwahlen. Modifizierung Prioritatsstufen — die
niedrigste Prioritatsrate profitiert von der Systemleistung, aber der
Anderungsvorgang dauert langer. Die hochste Prioritatsstufe fihrt zu
Anderungen, die System-Performance kann jedoch beeintréachtigt werden.

Zeigt die Caching-Einstellung, die Sie andern kénnen, um die gesamte 1/O-
Performance eines Volumes zu beeintrachtigen.
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Einstellung Beschreibung

SSD Cache (Diese Funktion ist auf dem EF600 oder EF300-Speichersystem nicht
verflgbar.) Zeigt die Einstellung fiir SSD Cache, die Sie auf kompatiblen
Volumes aktivieren kénnen, um die schreibgeschiitzte Performance zu
verbessern. Volumes sind kompatibel, wenn sie sich dieselben
Laufwerkssicherheitsfunktionen und Data Assurance nutzen. Die SSD
Cache Funktion verwendet eine oder mehrere Solid State Disks (SSDs)
zur Implementierung eines Lese-Caches. Die Applikations-Performance
wird durch die schnelleren Lesezeiten fur SSDs verbessert. Da sich der
Lese-Cache im Storage Array befindet, wird das Caching von allen
Applikationen genutzt, die das Storage Array verwenden. Wahlen Sie
einfach das Volume aus, das Sie zwischenspeichern méchten. Caching
erfolgt dann automatisch und dynamisch.

6. Klicken Sie Auf Speichern.

Ergebnis
Die Lautstarkeeinstellungen werden basierend auf lhrer Auswahl geéndert.

Fugen Sie Volumes zum Workload im SANtricity Speicher-
Plug-in fur vCenter hinzu

Sie kdnnen einem vorhandenen oder neuen Workload nicht zugewiesene Volumes
hinzuflgen.

Uber diese Aufgabe

Volumes sind keinem Workload zugeordnet, wenn sie mithilfe der Befehlszeilenschnittstelle (CLI) erstellt
wurden oder aus einem anderen Storage-Array migriert (importiert/exportiert) wurden.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, die Sie hinzufligen
mdchten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie die Registerkarte * Anwendungen & Workloads™ aus.
Die Ansicht Applikationen und Workloads wird angezeigt.

4. Wahlen Sie zu Workload hinzufiigen.
Das Dialogfeld ,Workload auswahlen® wird angezeigt.

5. Fuhren Sie eine der folgenden Aktionen aus:

o Hinzufiigen von Volumes zu einem bestehenden Workload — Wahlen Sie diese Option, um einem
vorhandenen Workload Volumes hinzuzufiigen. Wahlen Sie einen Workload aus der Dropdown-Liste
aus. Der zugehorige Applikationstyp des Workloads wird den Volumes zugewiesen, die Sie diesem
Workload hinzuftigen.

o Hinzufiigen von Volumes zu einem neuen Workload — Wahlen Sie diese Option aus, um einen
neuen Workload fiir einen Anwendungstyp zu definieren und dem neuen Workload Volumes
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hinzuzufiigen.

6. Wahlen Sie Weiter, um mit der Add to Workload-Sequenz fortzufahren.
Das Dialogfeld Volumes auswahlen wird angezeigt.

7. Wahlen Sie die Volumes aus, die Sie dem Workload hinzufiigen méchten.
8. Prufen Sie die Volumes, die Sie dem ausgewahlten Workload hinzufligen mdchten.

9. Wenn Sie mit Ihrer Workload-Konfiguration zufrieden sind, klicken Sie auf Fertig stellen.

Andern Sie die Workload-Einstellungen im SANtricity
Storage Plug-in fur vCenter

Sie kbnnen den Namen flr einen Workload andern und den zugehdrigen Applikationstyp
anzeigen.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das den Workload enthalt, den Sie andern
mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie die Registerkarte * Anwendungen & Workloads* aus.
Die Ansicht Applikationen und Workloads wird angezeigt.

4. Wahlen Sie den Workload aus, den Sie andern mochten, und wahlen Sie dann Einstellungen
anzeigen/bearbeiten aus.

Das Dialogfeld ,Anwendungen und Workloads-Einstellungen® wird angezeigt.

5. (Optional) Andern Sie den vom Benutzer bereitgestellten Namen des Workloads.
6. Klicken Sie Auf Speichern.

Initialisieren Sie Volumes im SANtricity Speicher-Plug-in fur
vCenter

Ein Volume wird beim ersten Erstellen automatisch initialisiert. Moglicherweise empfiehlt
der Recovery Guru jedoch, ein Volume manuell zu initialisieren, um eine
Wiederherstellung nach bestimmten Fehlerbedingungen durchzufuhren.

Verwenden Sie diese Option nur unter Anleitung des technischen Supports. Sie kdnnen ein oder mehrere
Volumes fur die Initialisierung auswahlen.

Bevor Sie beginnen
+ Alle 1/0-Vorgange wurden angehalten.

 Alle Gerate oder Dateisysteme auf den Volumes, die Sie initialisieren méchten, missen abgehangt
werden.

+ Die Lautstarke ist optimal und es werden keine Anderungsvorgange auf dem Volume ausgefiihrt.*Achtung:
*Nach dem Start kann der Vorgang nicht mehr abgebrochen werden. Alle Volume-Daten werden geldscht.
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Versuchen Sie diese Operation nur, wenn der Recovery Guru Sie dazu rat. Wenden Sie sich vor Beginn
dieses Verfahrens an den technischen Support.

Uber diese Aufgabe

Bei der Initialisierung eines Volume bleiben die WWN, Host-Zuweisungen, zugewiesene Kapazitat und
reservierte Kapazitat des Volume erhalten. Zudem werden dieselben Data Assurance (da)-Einstellungen und
Sicherheitseinstellungen beibehalten.

Die folgenden Volume-Typen kdnnen nicht initialisiert werden:

* Basis-Volume eines Snapshot-Volumes

* Primares Volume in einer Spiegelbeziehung

» Sekundares Volume in einer Spiegelbeziehung
* Quell-Volume in einer Volume-Kopie
 Ziel-Volume in einer Volume-Kopie

* Volume, fUr das bereits eine Initialisierung lauft
Dieser Vorgang gilt nur fir Standard-Volumes, die aus Pools oder Volume-Gruppen erstellt wurden.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, die Sie initialisieren
mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie ein beliebiges Volume aus, und wahlen Sie dann Menu:Mehr[Initialisieren von Volumes].

Das Dialogfeld Volumes initialisieren wird angezeigt. In diesem Dialogfeld werden alle Volumes im
Speicher-Array angezeigt.

4. Wahlen Sie ein oder mehrere Volumes aus, die Sie initialisieren méchten, und bestatigen Sie, dass Sie den
Vorgang durchfihren méchten.

Ergebnisse
Das System fihrt die folgenden Aktionen durch:

» Loscht alle Daten aus den Volumes, die initialisiert wurden.

» Loscht die Blockindizes, was dazu fihrt, dass nicht geschriebene Blocke gelesen werden, als ob sie null
geflllt sind (das Volume scheint vollstandig leer zu sein).

Dieser Vorgang kann langwierig sein und die System-Performance beeintrachtigen.

Verteilen Sie Volumes im SANtricity Speicher-Plug-in fur
vCenter neu

Sie verteilen Volumes neu, um Volumes zuruck zu ihren bevorzugten Controller-Besitzern
zu verschieben. In der Regel verschieben Multipath-Treiber Volumes vom bevorzugten
Controller-Eigentumer, wenn entlang des Datenpfads zwischen dem Host und dem
Storage Array ein Problem auftritt.

Bevor Sie beginnen
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» Die Volumes, die neu verteilt werden sollen, werden nicht verwendet, sonst treten |/O-Fehler auf.

 Ein Multipath-Treiber wird auf allen Hosts installiert, die die Volumes verwenden, die Sie neu verteilen
mochten, sonst treten 1/0-Fehler auf. Wenn Sie Volumes ohne Multipath-Treiber auf den Hosts neu
verteilen moéchten, missen alle 1/0-Aktivitaten auf die Volumes wahrend der Umverteilung unterbrochen
werden, um Applikationsfehler zu vermeiden.

Uber diese Aufgabe

Die meisten Host Multipath-Treiber versuchen, auf jedes Volume auf einem Pfad zu seinem bevorzugten
Controller-Eigentiimer zuzugreifen. Falls dieser bevorzugte Pfad jedoch nicht mehr verfligbar ist, erfolgt ein
Failover des Multipath-Treibers auf dem Host zu einem alternativen Pfad. Dieser Failover kann dazu flhren,
dass sich die Volume-Inhaberschaft auf den alternativen Controller andert. Nachdem Sie die Bedingung
behoben haben, die den Failover verursacht hat, verschieben einige Hosts mdglicherweise automatisch die
Volume-Eigentimerschaft zurlick zu dem bevorzugten Controller-Eigentiimer. In einigen Fallen missen Sie die
Volumes jedoch mdglicherweise manuell neu verteilen.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Storage-Array aus, das die Volumes enthalt, die Sie neu verteilen
mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].
3. Wahlen Sie Menl:Mehr[Umverteilung von Volumes].
Das Dialogfeld Volumes neu verteilen wird angezeigt. Alle Volumes im Storage-Array, deren bevorzugter

Controller-Eigentiimer nicht mit dem aktuellen Eigentimer Gbereinstimmt, werden in diesem Dialogfeld
angezeigt.

4. Wahlen Sie ein oder mehrere Volumes aus, die Sie neu verteilen mochten, und bestatigen Sie, dass Sie
den Vorgang ausflihren mochten.

Ergebnis

Das System verschiebt die ausgewahlten Volumes in die bevorzugten Controller-Eigentiimer oder ein
Dialogfeld zum Neuverteilen von Volumes ist nicht erforderlich.

Andern Sie die Controller-Eigentiimerschaft eines Volumes
im SANtricity-Speicher-Plug-in fur vCenter

Sie kdnnen den bevorzugten Controller-Besitz eines Volumes andern, sodass die I/O-
Vorgange fur Host-Applikationen durch den neuen Pfad geleitet werden.

Bevor Sie beginnen

Falls Sie keinen Multipath-Treiber verwenden, missen alle Host-Applikationen, die derzeit das Volume
verwenden, heruntergefahren werden. Dadurch werden Anwendungsfehler verhindert, wenn sich der I/O-Pfad
andert.

Uber diese Aufgabe

Sie kénnen die Controller-Eigentumsrechte fir ein oder mehrere Volumes in einem Pool oder einer Volume-
Gruppe andern.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Storage-Array aus, das die Volumes enthalt, fiir die Sie den
Controller-Besitz andern mochten.

23



2. Wahlen Sie MENU:Provisioning[Volumes verwalten].
3. Wahlen Sie ein beliebiges Volume aus, und wahlen Sie dann Menu:Mehr[Eigentimerschaft andern].

Das Dialogfeld Volume-Eigentiimer andern wird angezeigt. In diesem Dialogfeld werden alle Volumes im
Speicher-Array angezeigt.

4. Verwenden Sie die Dropdown-Liste bevorzugter Eigentiimer, um den bevorzugten Controller fir jedes zu
andernden Volume zu andern, und bestatigen Sie, dass Sie den Vorgang ausfihren méchten.

Ergebnisse

» Das System andert den Controller-Eigentiimer des Volume. Die 1/0-Vorgange zum Volume werden jetzt
durch diesen I/O-Pfad geleitet.

* Auf dem Volume wird méglicherweise der neue 1/0-Pfad erst dann verwendet, wenn der Multipath-Treiber
den neuen Pfad erkennt.

Diese Aktion dauert in der Regel weniger als finf Minuten.

Andern Sie die Cache-Einstellungen fiir ein Volume im
SANTtricity Storage Plug-in fur vCenter

Sie konnen die Einstellungen fur den Lese-Cache und den Schreib-Cache andern, um
die gesamte 1/O-Performance eines Volumes zu beeintrachtigen.

Uber diese Aufgabe
Beachten Sie bei der Anderung der Cache-Einstellungen fir ein Volume die folgenden Richtlinien:

+ Nach dem Offnen des Dialogfelds Cache-Einstellungen dndern wird moglicherweise ein Symbol neben den
ausgewahlten Cache-Eigenschaften angezeigt. Dieses Symbol zeigt an, dass der Controller
vorubergehend Zwischenspeichervorgange ausgesetzt hat. Diese Aktion kann auftreten, wenn ein neuer
Akku geladen wird, wenn ein Controller entfernt wurde oder wenn vom Controller eine Diskrepanz bei den
CachegrofRen festgestellt wurde. Nach dem Léschen der Bedingung werden die im Dialogfeld
ausgewahlten Cache-Eigenschaften aktiv. Wenn die ausgewahlten Cache-Eigenschaften nicht aktiv
werden, wenden Sie sich an den technischen Support.

« Sie kénnen die Cache-Einstellungen fir ein einzelnes Volume oder fir mehrere Volumes in einem Storage-
Array andern. Sie kénnen die Cache-Einstellungen fir alle Volumes gleichzeitig &ndern.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, fiir die Sie die
Cache-Einstellungen andern mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie ein beliebiges Volume aus, und wahlen Sie dann Menu:Mehr[Cache-Einstellungen andern].

Das Dialogfeld Cache-Einstellungen andern wird angezeigt. In diesem Dialogfeld werden alle Volumes im
Speicher-Array angezeigt.

4. Wahlen Sie die Registerkarte Basic, um die Einstellungen fiir Lese-Cache und Schreib-Caching zu
andern.
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Felddetails

Cache-Einstellung

Lese-Caching

Schreib-Caching

Beschreibung

Der Lese-Cache ist ein Puffer, der Daten speichert, die von den
Laufwerken gelesen wurden. Die Daten fir einen Lesevorgang befinden
sich moglicherweise bereits im Cache eines friiheren Vorgangs, sodass
kein Zugriff auf die Laufwerke erforderlich ist. Die Daten bleiben so lange
im Lese-Cache, bis sie entfernt werden.

Der Schreib-Cache ist ein Puffer, der Daten des Hosts speichert, die noch
nicht auf die Laufwerke geschrieben wurden. Die Daten bleiben im
Schreib-Cache, bis sie auf die Laufwerke geschrieben werden. Caching
von Schreibzugriffen kann die 1/0-Performance steigern. Der Cache wird
automatisch gesplult, nachdem das Write Caching fiir ein Volume
deaktiviert wurde.

5. Wahlen Sie die Registerkarte Erweitert aus, um die erweiterten Einstellungen fir Thick Volumes zu

andern. Die erweiterten Cache-Einstellungen sind nur fur Thick Volumes verfugbar.
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Felddetails

Einstellung Beschreibung

Vorwort Fiir Mit dem Dynamic Cache Read Prefetch kann der Controller zusatzliche
Dynamischen Lese- sequenzielle Datenblécke in den Cache kopieren, wahrend Datenblécke
Cache von einem Laufwerk in den Cache gelesen werden. Dadurch erhéht sich

die Wahrscheinlichkeit, dass zukinftige Datenanfragen aus dem Cache
gefullt werden kénnen. Der dynamische Cache-Lese-Prefetch ist fur
Multimedia-Anwendungen, die sequenzielle 1/0 verwenden, wichtig Die
Rate und die Menge der Daten, die im Cache abgerufen werden, passen
sich automatisch an die Rate und die Anfragegrofe des Host-Leseens an.
Ein wahlfreier Zugriff bewirkt nicht, dass Daten im Cache abgerufen
werden. Diese Funktion gilt nicht, wenn das Lese-Caching deaktiviert ist.

Schreiben Sie das Die Einstellung Write Caching ohne Batterien ermoglicht die Fortsetzung
Caching ohne des Schreib-Cache auch dann, wenn die Batterien fehlen, ausfallen,
Batterien vollstandig entladen oder nicht vollstandig geladen sind. Die Wahl des

Schreib-Caching ohne Batterien ist in der Regel nicht empfohlen, da die
Daten verloren gehen kénnen, wenn die Stromversorgung verloren geht. In
der Regel wird das Schreibcache vortibergehend vom Controller
deaktiviert, bis die Akkus geladen sind oder eine fehlerhafte Batterie
ausgetauscht wird. ACHTUNG: Moglicher Datenverlust — Wenn Sie
diese Option wahlen und keine universelle Stromversorgung zum Schutz
haben, konnten Sie Daten verlieren. Darliber hinaus konnten Sie Daten
verlieren, wenn Sie keine Controller-Batterien haben und Sie die Write
Caching ohne Batterien Option aktivieren.

Schreib-Caching mit  Das Schreib-Caching mit Spiegelung erfolgt, wenn die Daten, die auf den

Spiegelung Cache-Speicher eines Controllers geschrieben wurden, auch in den
Cache-Speicher des anderen Controllers geschrieben werden. Wenn also
ein Controller ausfallt, kann der andere alle ausstehenden
Schreibvorgange ausfihren. Write Cache Mirroring ist nur verfligbar, wenn
Write Caching aktiviert ist und zwei Controller vorhanden sind. Schreib-
Caching mit Spiegelung ist die Standardeinstellung bei der Volume-
Erstellung.

6. Klicken Sie auf Speichern, um die Cache-Einstellungen zu andern.

Andern Sie die Einstellungen fiir die Medienscan fiir ein
Volume im SANtricity Speicher-Plug-in fuir vCenter

Ein Medien-Scan ist ein Hintergrundvorgang, der alle Daten und
Redundanzinformationen auf dem Volume scannt. Verwenden Sie diese Option, um die

Einstellungen fur den Medienscan fur ein oder mehrere Volumes zu aktivieren oder zu
deaktivieren oder die Scandauer zu &ndern.

Bevor Sie beginnen
Verstehen Sie Folgendes:

» Die Medien-Scans werden kontinuierlich mit konstanter Geschwindigkeit ausgefiihrt, basierend auf der zu
scannenden Kapazitat und der Scandauer. Hintergrundscans kénnen voriibergehend durch eine
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Hintergrundaufgabe mit hdherer Prioritat ausgesetzt werden (z. B. Rekonstruktion), werden aber mit
derselben konstanten Geschwindigkeit fortgesetzt.

* Ein Volume wird nur dann gescannt, wenn die Option zum Scannen von Medien fir das Storage-Array und
fur das entsprechende Volume aktiviert ist. Wenn auch die Redundanzprifung fir das Volume aktiviert ist,
werden die Redundanzinformationen auf dem Volume auf Konsistenz mit Daten Gberprift, sofern das
Volume Uber Redundanz verfligt. Der Medien-Scan mit Redundanzpriifung ist standardmalig fiir jedes
Volume bei seiner Erstellung aktiviert.

* Wenn wahrend des Scans ein nicht behebbarer Medienfehler auftritt, werden die Daten gegebenenfalls
durch Redundanzinformationen repariert.

So stehen beispielsweise Informationen zur Redundanz in optimalen RAID 5-Volumes oder in RAID 6-
Volumes zur Verfligung, die optimal sind oder nur ein Laufwerk ausfallt. Wenn der nicht behebbare Fehler
nicht mithilfe von Redundanzinformationen behoben werden kann, wird der Datenblock zum unlesbaren
Sektor-Log hinzugefigt. Das Event-Protokoll wird sowohl korrigierbare als auch nicht korrigierbare
Medienfehler gemeldet.

* Wenn die Redundanzpriifung eine Inkonsistenz zwischen Daten und den Redundanzinformationen findet,
wird sie dem Ereignisprotokoll gemeldet.

Uber diese Aufgabe

Medienprifungen erkennen und reparieren Medienfehler auf Festplattenlaufwerken, die selten von
Applikationen gelesen werden. Dadurch wird Datenverlust bei einem Laufwerksausfall verhindert, da die Daten
der ausgefallenen Laufwerke durch Redundanzinformationen und die Daten anderer Laufwerke in der Volume-
Gruppe oder dem Pool rekonstruiert werden.

Sie kdénnen folgende Aktionen ausflihren:

 Aktivieren oder Deaktivieren von Medienprtfungen im Hintergrund flr das gesamte Storage-Array
+ Andern Sie die Scandauer fiir das gesamte Storage Array
« Aktivieren oder deaktivieren Sie die Medientberpriifung flr ein oder mehrere Volumes

« Aktivieren oder deaktivieren Sie die Redundanzpriifung auf ein oder mehrere Volumes

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, fur die Sie die
Einstellungen fiir die Medienlberpriifung andern mochten.
2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie eine beliebige Lautstarke aus, und wahlen Sie dann Menl:Mehr[Einstellungen fiir Medienscan
andern].

Das Dialogfeld Einstellungen fir Laufwerkmedienscan andern wird angezeigt. In diesem Dialogfeld werden
alle Volumes im Speicher-Array angezeigt.

4. Um den Medienscan zu aktivieren, aktivieren Sie das Kontrollkastchen Medien scannen iiber.... Wenn
Sie das Kontrollkastchen Medien-Scan deaktivieren, werden alle Einstellungen fir den Medienscan
unterbrochen.

5. Geben Sie die Anzahl der Tage an, Uber die der Medienscan ausgefuhrt werden soll.

6. Aktivieren Sie das Kontrollkastchen Media Scan fir jedes Volume, auf dem Sie einen Medien-Scan
durchfihren méchten. Das System aktiviert die Option Redundanzprifung fir jedes Volume, auf dem Sie
einen Medien-Scan ausfiihren méchten. Wenn es einzelne Volumes gibt, fir die Sie keine
Redundanzprifung durchfiihren méchten, deaktivieren Sie das Kontrollkastchen Redundanzpriifung.
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7. Klicken Sie Auf Speichern.

Ergebnis
Das System wendet basierend auf Ihrer Auswahl Anderungen an Medien-Scans im Hintergrund an.

Loschen Sie das Volume im SANtricity Speicher-Plug-in fur
vCenter

Sie kdnnen ein oder mehrere Volumes I6schen, um die freie Kapazitat eines Pools oder
einer Volume-Gruppe zu erhdhen.

Bevor Sie beginnen
Stellen Sie bei den zu I6schenden Volumes Folgendes sicher:

 Alle Daten werden gesichert.
+ Alle Eingange/Ausgange (E/A) werden angehalten.

* Alle Gerate und Dateisysteme werden abgehangt.

Uber diese Aufgabe

Normalerweise I6schen Sie Volumes, wenn die Volumes mit falschen Parametern oder Kapazitat erstellt
wurden oder die Anforderungen der Storage-Konfiguration nicht mehr erfiillt werden. Durch das Léschen eines
Volumes wird die freie Kapazitat im Pool oder der Volume-Gruppe erhdht.

@ Das Loschen eines Volumes verursacht den Verlust aller Daten auf diesen Volumes.

Beachten Sie, dass Sie * ein Volume mit einer der folgenden Bedingungen nicht I6schen kénnen:

* Das Volume wird initialisiert.
« Das Volume wird wiederhergestellt.

» Das Volume ist Teil einer Volume-Gruppe, die ein Laufwerk enthalt, das einen Copyback-Vorgang
durchlauft.

+ Das Volume wird in einem Anderungsvorgang wie z. B. einer Anderung der SegmentgréRe ausgefihrt,
sofern sich das Volume jetzt nicht mehr im Status ,ausgefallen” befindet.

* Das Volume halt jede Art von persistenter Reservierung.

* Das Volume ist ein Quell-Volume oder ein Ziel-Volume in einem Copy-Volume mit dem Status
»2Ausstehend®, ,in Bearbeitung“ oder ,fehlgeschlagen®.

Wenn ein Volume eine bestimmte Grofie Uberschreitet (derzeit 128 TB), wird der Léschvorgang
im Hintergrund durchgefihrt, wobei der freigegebene Speicherplatz moglicherweise nicht sofort
verflgbar ist.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, die Sie I6schen
maochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].
3. Klicken Sie Auf Léschen.
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Das Dialogfeld Volumes lI6schen wird angezeigt.

4. Wahlen Sie ein oder mehrere Volumes aus, die Sie [6schen mdchten, und bestatigen Sie anschliel3end,
dass Sie den Vorgang ausfihren mdchten.

5. Klicken Sie Auf Loschen.
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