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Konfiguration von Pools und Volume-Gruppen

Informieren Sie sich im SANtricity Storage Plug-in fur
vCenter uber Speicherpools und Volume-Gruppen

Um Speicher im Speicher-Plugin fur vCenter bereitzustellen, erstellen Sie entweder einen
Pool oder eine Volume-Gruppe, die die Festplatten (HDD) oder Solid State Disk (SSD)
Laufwerke enthalten, die Sie in Ihrem Speicher-Array verwenden mochten.

Bereitstellung

Physische Hardware wird in logischen Komponenten bereitgestellt, sodass Daten organisiert und einfach
abgerufen werden kdnnen. Es werden zwei Arten von Gruppierungen unterstitzt:

e Pools

* Volume-Gruppen

Pools und Volume-Gruppen sind die obersten Storage-Einheiten in einem Storage Array: Sie teilen die
Kapazitat von Laufwerken in einfach zu verwaltende Abteilungen. Innerhalb dieser logischen Unterteilungen
sind die einzelnen Volumes oder LUNSs, in denen die Daten gespeichert werden.

Wenn ein Storage-System implementiert wird, missen die verschiedenen Hosts Uber die verfligbare
Laufwerkskapazitat verfigen:

* Erstellen von Pools oder Volume-Gruppen mit ausreichender Kapazitat

» Flgen Sie die Anzahl der erforderlichen Laufwerke hinzu, um den Performance-Anforderungen des Pools
oder der Volume-Gruppe zu entsprechen

« Wahlen Sie die gewlinschte RAID-Schutzstufe (bei Nutzung der Volume-Gruppen) aus, um den
spezifischen geschaftlichen Anforderungen gerecht zu werden

Es kdnnen zwar Pools oder Volume-Gruppen auf demselben Speichersystem vorhanden sein, ein Laufwerk
kann jedoch nicht mehr als ein Pool oder eine Volume-Gruppe umfassen. Volumes, die Hosts fiir I/0O-Vorgange
zur Verfigung gestellt werden, werden dann unter Verwendung des Speicherplatzes im Pool oder der Volume-
Gruppe erstellt.

Pools

Pools wurden entwickelt, um physische Festplatten in einem grofRen Storage-Bereich zu aggregieren und
bieten daflr besseren RAID-Schutz. Ein Pool erstellt viele virtuelle RAID-Satze von der Gesamtzahl der
Laufwerke, die dem Pool zugewiesen sind. Dabei werden die Daten gleichmaRig auf alle teilnehmenden
Laufwerke verteilt. Wenn ein Laufwerk verloren geht oder hinzugefligt wird, gleicht das System die Daten
dynamisch Uber alle aktiven Laufwerke aus.

Pools funktionieren als weitere RAID-Ebene und virtualisieren die zugrunde liegende RAID-Architektur, um die
Performance und Flexibilitdt bei Aufgaben wie Neuaufbau, Laufwerkserweiterung und Handhabung von
Laufwerksausfallen zu optimieren. Das System legt den RAID-Level in einer 8+2-Konfiguration automatisch auf
6 fest (acht Datenfestplatten plus zwei Paritatslaufwerke).



Abstimmung des Laufwerks

Es besteht die Mdglichkeit, entweder HDDs oder SSDs zur Nutzung in Pools zur Verfligung zu stellen.
Allerdings mussen wie bei Volume-Gruppen alle Laufwerke im Pool dieselbe Technologie verwenden. Die
Controller wahlen automatisch aus, welche Laufwerke enthalten sollen. Sie missen daher sicherstellen, dass
Sie Uber eine ausreichende Anzahl an Laufwerken fiir die von Ihnen gewahlte Technologie verfligen.

Verwalten ausgefallener Laufwerke

Pools haben eine minimale Kapazitat von 11 Laufwerken; allerdings ist die Kapazitat eines Laufwerks im Wert
von einer Ersatzkapazitat bei einem Laufwerksausfall reserviert. Diese freie Kapazitat wird als
.Erhaltungskapazitat® bezeichnet.

Wenn Pools erstellt werden, wird eine bestimmte Menge an Kapazitat fir den Notfall-Einsatz erhalten. Diese
Kapazitat wird in Form einer Anzahl von Laufwerken ausgedrtickt, die tatsachliche Implementierung wird
jedoch Uber alle Festplatten-Pools hinweg verteilt. Die vorbehaltenen Kapazitatsmengen basieren auf der
Anzahl der Laufwerke im Pool.

Nach der Erstellung des Pools kénnen Sie den Wert der Erhaltungskapazitat auf mehr oder weniger Kapazitat
andern oder sogar auf keine Erhaltungskapazitat einstellen (Wert 0 Laufwerk). Die maximale Kapazitat, die
erhalten bleiben kann (ausgedriickt als Anzahl an Laufwerken), ist 10, die verfiigbare Kapazitat kann jedoch
aufgrund der Gesamtzahl der Laufwerke im Pool kleiner sein.

Volume-Gruppen

Volume-Gruppen definieren, wie Kapazitat im Storage-System Volumes zugewiesen wird. Festplattenlaufwerke
sind in RAID-Gruppen eingeteilt und Volumes befinden sich tGber die Laufwerke in einer RAID-Gruppe hinweg.
Aus diesem Grund identifizieren die Konfigurationseinstellungen der Volume-Gruppe, welche Laufwerke Teil
der Gruppe sind und welches RAID-Level verwendet wird.

Wenn Sie eine Volume-Gruppe erstellen, wahlen Controller automatisch die Laufwerke aus, die in die Gruppe
aufgenommen werden sollen. Sie missen manuell die RAID-Ebene fir die Gruppe auswahlen. Die Kapazitat
der Volume-Gruppe entspricht der Gesamtzahl der ausgewahlten Laufwerke, multipliziert mit ihrer Kapazitat.

Abstimmung des Laufwerks

Fir die Grolke und Performance missen die Laufwerke in der Volume-Gruppe Ubereinstimmen. Wenn in der
Volume-Gruppe kleinere und groRere Laufwerke vorhanden sind, werden alle Laufwerke als die kleinste
KapazitatsgroRe erkannt. Wenn es langsamere und schnellere Laufwerke in der Volume-Gruppe gibt, werden
alle Laufwerke mit der langsamsten Geschwindigkeit erkannt. Diese Faktoren wirken sich auf die Performance
und die Gesamtkapazitat des Storage-Systems aus.

Es ist nicht moéglich, unterschiedliche Laufwerktechnologien (HDD- und SSD-Laufwerke) miteinander zu
kombinieren. RAID 3, 5 und 6 sind auf maximal 30 Laufwerke begrenzt. RAID 1 und RAID 10 verwenden eine
Spiegelung, daher missen diese Volume-Gruppen eine gleichmalige Anzahl an Festplatten aufweisen.

Verwalten ausgefallener Laufwerke

Volume-Gruppen verwenden Hot-Spare-Laufwerke als Standby, falls ein Laufwerk in RAID 1/10-, RAID 3-,
RAID 5- oder RAID 6-Volumes einer Volume-Gruppe ausfallt. Ein Hot-Spare-Laufwerk enthalt keine Daten und
fugt Inrem Speicher-Array eine weitere Ebene von Redundanz hinzu.

Wenn ein Laufwerk im Speicher-Array ausfallt, wird das Hot-Spare-Laufwerk automatisch durch das
ausgefallene Laufwerk ersetzt, ohne dass ein physischer Austausch erforderlich ist. Wenn das Hot-Spare-
Laufwerk verflgbar ist, wenn ein Laufwerk ausfallt, verwendet der Controller Redundanzdaten, um die Daten



von dem ausgefallenen Laufwerk auf dem Hot-Spare-Laufwerk zu rekonstruieren.

Entscheiden Sie, ob Pools oder Volume-Gruppen verwendet werden sollen

Wahlen Sie einen Pool aus

* Wenn Sie schnellere Laufwerk-Rebuilds und eine vereinfachte Storage-Administration bendétigen, und/oder
einen hochzufalligen Workload haben.

* Wenn Sie die Daten fiir jedes Volume zufallig Gber eine Gruppe von Laufwerken verteilen méchten, die den
Pool umfassen.Sie kdnnen das RAID-Level von Pools oder die Volumes in den Pools nicht festlegen oder
andern. Pools verwenden RAID Level 6.

Wabhlen Sie eine Volume-Gruppe aus

* Wenn Sie die maximale Netzwerkbandbreite des Systems bendtigen, die Moglichkeit zur Anpassung von
Storage-Einstellungen und einen stark sequenziellen Workload bendtigen.

* Wenn Sie die Daten basierend auf RAID-Level Uber die Laufwerke verteilen mochten. Sie konnen den
RAID-Level beim Erstellen der Volume-Gruppe angeben.

* Wenn Sie die Daten fiir jedes Volume sequenziell Gber die Laufwerke schreiben moéchten, die die Volume-
Gruppe umfassen.

@ Da Pools mit Volume-Gruppen nebeneinander bestehen kénnen, kann ein Storage-Array sowohl
Pools als auch Volume-Gruppen enthalten.

Automatische Erstellung von Pools gegeniiber manueller Poolanlage

Je nach lhrer Storage-Konfiguration kdnnen Sie es dem System ermdglichen, automatisch Pools zu erstellen,
oder Sie kénnen sie manuell selbst erstellen. Ein Pool ist eine Gruppe von logisch gruppierten Laufwerken.

Bevor Sie Pools erstellen und verwalten, prifen Sie die folgenden Abschnitte, wie Pools automatisch erstellt
werden und wann Sie sie mdglicherweise manuell erstellen missen.

Automatische Erstellung

Wenn das System nicht zugewiesene Kapazitaten im Speicher-Array erkennt, wird die automatische
Poolerstellung initiiert, wenn das System nicht zugewiesene Kapazitaten in einem Speicher-Array erkennt. Sie
werden automatisch aufgefordert, einen oder mehrere Pools zu erstellen, oder die nicht zugewiesene
Kapazitat einem vorhandenen oder beiden Pool hinzuzufigen.

Automatische Poolerstellung tritt auf, wenn eine dieser Bedingungen zutrifft:
* Pools sind nicht im Speicher-Array vorhanden, und es gibt genligend ahnliche Laufwerke, um einen neuen
Pool zu erstellen.

* Neue Laufwerke werden einem Storage-Array hinzugefligt, das mindestens einen Pool hat.jedes Laufwerk
in einem Pool muss vom gleichen Laufwerkstyp (HDD oder SSD) sein und eine ahnliche Kapazitat haben.
Sie werden vom System aufgefordert, die folgenden Aufgaben auszufiihren:

* Erstellen Sie einen einzelnen Pool, wenn eine ausreichende Anzahl von Laufwerken dieser Typen
vorhanden ist.

« Erstellen Sie mehrere Pools, wenn die nicht zugewiesene Kapazitat aus verschiedenen Laufwerkstypen
besteht.



* Flgen Sie die Laufwerke zum vorhandenen Pool hinzu, wenn bereits ein Pool im Speicher-Array definiert
ist, und figen Sie dem Pool neue Laufwerke desselben Laufwerkstyps hinzu.

» Flgen Sie die Laufwerke desselben Laufwerkstyps zum vorhandenen Pool hinzu. Erstellen Sie dann
mithilfe der anderen Laufwerktypen verschiedene Pools, wenn die neuen Laufwerke unterschiedliche
Laufwerkstypen haben.

Manuelle Erstellung

Sie méchten mdglicherweise einen Pool manuell erstellen, wenn die automatische Erstellung die beste
Konfiguration nicht bestimmen kann. Diese Situation kann aus einem der folgenden Grinde auftreten:

* Die neuen Laufwerke konnen potenziell mehr als einem Pool hinzugefligt werden.

* Mindestens eine der neuen Poolkandidaten kann einen Shelf-Verlust-Schutz oder Schubladenschutz
verwenden.

 Ein oder mehrere der aktuellen Poolkandidaten kénnen ihren Schutz vor Shelf-Verlust oder den Schutz vor
Schubladenverlust nicht beibehalten.moglicherweise mochten Sie auch einen Pool manuell erstellen, wenn
Sie mehrere Anwendungen auf lhrem Speicher-Array haben und nicht mdchten, dass sie mit denselben
Laufwerkressourcen konkurrieren. In diesem Fall kdnnten Sie erwagen, manuell einen kleineren Pool fur
eine oder mehrere Anwendungen zu erstellen. Sie kdnnen nur ein oder zwei Volumes zuweisen, statt den
Workload einem grofsen Pool mit vielen Volumes zuzuweisen, iber die die Daten verteilt werden sollen.
Durch die manuelle Erstellung eines separaten Pools, der dem Workload einer bestimmten Applikation
zugewiesen ist, kann die Performance von Storage-Array-Operationen mit weniger Konflikten schneller
erfolgen.

Erstellen Sie automatisch einen Pool im SANTtricity-
Speichermodul fur vCenter

Sie kdnnen Pools automatisch erstellen, wenn das System mindestens 11 nicht
zugewiesene Laufwerke erkennt oder ein nicht zugewiesenes Laufwerk erkennt, das fur
einen vorhandenen Pool geeignet ist. Ein Pool ist eine Gruppe von logisch gruppierten
Laufwerken.

Bevor Sie beginnen

Sie kénnen das Dialogfeld ,automatische Konfiguration des Pools* starten, wenn eine der folgenden
Bedingungen zutrifft:

» Es wurde mindestens ein nicht zugewiesenes Laufwerk erkannt, das einem vorhandenen Pool mit
ahnlichen Laufwerktypen hinzugefiigt werden kann.

* Es wurden elf (11) oder mehr nicht zugewiesene Laufwerke erkannt, die zur Erstellung eines neuen Pools
verwendet werden kénnen (wenn sie aufgrund unterschiedlicher Antriebstypen nicht zu einem
vorhandenen Pool hinzugefiigt werden kénnen).

Uber diese Aufgabe

Mithilfe der automatischen Pool-Erstellung kénnen alle nicht zugewiesenen Laufwerke im Speicher-Array in
einem Pool konfiguriert und Laufwerke zu vorhandenen Pools hinzugefiigt werden.

Beachten Sie Folgendes:

* Wenn Sie einem Speicher-Array Laufwerke hinzufligen, erkennt das System automatisch die Laufwerke
und fordert Sie auf, basierend auf dem Laufwerkstyp und der aktuellen Konfiguration einen einzelnen Pool



oder mehrere Pools zu erstellen.

* Wenn zuvor Pools definiert wurden, fordert das System Sie automatisch auf, die kompatiblen Laufwerke
einem vorhandenen Pool hinzuzufigen. Wenn zu einem vorhandenen Pool neue Laufwerke hinzugeftigt
werden, verteilt das System die Daten automatisch auf die neue Kapazitat, die jetzt die neuen Laufwerke
enthalt, die Sie hinzugefligt haben.

* Wenn Sie ein EF600 oder EF300 Storage-Array konfigurieren, stellen Sie sicher, dass jeder Controller in
den ersten 12 Steckplatzen und in den letzten 12 Steckplatzen Zugriff auf eine gleiche Anzahl von
Laufwerken hat. Mit dieser Konfiguration kdnnen die Controller beide PCle-Busse auf der Laufwerkseite
effektiver nutzen. Fir die Erstellung von Pools sollten Sie alle Laufwerke im Speicher-Array verwenden.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array fiir den Pool aus.

2. Wahlen Sie Men(:Provisioning[Pools und Volume-Gruppen konfigurieren].
3. Wahlen Sie MENU:Mehr[Pool Auto-Configuration starten].

In der Ergebnistabelle werden neue Pools, vorhandene Pools mit hinzugefligten Laufwerken oder beides
aufgefiihrt. Ein neuer Pool wird standardmaRig mit einer sequenziellen Nummer benannt.

Beachten Sie, dass das System folgende Schritte vornimmt:
o Erstellt einen einzelnen Pool, wenn es eine ausreichende Anzahl von Laufwerken mit demselben

Laufwerkstyp (HDD oder SSD) und ahnliche Kapazitat gibt.

o Erstellt mehrere Pools, wenn die nicht zugewiesene Kapazitat aus verschiedenen Laufwerkstypen
besteht.

o Fugt die Laufwerke einem vorhandenen Pool hinzu, wenn bereits ein Pool im Speicher-Array definiert
ist, und Sie figen dem Pool neue Laufwerke desselben Laufwerkstyps hinzu.

> Flgt dem vorhandenen Pool die Laufwerke desselben Laufwerkstyps hinzu und erstellt mithilfe der
anderen Laufwerktypen verschiedene Pools, wenn die neuen Laufwerke unterschiedliche
Laufwerkstypen haben.

4. Um den Namen eines neuen Pools zu andern, klicken Sie auf das Symbol Bearbeiten (der Stift).

5. Um zusatzliche Merkmale des Pools anzuzeigen, positionieren Sie den Cursor tber oder berlhren Sie das
Symbol Details (die Seite).

Es werden Informationen zum Laufwerkstyp, zur Sicherheitsfunktion, zur Data Assurance (da)-Funktion,
zum Schutz vor Shelf-Verlust und zum Schutz vor Schubladenverlust angezeigt.

Bei EF600 und EF300 Storage-Arrays werden die Einstellungen auch fir die Ressourcenbereitstellung und
Volume-BlockgréRen angezeigt.

6. Klicken Sie Auf Akzeptieren.

Erstellen Sie manuell einen Pool im SANtricity-
Speichermodul fur vCenter

Sie kdnnen einen Pool manuell erstellen, wenn lhr Setup die Anforderungen fur die
automatische Poolkonfiguration nicht erfullt. Ein Pool ist eine Gruppe von logisch
gruppierten Laufwerken.

Bevor Sie beginnen



« Sie miUssen mindestens 11 Laufwerke desselben Typs (HDD oder SSD) haben.

» Zum Schutz vor Shelf-Schaden muissen sich die Laufwerke aus dem Pool in mindestens sechs
verschiedenen Laufwerk-Shelfs befinden und es gibt nicht mehr als zwei Laufwerke in einem einzelnen
Laufwerk-Shelf.

» Der Schutz vor Schubladenverlust erfordert, dass sich die Laufwerke aus dem Pool in mindestens finf
verschiedenen Schubladen befinden und der Pool eine gleiche Anzahl von Laufwerk-Shelfs von jedem
Fach enthalt.

* Wenn Sie ein EF600 oder EF300 Storage-Array konfigurieren, stellen Sie sicher, dass jeder Controller in
den ersten 12 Steckplatzen und in den letzten 12 Steckplatzen Zugriff auf eine gleiche Anzahl von
Laufwerken hat. Mit dieser Konfiguration kdnnen die Controller beide PCle-Busse auf der Laufwerkseite
effektiver nutzen. Fir die Erstellung von Pools sollten Sie alle Laufwerke im Speicher-Array verwenden.

Uber diese Aufgabe

Bei der Erstellung von Pools legen Sie deren Merkmale fest, z. B. Laufwerkstyp, Sicherheitsfunktionen, Data
Assurance (da)-Funktion, Shelf-Verlust-Schutz und Schutz vor Schubladenverlust.

Fir EF600 und EF300 Storage-Arrays umfassen die Einstellungen auch die Ressourcen-Bereitstellung und
Volume-BlockgrofRen.

Schritte

1.
2.
3.

Wahlen Sie auf der Seite Verwalten das Speicher-Array fiir den Pool aus.
Wahlen Sie Menu:Provisioning[Pools und Volume-Gruppen konfigurieren].

Klicken Sie auf Menu:Create[Pool].
Das Dialogfeld Pool erstellen wird angezeigt.

Geben Sie einen Namen flir den Pool ein.

5. (Optional) Wenn Sie mehr als einen Laufwerkstyp im Speicher-Array haben, wahlen Sie den Laufwerkstyp

aus, den Sie verwenden mdchten.
Die Ergebnistabelle enthalt alle moglichen Pools, die Sie erstellen kdnnen.

Wahlen Sie den Pool-Kandidaten aus, den Sie anhand der folgenden Eigenschaften verwenden mdchten,
und klicken Sie dann auf Erstellen.



Felddetails

Charakteristisch

Freie Kapazitat

Laufwerke Insgesamt

Laufwerksblockgrofie
(nur EF300 und EF600)

Sicher

Sicherheit Aktivieren?

Nutzung

Zeigt die freie Kapazitat des Poolkandidaten in gib an. Wahlen Sie einen
Pool-Kandidaten mit der Kapazitat fir die Speicheranforderungen lhrer
Anwendung aus. Die Erhaltungskapazitat (freie) wird ebenfalls im
gesamten Pool verteilt und ist nicht Teil der freien Kapazitdtsmenge.

Zeigt die Anzahl der im Pool-Kandidaten verfiigbaren Laufwerke an. Das
System reserviert automatisch so viele Laufwerke wie moglich zur
Erhaltung der Kapazitat (fir alle sechs Laufwerke eines Pools reserviert
das System ein Laufwerk zur Erhaltung der Kapazitat). Bei einem
Laufwerksausfall werden die rekonstruierten Daten anhand der
Festplattenkapazitat gespeichert.

Zeigt die Blockgrofie (SektorgrofRe) an, die die Laufwerke im Pool
schreiben kdnnen. Die Werte kénnen Folgendes umfassen:

* 512 — 512-Byte-SektorgroRe.
* 4K — 4,096 Byte Sektorgrofde.

Zeigt an, ob dieser Pool-Kandidat vollstandig aus sicheren Laufwerken
besteht, bei denen es sich entweder um vollstandige
Festplattenverschlisselung (Full Disk Encryption, FDE) oder FIPS-
Laufwerke (Federal Information Processing Standard) handeln kann.

» Sie kdnnen Ihren Pool mit Laufwerkssicherheit schitzen, aber alle
Laufwerke missen sicher sein, damit diese Funktion verwendet
werden kann.

* Wenn Sie einen nur-FDE-Pool erstellen mdchten, suchen Sie in der
Spalte Secure-fahiger nach Yes - FDE. Wenn Sie einen nur-FIPS-Pool
erstellen mochten, suchen Sie nach Ja - FIPS oder Ja - FIPS
(gemischt). ,Mixed" zeigt eine Mischung aus 140-2- und 140-3-Level-
Laufwerken an. Wenn Sie eine Mischung dieser Ebenen verwenden,
beachten Sie, dass der Pool dann mit der niedrigeren Sicherheitsstufe
(140-2) funktioniert.

+ Sie kénnen einen Pool aus Laufwerken erstellen, die mdglicherweise
sicher sein kdnnen oder nicht, oder die eine Kombination aus
Sicherheitsstufen sind. Wenn die Laufwerke im Pool Laufwerke
enthalten, die nicht sicher sind, konnen Sie den Pool nicht sichern.

Bietet die Moglichkeit, die Sicherheitsfunktion des Laufwerks mit sicheren
Laufwerken zu aktivieren. Wenn der Pool sicher-fahig ist und Sie einen
Sicherheitsschlissel erstellt haben, konnen Sie die Sicherheit aktivieren,
indem Sie das Kontrollkastchen aktivieren.

Die einzige Moéglichkeit, die Laufwerksicherheit zu
@ entfernen, nachdem sie aktiviert ist, ist, den Pool zu [6schen
und die Laufwerke zu l6schen.



Charakteristisch Nutzung

DA-fahig Gibt an, ob Data Assurance (da) fiir diesen Pool-Kandidaten verfiigbar ist.
DA Uberprift und korrigiert Fehler, die auftreten kdnnen, wenn Daten durch
die Controller zu den Laufwerken Ubertragen werden. Wenn Sie da
verwenden mdchten, wahlen Sie einen Pool aus, der fir das da-fahig ist.
Diese Option ist nur verfiigbar, wenn die da-Funktion aktiviert wurde. Ein
Pool kann Laufwerke enthalten, die fir da-fahig sind oder nicht fir da-fahig
sind. Alle Laufwerke miissen jedoch fir die Verwendung dieser Funktion
als da-fahig sein.

Resource Provisioning- Zeigt an, ob fir diesen Pool-Kandidaten Ressourcen-Provisioning

fahig (nur EF300 und verflgbar ist. Resource Provisioning ist eine Funktion, die in den EF300-

EF600) und EF600-Speicher-Arrays zur Verfugung steht und die es ermdglicht,
Volumes ohne Hintergrundinitialisierung sofort in Betrieb zu nehmen.

Schutz Vor Shelf- Zeigt an, ob Regalverlustschutz verfligbar ist. Der Schutz vor Shelf-

Verlust Datenverlusten garantiert den Zugriff auf die Daten auf den Volumes in
einem Pool, wenn ein vollstandiger Verlust der Kommunikation mit einem
einzelnen Festplatten-Shelf auftritt.

Schutz Vor Zeigt an, ob ein Schubladenschutz verfiigbar ist, der nur zur Verfigung

Schubladenverlust steht, wenn Sie ein Laufwerk-Shelf mit Schubladen verwenden. Der Schutz
vor Schubladenausfall garantiert den Zugriff auf die Daten auf den
Volumes in einem Pool, falls ein vollstandiger Verlust der Kommunikation
mit einer einzelnen Schublade in einem Festplatten-Shelf auftritt.

Unterstitzte Volume- Zeigt die Blockgrofien an, die fur die Volumes im Pool erstellt werden
Block-GroéRen (nur kdénnen:
EF300 und EF600)

* 512 n— 512 Bytes nativ.

* 512 e — 512 Bytes emuliert.
* 4K—4,096 Byte.

Erstellen Sie im SANtricity Speicher-Plug-in fiir vCenter
eine Volume-Gruppe

Sie kdnnen eine Volume-Gruppe flr ein oder mehrere Volumes erstellen, auf die der Host
zugreifen kann. Eine Volume-Gruppe ist ein Container fur Volumes mit gemeinsam
genutzten Merkmalen wie RAID-Level und Kapazitat.

Bevor Sie beginnen
Lesen Sie sich die folgenden Richtlinien durch:

* Sie bendtigen mindestens ein nicht zugewiesenes Laufwerk.

» Einschrankungen gibt es hinsichtlich der Laufwerkskapazitat, die Sie in einer einzelnen Volume-Gruppe
haben kdénnen. Diese Einschrankungen variieren je nach Hosttyp.



* Um einen Verlust von Shelfs/Schubladen zu erméglichen, missen Sie eine Volume-Gruppe erstellen, die
Laufwerke in mindestens drei Shelfs oder Schubladen verwendet, es sei denn, Sie verwenden RAID 1, wo
mindestens zwei Shelfs/Schubladen verwendet werden.

* Wenn Sie ein EF600 oder EF300 Storage-Array konfigurieren, stellen Sie sicher, dass jeder Controller in
den ersten 12 Steckplatzen und in den letzten 12 Steckplatzen Zugriff auf eine gleiche Anzahl von
Laufwerken hat. Mit dieser Konfiguration kdnnen die Controller beide PCle-Busse auf der Laufwerkseite
effektiver nutzen. Das System ermdglicht derzeit die Laufwerkauswahl unter der Funktion Erweitert, wenn
eine Volume-Gruppe erstellt wird.

Uberpriifen Sie, wie sich die RAID-Auswahl auf die resultierende Kapazitat der Volume-Gruppe auswirkt.

* Wenn Sie RAID 1 auswahlen, missen Sie jeweils zwei Laufwerke hinzufiigen, um sicherzustellen, dass ein
gespiegeltes Paar ausgewahlt ist. Spiegelung und Striping (bekannt als RAID 10 oder RAID 1+0) wird
erreicht, wenn vier oder mehr Laufwerke ausgewahlt werden.

* Wenn Sie RAID 5 auswahlen, missen Sie mindestens drei Laufwerke hinzufliigen, um die Volume-Gruppe
zu erstellen.

* Wenn Sie RAID 6 auswahlen, missen Sie mindestens flnf Laufwerke hinzufigen, um die Volume-Gruppe
zu erstellen.

Uber diese Aufgabe

Bei der Erstellung von Volume-Gruppen bestimmen Sie die Gruppenmerkmale, z. B. die Anzahl an
Laufwerken, die Sicherheitsfunktion, die Data Assurance (da)-Funktion, den Schutz vor Shelf-Datenverlusten
und den Schutz vor Schubladenverlust.

Far EF600 und EF300 Storage-Arrays umfassen die Einstellungen auch die Ressourcenbereitstellung, die
Laufwerksblockgré3en und die Volume-Blockgrofen.

Mit Laufwerken mit grof3erer Kapazitat und der Moglichkeit, Volumes Gber Controller hinweg zu
verteilen, bietet das Erstellen von mehr als einem Volume pro Volume-Gruppe eine gute
Moglichkeit, die Storage-Kapazitat zu nutzen und die Daten zu sichern.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array fiir die Volume-Gruppe aus.

2. Wahlen Sie Menu:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Klicken Sie auf Menu:Erstellen[Volume Group].
Das Dialogfeld Volume-Gruppe erstellen wird angezeigt.

4. Geben Sie einen Namen fir die Volume-Gruppe ein.

5. Wahlen Sie das RAID Level aus, das lhre Anforderungen an Storage und Datensicherheit am besten
erflllt. Die Kandidatentabelle fur die Volume-Gruppe wird angezeigt und zeigt nur die Kandidaten an, die
die ausgewahlte RAID-Ebene unterstitzen.

6. (Optional) Wenn Sie mehr als einen Laufwerkstyp im Speicher-Array haben, wahlen Sie den Laufwerkstyp
aus, den Sie verwenden mdchten.

Die Kandidatentabelle fiir die Volume-Gruppe wird angezeigt und zeigt nur die Kandidaten an, die den
ausgewahlten Laufwerkstyp und den ausgewahlten RAID-Level unterstitzen.

7. (Optional) Sie kénnen entweder die automatische oder die manuelle Methode auswéhlen, um festzulegen,
welche Laufwerke in der Volume-Gruppe verwendet werden sollen. Die automatische Methode ist die
Standardauswanhl.



@ Verwenden Sie die manuelle Methode nur, wenn Sie ein Experte sind, der die Redundanz
und die optimale Laufwerkskonfiguration versteht.

Um Laufwerke manuell auszuwahlen, klicken Sie auf den Link Manuelle Auswahl von Laufwerken
(erweitert). Wenn Sie auf diese Schaltflache klicken, wird die Option automatisch Laufwerke auswahlen
(erweitert).

Mit der manuellen Methode kénnen Sie auswahlen, welche spezifischen Laufwerke die Volume-Gruppe
umfassen. Wahlen Sie bestimmte nicht zugewiesene Laufwerke aus, um die erforderliche Kapazitat
abzurufen. Wenn das Speicher-Array Laufwerke mit unterschiedlichen Medientypen oder unterschiedlichen
Schnittstellentypen enthalt, kdnnen Sie nur die nicht konfigurierte Kapazitat fir einen einzelnen
Laufwerkstyp auswahlen, um die neue Volume-Gruppe zu erstellen.

8. Wahlen Sie basierend auf den angezeigten Laufwerkeigenschaften die Laufwerke aus, die Sie in der
Volume-Gruppe verwenden mdéchten, und klicken Sie dann auf Erstellen.

Die angezeigten Laufwerkeigenschaften hadngen davon ab, ob Sie die automatische oder die manuelle
Methode ausgewahlt haben. Weitere Informationen finden Sie in der Dokumentation zum SANTtricity System
Manager "Erstellen einer Volume-Gruppe".

Fugen Sie Kapazitat zu einem Pool oder einer Volume-
Gruppe im SANtricity Speicher-Plug-in fur vCenter hinzu

Sie kdnnen Laufwerke hinzufigen, um die freie Kapazitat in einem vorhandenen Pool
oder einer vorhandenen Volume-Gruppe zu erweitern.

Bevor Sie beginnen
* Die Laufwerke mussen sich im optimalen Zustand befinden.

» Laufwerke mussen Uber den gleichen Festplattentyp (HDD oder SSD) verfugen.
* Der Pool oder die Volume-Gruppe muss den Status ,optimal“ aufweisen.

* Wenn der Pool oder die Volume-Gruppe alle sicheren Laufwerke enthalt, fligen Sie nur Laufwerke hinzu,
die sicher sind, damit sie weiterhin die Verschliisselungsfunktionen der sicheren Laufwerke nutzen kénnen.

Sichere Laufwerke konnen entweder vollstandige Festplattenverschlisselung (Full Disk Encryption, FDE) oder
FIPS-Laufwerke (Federal Information Processing Standard) sein.

Uber diese Aufgabe

Bei dieser Aufgabe kdnnen Sie die freie Kapazitat hinzufligen, die in den Pool bzw. die Volume-Gruppe
integriert werden kann. Sie kdnnen diese freie Kapazitat nutzen, um zusatzliche Volumes zu erstellen. Der
Zugriff auf die Daten in den Volumes bleibt wahrend dieses Vorgangs erhalten.

Fir Pools kénnen Sie maximal 60 Laufwerke gleichzeitig hinzufiigen. Fir Volume-Gruppen kénnen Sie
maximal zwei Laufwerke gleichzeitig hinzufigen. Wenn Sie mehr als die maximale Anzahl an Laufwerken
hinzufligen missen, wiederholen Sie das Verfahren. (Ein Pool darf nicht mehr Laufwerke enthalten als das
Hochstlimit eines Speicher-Arrays.)

@ Mit zusatzlichen Festplatten muss moglicherweise die Aufbewahrungskapazitat erhéht werden.
Sie sollten Ihre reservierte Kapazitat nach einem Erweiterungsvorgang erhdhen.
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Vermeiden Sie die Verwendung von Laufwerken, die Data Assurance (da) sind, die Kapazitat zu

@ einem Pool oder einer Volume-Gruppe hinzufligen kénnen, die nicht Gber da-fahig ist. Der Pool
oder die Volume-Gruppe konnen die Funktionen des da-fahigen Laufwerks nicht nutzen. Ziehen
Sie in Betracht, Laufwerke zu verwenden, die in dieser Situation nicht flr da geeignet sind.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit dem Pool oder der Volume-Gruppe aus.
2. Wahlen Sie MenU:Provisioning[ Pools und Volume-Gruppen konfigurieren].
3. Wahlen Sie den Pool oder die Volume-Gruppe aus, dem Sie Laufwerke hinzufligen mdchten, und klicken
Sie dann auf Kapazitat hinzufiigen.

Das Dialogfeld Kapazitat hinzufiigen wird angezeigt. Es werden nur die nicht zugewiesenen Laufwerke
angezeigt, die mit dem Pool oder der Volume-Gruppe kompatibel sind.

4. Wahlen Sie unter Wahlen Sie Laufwerke aus, um Kapazitat hinzuzufiigen... ein oder mehrere
Laufwerke aus, die Sie dem vorhandenen Pool oder der Volume-Gruppe hinzuflgen mdchten.

Die Controller-Firmware ordnet die nicht zugewiesenen Laufwerke den besten Optionen zu, die oben

aufgefiihrt sind. Die dem Pool oder der Volume-Gruppe hinzugefligte freie Gesamtkapazitat wird unterhalb

der Liste in gewdhlte Gesamtkapazitat angezeigt.
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Felddetails

Feld Beschreibung

Shelf Zeigt den Shelf-Standort des Laufwerks an.
Bucht Zeigt die Einschubposition des Laufwerks an
Kapazitat (gib) Zeigt die Laufwerkskapazitat an.

Wahlen Sie nach Mdglichkeit Laufwerke aus, die eine Kapazitat haben,
die den Kapazitaten der aktuellen Laufwerke im Pool oder der Volume-
Gruppe entspricht.

Wenn nicht zugewiesene Laufwerke mit kleinerer Kapazitat
hinzugeflgt werden missen, mussen Sie beachten, dass die nutzbare
Kapazitat jedes Laufwerks, das sich derzeit im Pool bzw. der Volume-
Gruppe befindet, reduziert wird. Daher ist die Laufwerkskapazitat fiir
den Pool oder die Volume-Gruppe gleich.

Wenn nicht zugewiesene Laufwerke mit héherer Kapazitat hinzugefiigt
werden mussen, ist zu beachten, dass die nutzbare Kapazitat der nicht
zugewiesenen Laufwerke, die hinzugefligt werden, reduziert wird,
damit sie den aktuellen Kapazitaten der Laufwerke im Pool bzw. der
Volume-Gruppe entsprechen.

Sicher Zeigt an, ob das Laufwerk sicher ist.
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Sie kdnnen Ihre Pool- oder Volume-Gruppe mit der
Laufwerkssicherheitsfunktion schiitzen, aber alle Laufwerke missen
sicher sein, um diese Funktion verwenden zu konnen.

Es ist zwar moglich, einen Pool oder eine Volume-Gruppe mit einer
Kombination aus sicheren und nicht sicheren Laufwerken zu erstellen,
die Sicherheitsfunktion des Laufwerks kann jedoch nicht aktiviert
werden.

Ein Pool oder eine Volume-Gruppe mit allen sicheren Laufwerken kann
kein nicht sicheres Laufwerk flir Sparing oder Expansion akzeptieren,
auch wenn die Verschlisselungsfunktion nicht verwendet wird.

Sichere Laufwerke kdnnen entweder vollstandige
Festplattenverschlisselung (Full Disk Encryption, FDE) oder FIPS-
Laufwerke (Federal Information Processing Standard) sein. Ein FIPS-
Laufwerk kann die Level 140-2 oder 140-3 sein, wobei Level 140-3 als
hoéheres Sicherheitsniveau gilt. Wenn Sie eine Mischung aus 140-2-
und 140-3-Laufwerken auswahlen, arbeitet die Pool- oder Volume-
Gruppe dann auf niedrigerer Sicherheitsstufe (140-2).



Feld Beschreibung
DA-fahig Gibt an, ob das Laufwerk Data Assurance (da)-fahig ist.

» Es wird nicht empfohlen, Laufwerke zu verwenden, die nicht Data
Assurance (da) sind, die Kapazitat zu einem da-fahigen Pool oder
einer Volume-Gruppe hinzufiigen kénnen. Der Pool oder die Volume-
Gruppe verfiigt nicht mehr Uber da-Funktionen, und Sie haben nicht
mehr die Option, da fiir neu erstellte Volumes innerhalb des Pools oder
der Volume-Gruppe zu aktivieren.

* Die Verwendung von Laufwerken, die Data Assurance (da) sind, die
Kapazitat zu einem Pool oder einer Volume-Gruppe hinzufiigen
koénnen, die nicht fiir da geeignet ist, wird nicht empfohlen, da dieser
Pool oder die Volume-Gruppe die Funktionen des da-fahigen
Laufwerks nicht nutzen kann (die Laufwerkattribute stimmen nicht
Uberein). Ziehen Sie in Betracht, Laufwerke zu verwenden, die in
dieser Situation nicht da-fahig sind.

DULBE-fahig Gibt an, ob das Laufwerk Uber die Option flr dezugewiesene oder nicht
geschriebene logische Blockfehler (DULBE) verfugt. DULBE ist eine
Option auf NVMe-Laufwerken, mit der das EF300- oder EF600-Storage-
Array ressourcenbereitgestellte Volumes unterstitzt.

5. Klicken Sie Auf Hinzufiigen.

Wenn Sie Laufwerke zu einem Pool oder einer Volume-Gruppe hinzufligen, wird ein Bestatigungsdialogfeld
angezeigt, wenn Sie ein Laufwerk ausgewahlt haben, das dazu flihrt, dass der Pool oder die Volume-
Gruppe nicht mehr Gber eines oder mehrere der folgenden Attribute verfugt:

o Schutz vor Regalverlust

o Schutz vor Schubladenverlust

o Vollstandige Festplattenverschlisselung

o Data Assurance

o DULBE-Fahigkeit

6. Klicken Sie zum Fortfahren auf Ja, oder klicken Sie auf Abbrechen.

Ergebnis

Nachdem Sie die nicht zugewiesenen Laufwerke einem Pool oder einer Volume-Gruppe hinzugefligt haben,
werden die Daten in jedem Volume des Pools oder der Volume-Gruppe neu verteilt, um auch die zusatzlichen
Laufwerke einzubeziehen.

Erstellen Sie ein SSD-Cache im SANtricity-Speicher-Plug-in
fur vCenter

Zur dynamischen Beschleunigung der System-Performance konnen Sie die SSD Cache
Funktion verwenden, um die am haufigsten abgerufenen Daten (,hei3e” Daten) auf Solid
State Drives (SSDs) mit niedrigerer Latenz zu zwischenspeichern. SSD Cache wird
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ausschliel3lich fur Host-Lesevorgange verwendet.

Bevor Sie beginnen
Ihr Speicher-Array muss einige SSD-Laufwerke enthalten.

@ SSD-Cache ist auf dem EF600 oder EF300 Storage-System nicht verfigbar.

Uber diese Aufgabe

Wenn Sie SSD Cache erstellen, konnen Sie ein oder mehrere Laufwerke verwenden. Da sich der Lese-Cache
im Storage Array befindet, wird das Caching von allen Applikationen genutzt, die das Storage Array
verwenden. Sie wahlen die Volumes aus, die zwischengespeichert werden sollen. Das Caching erfolgt dann
automatisch und dynamisch.

Beachten Sie bei der Erstellung von SSD Cache die folgenden Richtlinien.

» Sie konnen die Sicherheit im SSD-Cache nur aktivieren, wenn Sie sie erstellen, und nicht spater.
* Pro Storage Array wird nur ein SSD-Cache unterstitzt.

* Die maximale nutzbare SSD-Cache-Kapazitat auf einem Speicher-Array hangt von der primaren Cache-
Kapazitat des Controllers ab.

» SSD Cache wird von Snapshot Images nicht unterstitzt.

* Wenn Sie Volumes importieren oder exportieren, die SSD Cache aktiviert oder deaktiviert sind, werden die
zwischengespeicherten Daten nicht importiert oder exportiert.

 Jedes Volume, das der Nutzung des SSD-Caches eines Controllers zugewiesen ist, kann keine
automatische Lastverteilung durchfiihren.

» Wenn die zugehdrigen Volumes fir die Sicherheit aktiviert sind, erstellen Sie einen sicheren SSD-Cache.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array fir den Cache aus.

2. Wahlen Sie MenU:Provisioning[Pools und Volume-Gruppen konfigurieren].
3. Klicken Sie auf Men(:Create[SSD Cache].

Das Dialogfeld SSD-Cache erstellen wird angezeigt.

4. Geben Sie einen Namen fir den SSD-Cache ein.

5. Wahlen Sie den Kandidaten fir den SSD-Cache aus, den Sie basierend auf folgenden Merkmalen
verwenden machten.
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Felddetails

Charakteristisch

Kapazitat

Laufwerke insgesamt

Sicher

Sicherheit aktivieren?

DA-fihig

Nutzung

Zeigt die verfugbare Kapazitat in gib an. Wahlen Sie die Kapazitat fir die
Speicheranforderungen lhrer Anwendung aus. Die maximale Kapazitat fur
SSD Cache hangt von der primaren Cache-Kapazitat des Controllers ab.
Wenn Sie SSD-Cache mehr als die maximale Menge zuweisen, ist diese
zusatzliche Kapazitat nicht nutzbar. Die SSD-Cache-Kapazitat wird fir die
Ihrer gesamten zugewiesenen Kapazitat gezahilt.

Zeigt die Anzahl der fur diesen SSD-Cache verfigbaren Laufwerke an.
Wabhlen Sie den SSD-Kandidaten mit der Anzahl der gewiinschten
Laufwerke aus

Gibt an, ob SSD Cache Kandidaten vollstandig aus sicheren Laufwerken
bestehen, bei denen es sich entweder um vollstandige
Festplattenverschlisselung (Full Disk Encryption, FDE)-Laufwerke oder um
FIPS-Laufwerke (Federal Information Processing Standard) handeln kann.
Wenn Sie einen sicheren aktivierten SSD-Cache erstellen mdchten,
suchen Sie in der Spalte mit sicherem Zugriff ,Ja — FDE" oder ,Ja — FIPS*.

Bietet die Moglichkeit, die Sicherheitsfunktion des Laufwerks mit sicheren
Laufwerken zu aktivieren. Wenn Sie einen sicheren SSD-Cache erstellen
mochten, aktivieren Sie das Kontrollkastchen Sicherheit aktivieren.
HINWEIS: Sobald die Option aktiviert ist, kann die Sicherheit nicht
deaktiviert werden. Sie kdnnen die Sicherheit im SSD-Cache nur
aktivieren, wenn Sie sie erstellen, und nicht spater.

Gibt an, ob Data Assurance (da) fir diesen SSD-Cache-Kandidaten
verflgbar ist. Data Assurance (da) Uberprift und korrigiert Fehler, die
auftreten konnen, wenn Daten durch die Controller zu den Laufwerken
Ubertragen werden. Wenn Sie da verwenden mdchten, wahlen Sie einen
SSD-Cache-Kandidaten aus, der fiir da geeignet ist. Diese Option ist nur
verfligbar, wenn die da-Funktion aktiviert wurde. SSD Cache kann sowohl
da-fahige als auch nicht-da-fahige Laufwerke enthalten, aber alle
Laufwerke missen fir Sie da-fahig sein, da zu verwenden.

6. Verbinden Sie den SSD-Cache mit den Volumes, fiir die Sie SSD-Lese-Caching implementieren méchten.

Um SSD-Cache auf kompatiblen Volumes sofort zu aktivieren, aktivieren Sie das Kontrollkastchen SSD-

Cache aktivieren auf vorhandenen kompatiblen Volumes, die Hosts zugeordnet sind.

Volumes sind kompatibel, wenn sie die gleichen Laufwerksicherheit- und da-Funktionen nutzen.

7. Klicken Sie Auf Erstellen.

Andern Sie die Konfigurationseinstellungen fiir einen Pool
im SANtricity-Speichermodul fur vCenter

Sie kdnnen die Einstellungen fur einen Pool bearbeiten, einschliel3lich Name,
Kapazitatswarnungen, Anderungsprioritaten und Erhaltungskapazitat.

Uber diese Aufgabe
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In dieser Aufgabe wird beschrieben, wie die Konfigurationseinstellungen fiir einen Pool geandert werden.

@ Sie kdnnen den RAID-Level eines Pools nicht mit der Plugin-Schnittstelle &ndern. Das Plugin
konfiguriert Pools automatisch als RAID 6.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit dem Pool aus.

2. Wahlen Sie MenU:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie den Pool aus, den Sie bearbeiten méchten, und klicken Sie dann auf Einstellungen
anzeigen/bearbeiten.

Das Dialogfeld Pool-Einstellungen wird angezeigt.

4. Wahlen Sie die Registerkarte Einstellungen aus, und bearbeiten Sie anschliellend die Pooleinstellungen
entsprechend.
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Felddetails

Einstellung

Name

Kapazitatswarnungen

Beschreibung

Sie kénnen den vom Benutzer bereitgestellten Namen des Pools &ndern.
Die Angabe eines Namens flr einen Pool ist erforderlich.

Sie kdnnen Benachrichtigungen senden, wenn die freie Kapazitat in einem
Pool einen bestimmten Schwellenwert erreicht oder Uberschreitet. Wenn
die im Pool gespeicherten Daten den angegebenen Schwellenwert
Uberschreiten, sendet das Plugin eine Nachricht, sodass Sie mehr
Speicherplatz hinzuftigen oder unnétige Objekte I6schen kénnen.
Warnmeldungen werden im Bereich Benachrichtigungen auf dem
Dashboard angezeigt und kénnen per E-Mail und SNMP-Trap-Nachrichten
vom Server an Administratoren gesendet werden. Sie kénnen die
folgenden Kapazitatswarnungen definieren:

* Critical Alert — Diese kritische Warnmeldung informiert Sie, wenn die
freie Kapazitat im Pool den angegebenen Schwellenwert erreicht oder
Uberschreitet. Verwenden Sie die Spinner-Regler, um den
Schwellenwert in Prozent einzustellen. Aktivieren Sie das
Kontrollkdstchen, um diese Benachrichtigung zu deaktivieren.

* Friihwarnung — Diese Friihwarnung informiert Sie, wenn die freie
Kapazitat in einem Pool einen bestimmten Schwellenwert erreicht.
Verwenden Sie die Spinner-Regler, um den Schwellenwert in Prozent
einzustellen. Aktivieren Sie das Kontrollkdstchen, um diese
Benachrichtigung zu deaktivieren.
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Einstellung

Anderungsprioritaten

Beschreibung

Sie kénnen die Prioritatsstufen fir Anderungsvorgange in einem Pool
relativ zur Systemleistung festlegen. Eine héhere Prioritat fir
Anderungsvorgénge in einem Pool fiihrt dazu, dass ein Vorgang schneller
abgeschlossen wird, die Host-l/O-Performance jedoch beeintrachtigt wird.
Bei geringerer Prioritat dauern Vorgange langer, bis die 1/0-Performance
des Hosts weniger beeintrachtigt ist. Sie kdnnen aus funf Prioritatsstufen
wahlen: Niedrigste, niedrige, mittlere, hochste und héchste. Je hoher die
Prioritat, desto groRer ist die Auswirkung auf die Host-I/O und System-
Performance.

 Kritische Rekonstruktionsprioritat — dieser Schieberegler bestimmt
die Prioritat eines Datenrekonstruktionsvorgangs, wenn mehrere
Laufwerksausfalle zu einem Zustand fihren, in dem einige Daten keine
Redundanz aufweisen und ein zusatzlicher Laufwerksausfall zu
Datenverlust fihren kann.

» Degradierte Rekonstruktionsprioritiat — dieser Schieberegler
bestimmt die Prioritdt des Datenrekonstruktionsvorgangs bei einem
Laufwerksausfall, aber die Daten haben noch Redundanz und ein
zusatzlicher Laufwerksausfall flihrt nicht zu Datenverlust.

» Background Operation Priority — dieser Schieberegler bestimmt die
Prioritat der Pool-Hintergrundoperationen, die auftreten, wahrend sich
der Pool in einem optimalen Zustand befindet. Zu diesen Vorgangen
gehdren dynamische Volume-Erweiterung (DVE), Instant Availability
Format (IAF) und die Migration von Daten auf ein ersetztes oder
hinzugefligtes Laufwerk.



Einstellung Beschreibung

Dauerhafte Kapazitat Preservation Capacity — Sie kdnnen die Anzahl der Laufwerke
(,Optimierungskapazitat definieren, um die Kapazitat zu bestimmen, die im Pool reserviert ist, um
“fur die EF600 oder potenzielle Laufwerksausfalle zu unterstitzen. Bei einem Laufwerksausfall
EF300) werden die rekonstruierten Daten anhand der Festplattenkapazitat
gespeichert. Pools verwenden wahrend der Datenrekonstruktion freie
Kapazitaten anstelle von Hot-Spare-Laufwerken, die in Volume-Gruppen
verwendet werden. Passen Sie mit den Spinner-Steuerungen die Anzahl
der Antriebe an. Je nach Anzahl der Laufwerke wird die
Konservierungskapazitat im Pool neben der Spinner Box angezeigt.
Berucksichtigen Sie die folgenden Hinweise zur Konservierungskapazitat.

» Da die Konservierungskapazitat von der gesamten freien Kapazitat
eines Pools abgezogen wird, wirkt sich die Menge der reservierten
Kapazitat darauf aus, wie viel freie Kapazitat zur Erstellung von
Volumes zur Verfliigung steht. Wenn Sie fir die Erhaltungskapazitat 0
angeben, wird die gesamte freie Kapazitat im Pool zur Volume-
Erstellung genutzt.

« Wenn Sie die Konservierungskapazitat verringern, erhéhen Sie die
Kapazitat, die fir Pool Volumes genutzt werden kann.

Zusatzliche Optimierungskapazitat (nur EF600 und EF300

Arrays) — Wenn ein Pool erstellt wird, wird eine empfohlene
Optimierungskapazitat generiert, die ein ausgewogenes Verhaltnis
zwischen verfugbarer Kapazitat und Performance sowie
Laufwerksabnutzung bietet. Sie kdnnen diese Balance anpassen, indem
Sie den Schieberegler nach rechts bewegen, um eine bessere
Performance zu erzielen und den Verschleil3 zu erhéhen. Wenn Sie die
verflgbare Kapazitat in die linke Seite verschieben, kdnnen Sie die
verfugbare Kapazitat auf Kosten einer besseren Performance und eines
héheren VerschleilRes der Laufwerke erh6hen. SSD-Laufwerke haben eine
langere Lebensdauer und eine bessere maximale Schreib-Performance,
wenn ein Teil ihrer Kapazitat nicht zugewiesen ist. Bei Laufwerken, die
einem Pool zugeordnet sind, besteht nicht zugewiesene Kapazitat aus der
Erhaltungskapazitat eines Pools, der freien Kapazitat (nicht von Volumes
genutzte Kapazitat) und einem Teil der nutzbaren Kapazitat, der als
zusatzliche Optimierungskapazitat zur Verfligung steht. Die zusatzliche
Optimierungskapazitat stellt ein Mindestmall an Optimierungskapazitat zur
Verfliigung, indem die nutzbare Kapazitat reduziert wird. Somit ist fur die
Volume-Erstellung nicht verfigbar.

5. Klicken Sie Auf Speichern.

Andern Sie die Konfigurationseinstellungen fiir eine
Volume-Gruppe im SANftricity Storage Plug-in fur vCenter

Sie konnen die Einstellungen fur eine Volume-Gruppe einschliel3lich Name und RAID-
Level bearbeiten.

Bevor Sie beginnen
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Wenn Sie die RAID-Ebene andern, um die Performance-Anforderungen der Applikationen, die auf die Volume-
Gruppe zugreifen, zu erfiillen, missen Sie die folgenden Voraussetzungen erfillen:

* Die Volume-Gruppe muss den optimalen Status haben.

+ Sie missen uber genltigend Kapazitat in der Volume-Gruppe verfiigen, um auf das neue RAID-Level zu

konvertieren.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit der Volume-Gruppe aus.

2. Wahlen Sie MenU:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie die Volume-Gruppe aus, die Sie bearbeiten mdéchten, und klicken Sie dann auf Einstellungen
anzeigen/bearbeiten.

Das Dialogfeld Volume Group Settings wird angezeigt.

4. Wahlen Sie die Registerkarte Einstellungen aus, und bearbeiten Sie anschlieRend die Einstellungen fur
die Volume-Gruppe.
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Felddetails

Einstellung

Name

RAID-Level

Beschreibung

Sie kdnnen den vom Benutzer bereitgestellten Namen der Volume-Gruppe
andern. Die Angabe eines Namens flir eine Volume-Gruppe ist
erforderlich.

Wabhlen Sie den neuen RAID-Level aus dem Dropdown-Menu aus.

RAID 0 Striping — bietet eine hohe Leistung, aber keine
Datenredundanz. Wenn ein einzelnes Laufwerk in der Volume-Gruppe
ausfallt, fallen alle zugehoérigen Volumes aus und alle Daten gehen
verloren. Eine Striping-RAID-Gruppe fasst zwei oder mehr Laufwerke
zu einem grof3en logischen Laufwerk zusammen.

RAID 1 Mirroring — bietet eine hohe Leistung und beste
Datenverfligbarkeit und eignet sich zur Speicherung sensibler Daten
auf Unternehmens- oder Personlichkeitsebene. Schitzt Ihre Daten,
indem der Inhalt eines Laufwerks automatisch auf das zweite Laufwerk
im gespiegelten Paar gespiegelt wird. Er bietet Schutz bei Ausfall eines
einzigen Laufwerks.

RAID 10 Striping/Spiegelung — bietet eine Kombination aus RAID 0
(Striping) und RAID 1 (Spiegelung) und wird erreicht, wenn vier oder
mehr Laufwerke ausgewahlt werden. RAID 10 ist fir
Transaktionsapplikationen mit hohem Volumen, z. B. fir eine
Datenbank mit hohen Performance- und Fehlertoleranz, geeignet.

RAID 5 — optimal fir Umgebungen mit mehreren Benutzern (wie
Datenbank- oder Dateisystemspeicher), in denen die typische 1/0-
Grolde klein ist und ein hoher Anteil an Leseaktivitaten besteht.

RAID 6 - optimal fur Umgebungen, die einen Redundanzschutz tber
RAID 5 hinaus benétigen, jedoch keine hohe Schreib-Performance
erfordern. RAID 3 kann nur Volume-Gruppen Uber die
Befehlszeilenschnittstelle (CLI) zugewiesen werden. Wenn Sie den
RAID-Level andern, kénnen Sie diesen Vorgang nach seinem Start
nicht mehr abbrechen. Wahrend der Anderung bleiben |hre Daten
verflgbar.
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Einstellung Beschreibung

Optimierungskapazitat Wenn eine Volume-Gruppe erstellt wird, wird eine empfohlene

(nur EF600 Arrays) Optimierungskapazitat generiert, die ein Gleichgewicht zwischen der
verfigbaren Kapazitat und Performance sowie dem Verschleil von
Laufwerken bietet. Sie kdnnen diese Balance anpassen, indem Sie den
Schieberegler nach rechts bewegen, um eine bessere Performance zu
erzielen und den Verschleil zu erhéhen. Wenn Sie die verfiigbare
Kapazitat in die linke Seite verschieben, kdnnen Sie die verfligbare
Kapazitat auf Kosten einer besseren Performance und eines héheren
Verschleil3es der Laufwerke erhdhen. SSD-Laufwerke haben eine langere
Lebensdauer und eine bessere maximale Schreib-Performance, wenn ein
Teil ihrer Kapazitat nicht zugewiesen ist. Bei Laufwerken, die einer Volume-
Gruppe zugeordnet sind, besteht die nicht zugewiesene Kapazitat aus der
freien Kapazitat einer Gruppe (nicht von Volumes genutzte Kapazitat) und
einem Teil der nutzbaren Kapazitat, der als zusatzliche
Optimierungskapazitat zur Verfligung steht. Die zusatzliche
Optimierungskapazitat stellt ein Mindestmal} an Optimierungskapazitat zur
Verfligung, indem die nutzbare Kapazitat reduziert wird. Somit ist fir die
Volume-Erstellung nicht verflgbar.

5. Klicken Sie Auf Speichern.

Wenn die Kapazitat reduziert wird, die Volume-Redundanz verloren geht oder der Schutz vor Shelf-
/Schubladenverlust infolge einer Anderung auf RAID-Ebene verloren geht, wird ein Bestatigungsdialogfeld mit
dem Kunden angezeigt. Wahlen Sie Ja, um fortzufahren. Klicken Sie andernfalls auf Nein.

Ergebnis

Wenn Sie den RAID-Level fur eine Volume-Gruppe andern, andert das Plugin die RAID-Level jedes Volumes,
das die Volume-Gruppe enthalt. Die Leistung kann wahrend des Betriebs leicht beeintrachtigt werden.

Andern Sie die SSD-Cache-Einstellungen im SANTtricity
Storage Plug-in fur vCenter

Sie konnen den Namen des SSD-Caches bearbeiten und seinen Status, die maximale
und aktuelle Kapazitat, den Status der Laufwerksicherheit und Data Assurance sowie die
zugehorigen Volumes und Laufwerke anzeigen.

@ Diese Funktion steht nicht auf dem EF600 oder EF300-Storage-System zur Verfigung.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit SSD-Cache aus.

2. Wahlen Sie Men(:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie den SSD-Cache aus, den Sie bearbeiten mochten, und klicken Sie dann auf Einstellungen
anzeigen/bearbeiten.

Das Dialogfeld SSD-Cache-Einstellungen wird angezeigt.

4. Uberpriifen oder bearbeiten Sie die SSD-Cache-Einstellungen nach Bedarf.
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Felddetails

Einstellung Beschreibung

Name Zeigt den Namen des SSD-Caches an, den Sie andern kénnen. Ein Name
fur den SSD-Cache ist erforderlich.

Merkmale Zeigt den Status des SSD-Caches an. Mdgliche Status sind:

* Optimal
* Unbekannt

* Beeintrachtigt

Fehlgeschlagen (ein fehlgeschlagener Zustand fiihrt zu einem
kritischen MEL-Ereignis.)

Ausgesetzt

Kapazitat Zeigt die aktuelle Kapazitat und die maximale Kapazitat, die fiir den SSD-
Cache zulassig ist. Die maximale fir den SSD-Cache zulassige Kapazitat
hangt von der GroRRe des primaren Caches des Controllers ab:

* Bis zu 1 gib

* 1 gib bis 2 gib
* 2 gib bis 4 gib
* Mehr als 4 gib

Sicherheit und da Zeigt den Status der Laufwerksicherheit und Data Assurance flr den SSD-
Cache an.

» Secure-fahig --gibt an, ob der SSD Cache vollstandig aus sicheren
Laufwerken besteht. Bei einem sicheren Laufwerk handelt es sich um
ein Self-Encrypting Drive, das seine Daten vor unberechtigtem Zugriff
schitzt.

» Secure-Enabled — gibt an, ob die Sicherheit auf dem SSD Cache
aktiviert ist.

» Da-fahig — zeigt an, ob der SSD-Cache vollstandig aus da-fahigen
Laufwerken besteht. Ein da-fahiges Laufwerk kann auf Fehler
Uberprifen und beheben, die auftreten kbnnen, wenn Daten zwischen
dem Host und dem Speicher-Array kommuniziert werden.

Zugeordnete Objekte Zeigt die Volumes und Laufwerke, die dem SSD-Cache zugeordnet sind.

5. Klicken Sie Auf Speichern.
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Zeigen Sie die SSD-Cache-Statistiken im SANtricity
Speicher-Plug-in fur vCenter an

Sie kdnnen Statistiken fir den SSD-Cache anzeigen, z. B. Lese-, Schreib-, Cache-Treffer,
Cache-Zuweisung in Prozent, Und Cache-Auslastung in Prozent.

@ Diese Funktion steht nicht auf dem EF600 oder EF300-Storage-System zur Verfigung.

Uber diese Aufgabe

Die nominalen Statistiken, bei denen es sich um eine Untergruppe der detaillierten Statistiken handelt, werden
im Dialogfeld ,View SSD Cache Statistics“ angezeigt. Sie kdnnen detaillierte Statistiken fir den SSD-Cache
nur anzeigen, wenn Sie alle SSD-Statistiken in eine .csv-Datei exportieren.

Wahrend Sie die Statistiken Gberprifen und interpretieren, beachten Sie, dass einige Interpretationen durch
die Prifung einer Kombination von Statistiken abgeleitet werden.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit SSD-Cache aus.
2. Wahlen Sie MenU:Provisioning[Pools und Volume-Gruppen konfigurieren].
3. Wahlen Sie den SSD-Cache aus, fiir den Sie Statistiken anzeigen mochten, und klicken Sie dann auf
Menl:Mehr Statistik[View SSD Cache].

Das Dialogfeld SSD-Cache-Statistiken anzeigen wird angezeigt und zeigt die nominalen Statistiken fir den
ausgewahlten SSD-Cache an.
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Felddetails

Einstellung

Lesezugriffe

Schreibvorgange

Cache-Treffer
Cache-Treffer %

Cache-Zuweisung %

Cache-Auslastung in

%

Alle Exportieren

Beschreibung

Zeigt die Gesamtzahl der Host-Lesevorgange aus den SSD Volumes mit
Cache-Aktivierung an. Je mehr das Verhaltnis von Lese- zu
Schreibzugriffen ist, desto besser ist der Betrieb des Cache.

Die Gesamtzahl der Host-Schreibvorgange auf den SSD-Cache-fahigen
Volumes, Je mehr das Verhaltnis von Lese- zu Schreibzugriffen ist, desto
besser ist der Betrieb des Cache.

Zeigt die Anzahl der Cache-Treffer an.

Zeigt den Prozentsatz von Cache-Treffern an. Diese Zahl leitet sich aus
Cache-Hits / (Lese- + Schreibvorgange) ab. Der Cache-Trefferprozentsatz
sollte im Hinblick auf einen effektiven SSD-Cache-Vorgang groRer als 50
Prozent sein.

Zeigt den Prozentsatz des zugewiesenen SSD-Cache-Speichers an,
ausgedriickt als Prozentsatz des SSD-Cache-Speichers, der flir diesen
Controller verflgbar ist und aus zugewiesenen Bytes/verfligbaren Bytes
abgeleitet wird.

Zeigt den Prozentsatz von SSD-Cache-Storage, der Daten von aktivierten
Volumes enthalt, die in Prozent des zugewiesenen SSD-Cache-Storage
angegeben sind. Diese Menge stellt die Auslastung oder Dichte des SSD-
Cache dar. Abgeleitet von zugewiesenen Bytes/verfligbaren Bytes.

Exportiert alle SSD-Cache-Statistiken in ein CSV-Format. Die exportierte
Datei enthalt alle verfugbaren Statistiken fir den SSD-Cache (nominal und
detailliert).

4. Klicken Sie auf Abbrechen, um das Dialogfeld zu schliel3en.

Prufen Sie die Volume-Redundanz im SANtricity Storage
Plug-in fur vCenter

Mithilfe des technischen Supports oder der Anleitung durch den Recovery Guru kbnnen

Sie die Redundanz auf einem Volume in einem Pool oder einer Volume-Gruppe
Uberprifen, um zu ermitteln, ob die Daten auf diesem Volume konsistent sind.

Redundanzdaten dienen der schnellen Rekonstruktion von Informationen Uber das Ersatzlaufwerk, wenn eines
der Laufwerke im Pool oder der Volume-Gruppe ausfallt.

Bevor Sie beginnen

 Der Status des Pools oder der Volume-Gruppe muss optimal sein.

+ Der Pool oder die Volume-Gruppe darf keine Anderungsvorgénge fiir das Volume ausfiihren.

 Sie kdnnen Redundanz auf jeder RAID-Ebene auf’er RAID 0 prifen, da RAID 0 keine Datenredundanz
hat. (Pools sind nur als RAID 6 konfiguriert.)
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@ Prifen Sie die Volume-Redundanz nur dann, wenn Sie vom Recovery Guru zur Verfligung
stehen und unter Anleitung des technischen Supports dies tun.

Uber diese Aufgabe

Sie kénnen diese Prifung nur fir einen Pool oder eine Volume-Gruppe gleichzeitig durchfihren. Bei einer
Volume-Redundanzprifung werden folgende Aktionen durchgefihrt:

* Scannt die Datenblocke in einem RAID 3-Volume, einem RAID 5-Volume oder einem RAID 6-Volume und
Uberprift die Redundanzinformationen fiir jeden Block. (RAID 3 kann Volume-Gruppen nur Gber die
Befehlszeilenschnittstelle zugewiesen werden.)

* Vergleicht die Datenblocke auf gespiegelten RAID 1-Laufwerken.

* Gibt Redundanzfehler zurlick, wenn die Controller-Firmware feststellt, dass die Daten inkonsistent sind.

Eine sofortige Durchfiihrung einer Redundanzprifung auf demselben Pool oder derselben

@ Volume-Gruppe kann zu einem Fehler fiihren. Um dieses Problem zu vermeiden, warten Sie ein
bis zwei Minuten, bevor Sie eine weitere Redundanzprifung auf demselben Pool oder
derselben Volume-Gruppe durchfiihren.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit dem Pool oder der Volume-Gruppe aus.

2. Wahlen Sie Menu:Provisioning[Pools und Volume-Gruppen konfigurieren].
3. Menl wahlen:Sonstige Aufgaben[Volumenredundanz prifen].
Das Dialogfeld Redundanz prifen wird angezeigt.
4. Wahlen Sie die Volumes aus, die Sie prufen mdchten, und geben Sie anschlieRend Check ein, um zu
bestatigen, dass Sie diesen Vorgang ausfiihren méchten.
5. Klicken Sie Auf Priifen.
Der Vorgang ,Volume-Redundanz prifen“ wird gestartet. Die Volumes im Pool oder in der Volume-Gruppe
werden sequenziell gescannt. Sie beginnen dabei von oben in der Tabelle im Dialogfeld. Diese Aktionen
werden beim Scannen der einzelnen Volumes ausgefihrt:
> Das Volume wird in der Volume-Tabelle ausgewahilt.
o Der Status der Redundanzprifung wird in der Spalte Status angezeigt.

> Die Prufung wird bei einem Datentrager- oder Paritatsfehler angehalten und meldet dann den Fehler.
Die folgende Tabelle bietet weitere Informationen zum Status der Redundanzprifung:
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Felddetails

Status

Ausstehend

Priifen

Bestanden

Fehlgeschlagen

Medienfehler

Paritatsfehler

Beschreibung

Dies ist das erste zu scannende Volume, und Sie haben nicht auf Start
geklickt, um die Redundanzprifung zu starten. -Oder- die
Redundanzprifung wird auf anderen Volumes im Pool oder der Volume-
Gruppe durchgefthrt.

Das Volumen wird durch die Redundanzpriifung gepruft.

Das Volume bestand die Redundanzprifung. In den
Redundanzinformationen wurden keine Inkonsistenzen gefunden.

Das Volume hat die Redundanzprifung nicht bestanden. In den
Redundanzinformationen wurden Inkonsistenzen gefunden.

Das Laufwerkmedium ist defekt und unlesbar. Befolgen Sie die
Anweisungen im Recovery Guru.

Die Paritat ist nicht, was sie fur einen bestimmten Teil der Daten sein sollte.
Ein Paritatsfehler ist potenziell schwerwiegend und kann zu permanentem
Datenverlust fihren.

6. Klicken Sie auf Fertig, nachdem das letzte Volume im Pool oder der Volume-Gruppe Uberprift wurde.

Loschen Sie einen Pool oder eine Volume-Gruppe im
SANTtricity Speicher-Plug-in fur vCenter

Sie kdnnen einen Pool oder eine Volume-Gruppe I6schen, um mehr nicht zugewiesene
Kapazitat zu erstellen. Diese kdnnen Sie neu konfigurieren, um die Storage-
Anforderungen lhrer Applikation zu erftllen.

Bevor Sie beginnen

« Sie missen die Daten auf allen Volumes im Pool oder in der Volume-Gruppe gesichert haben.

» Sie mussen alle ein-/Ausgange (E/A) angehalten haben.

» Sie missen die Bereitstellung von Dateisystemen auf den Volumes aufheben.

» Sie missen alle Spiegelbeziehungen im Pool oder in der Volume-Gruppe geldscht haben.

« Sie mussen alle laufenden Volume-Kopiervorgang flir den Pool oder die Volume-Gruppe angehalten

haben.

* Der Pool oder die Volume-Gruppe darf nicht an einem asynchronen Spiegelungsvorgang teilnehmen.

 Die Laufwerke in der Volume-Gruppe durfen nicht Gber eine dauerhafte Reservierung verfligen.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit dem Pool oder der Volume-Gruppe aus.

2. Wahlen Sie MenU:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie einen Pool oder eine Volume-Gruppe aus der Liste aus.

Sie kénnen jeweils nur einen Pool oder eine Volume-Gruppe auswahlen. Scrollen Sie in der Liste nach
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unten, um weitere Pools oder Volume-Gruppen zu sehen.
4. Wahlen Sie Menu:Sonstige Aufgaben[Ldschen] und bestéatigen Sie.

Ergebnisse
Das System fiihrt die folgenden Aktionen durch:

* Loscht alle Daten im Pool oder der Volume-Gruppe.
 Loscht alle Laufwerke, die dem Pool oder der Volume-Gruppe zugeordnet sind.

* Hebt die Zuweisung der zugehdrigen Laufwerke auf und ermdglicht die Wiederverwendung in neuen oder
vorhandenen Pools oder Volume-Gruppen.

Konsolidierung der freien Kapazitat fur eine Volume-Gruppe
im SANtricity Speicher-Plug-in fuir vCenter

Verwenden Sie die Option freie Kapazitat konsolidieren, um vorhandene freie
Erweiterungen auf einer ausgewahlten Volume-Gruppe zu konsolidieren. Durch diese
Aktion kdnnen Sie aus der maximalen freien Kapazitat in einer Volume-Gruppe
zusatzliche Volumes erstellen.

Bevor Sie beginnen
» Die Volume-Gruppe muss mindestens einen freien Kapazitatsbereich enthalten.
* Alle Volumes in der Volume-Gruppe missen den Status ,Online” und ,optimal“ aufweisen.
+ Volume-Anderungsvorgange diirfen nicht ausgefiihrt werden, z. B. das Andern der Segmentgréfie eines
Volumes.

Uber diese Aufgabe

Sie kdnnen den Vorgang nach dem Start nicht mehr abbrechen. Der Zugriff auf Ihre Daten bleibt wahrend des
Konsolidierungsvorgangs erhalten.

Sie kdnnen das Dialogfeld Freie Kapazitat konsolidieren mit einer der folgenden Methoden starten:

» Wenn fur eine Volume-Gruppe mindestens ein freier Kapazitatsbereich erkannt wird, erscheint die
Empfehlung zur Konsolidierung freier Kapazitat auf der Startseite im Benachrichtigungsbereich. Klicken Sie
auf den Link freie Kapazitat konsolidieren, um das Dialogfeld zu starten.

« Sie kdnnen das Dialogfeld ,freie Kapazitat konsolidieren® auch auf der Seite Pools & Volume Groups
starten, wie in der folgenden Aufgabe beschrieben.
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Mehr uber freie Kapazitiatsbereiche

Ein freier Kapazitatsbereich stellt die freie Kapazitat dar, die zum Ldschen eines Volumes oder zum
Nichtnutzen der gesamten verfiigbaren freien Kapazitat wahrend der Volume-Erstellung flihren kann.
Wenn Sie ein Volume in einer Volume-Gruppe mit einem oder mehreren freien Kapazitatsbereichen
erstellen, ist die Kapazitat des Volumes auf den gréRten freien Kapazitatsbereich in dieser Volume-
Gruppe beschrankt. Wenn beispielsweise eine Volume-Gruppe insgesamt 15 gib freie Kapazitat besitzt
und der groRte Bereich der freien Kapazitat 10 gib betragt, betragt das groRte Volume, das Sie erstellen
kénnen, 10 gib.

Sie konsolidieren freie Kapazitaten auf einer Volume-Gruppe, um die Schreib-Performance zu
verbessern. Die freie Kapazitat Ihrer Volume-Gruppe wird im Laufe der Zeit fragmentiert, wenn der Host
Dateien schreibt, andert und 16scht. SchlieRlich befindet sich die verfligbare Kapazitat nicht in einem
einzigen zusammenhangenden Block, sondern wird in kleinen Fragmenten Uber die Volume-Gruppe
verteilt. Dies fUhrt zu einer weiteren Dateifragmentierung, da der Host neue Dateien als Fragmente
schreiben muss, um sie in die verfugbaren Bereiche freier Cluster zu passen.

Durch die Konsolidierung der freien Kapazitat einer ausgewahlten Volume-Gruppe wird eine verbesserte
Performance des Filesystems erzielt, wenn der Host neue Dateien schreibt. Der Konsolidierungsvorgang
wird auch dazu beitragen, dass neue Dateien in Zukunft nicht fragmentiert werden.

Schritte

1.

Wahlen Sie auf der Seite Verwalten das Speicher-Array mit der Volume-Gruppe aus.

2. Wahlen Sie Men(:Provisioning[Pools und Volume-Gruppen konfigurieren].
3. Wahlen Sie die Volume-Gruppe mit freier Kapazitat, die Sie konsolidieren mochten, und wahlen Sie dann
Men:Sonstige Aufgabenlfreie Kapazitat der Volume-Gruppe konsolidieren].
Das Dialogfeld Freie Kapazitat konsolidieren wird angezeigt.
4. Typ consolidate Um zu bestatigen, dass Sie diesen Vorgang ausfiihren méchten.
5. Klicken Sie Auf Konsolidieren.
Ergebnis

Das System beginnt die Konsolidierung (Defragmentierung) der freien Kapazitatsbereiche der Volume-Gruppe

in

eine zusammenhangende Menge flr nachfolgende Speicherkonfigurationsaufgaben.

Nachdem Sie fertig sind

Wahlen Sie in der Navigationsleiste Operationen aus, um den Fortschritt des Vorgangs ,Freie Kapazitat
konsolidieren“ anzuzeigen. Dieser Vorgang kann langwierig sein und die System-Performance beeintrachtigen.

Schalten Sie die LED-Anzeigen auf einem Laufwerk im
SANTtricity-Speichermodul fur vCenter ein

Nach Laufwerken kénnen Sie alle Laufwerke physisch identifizieren, die einen

ausgewahlten Pool, eine Volume-Gruppe oder SSD Cache umfassen. An jedem
Laufwerk im ausgewahlten Pool, der Volume-Gruppe oder dem SSD-Cache leuchtet eine
LED-Anzeige auf.

Schritte
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1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus.

2. Wahlen Sie MenU:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie den Pool, die Volume-Gruppe oder den SSD-Cache aus, den Sie suchen mdchten, und klicken
Sie dann auf MENU:Mehr[Locator Lights einschalten].

Es wird ein Dialogfeld angezeigt, in dem die Leuchten der Laufwerke angezeigt werden, die den
ausgewahlten Pool, die Volume-Gruppe oder den SSD-Cache enthalten.

4. Nachdem Sie die Laufwerke erfolgreich gefunden haben, klicken Sie auf Ausschalten.

Reduzieren Sie die Kapazitat eines vorhandenen Pools oder
SSD-Caches im SANtricity Storage Plug-in fur vCenter

Sie kdnnen Laufwerke entfernen, um die Kapazitat eines vorhandenen Pools oder SSD-
Caches zu reduzieren.

Nach dem Entfernen von Laufwerken werden die Daten in jedem Volume des Pools oder SSD-Caches auf die
Ubrigen Laufwerke verteilt. Entfernte Laufwerke werden nicht zugewiesen, und ihre Kapazitat wird Teil der
gesamten freien Kapazitat des Speicher-Arrays.

Uber diese Aufgabe
Beachten Sie beim Entfernen der Kapazitat die folgenden Richtlinien:

» Sie konnen das letzte Laufwerk in einem SSD-Cache nicht entfernen, ohne zuerst den SSD-Cache zu
I6schen.
« Sie kdnnen die Anzahl der Laufwerke in einem Pool nicht auf weniger als 11 Laufwerke reduzieren.

+ Sie kdnnen maximal 12 Laufwerke gleichzeitig entfernen. Wenn Sie mehr als 12 Laufwerke entfernen
mussen, wiederholen Sie den Vorgang.

« Laufwerke kénnen nicht entfernt werden, wenn nicht genligend freie Kapazitat im Pool oder SSD-Cache
vorhanden ist, um die Daten zu enthalten, wenn diese Daten auf die Ubrigen Laufwerke im Pool oder SSD-
Cache verteilt werden.

Im Folgenden finden Sie potenzielle Performance-Auswirkungen:
» Das Entfernen von Laufwerken aus einem Pool oder SSD Cache kann zu einer reduzierten Volume-

Performance fuhren.

 Die unveranderte Kapazitat wird nicht verbraucht, wenn Sie Kapazitat aus einem Pool oder SSD Cache
entfernen. Die Konservierungskapazitat kann sich jedoch aufgrund der Anzahl der im Pool verbliebenen
Laufwerke oder des SSD Cache verringern.

Folgende Auswirkungen haben sichere Laufwerke:

* Wenn Sie das letzte Laufwerk entfernen, das nicht sicher-fahig ist, wird der Pool mit allen sicheren
Laufwerken belassen. In dieser Situation haben Sie die Moglichkeit, die Sicherheit flir den Pool zu
aktivieren.

» Wenn Sie das letzte Laufwerk entfernen, das nicht Data Assurance (da)-fahig ist, bleibt der Pool mit allen
da-fahigen Laufwerken.

 Alle neuen Volumes, die Sie auf dem Pool erstellen, sind da-fahig. Wenn vorhandene Volumes als da-fahig
sein sollen, missen Sie das Volume I6schen und dann neu erstellen.
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Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus.

Wahlen Sie Menu:Provisioning[Pools und Volume-Gruppen konfigurieren].

2. Wahlen Sie den Pool oder SSD Cache aus und klicken Sie dann auf Menu:Mehr[Kapazitat entfernen].
Das Dialogfeld Kapazitat entfernen wird angezeigt.

3. Wahlen Sie ein oder mehrere Laufwerke in der Liste aus.

Wenn Sie in der Liste Laufwerke auswahlen oder deauswahlen, wird das Feld fir die ausgewahlte
Gesamtkapazitat aktualisiert. Dieses Feld zeigt die Gesamtkapazitat des Pools oder SSD-Caches an, die
nach dem Entfernen der ausgewahlten Laufwerke Ergebnisse liefert.

4. Klicken Sie auf Entfernen und bestatigen Sie, dass Sie die Laufwerke entfernen mdochten.

Ergebnis

Die neu reduzierte Kapazitat des Pool oder SSD-Cache wird in der Ansicht Pools und Volume-Gruppen
dargestellt.

Aktivieren Sie die Sicherheit fur einen Pool oder eine
Volume-Gruppe im SANtricity Speicher-Plug-in fur vCenter

Sie kdnnen die Laufwerkssicherheit flr einen Pool oder eine Volume-Gruppe aktivieren,
um unbefugten Zugriff auf die Daten auf den Laufwerken im Pool oder der Volume-
Gruppe zu verhindern.

Lese- und Schreibzugriff auf die Laufwerke ist nur Gber einen Controller verfligbar, der mit einem
Sicherheitsschlissel konfiguriert ist.

Bevor Sie beginnen
» Die Laufwerkssicherheitsfunktion muss aktiviert sein.

* Ein Sicherheitsschlissel muss erstellt werden.
* Der Pool oder die Volume-Gruppe muss sich im optimalen Zustand befinden.

» Alle Laufwerke im Pool oder in der Volume-Gruppe mussen sichere Laufwerke sein.

Uber diese Aufgabe

Wenn Sie die Laufwerkssicherheit verwenden méchten, wahlen Sie einen Pool oder eine Volume-Gruppe aus,
der sicher ist. Ein Pool oder eine Volume-Gruppe kann sowohl sichere als auch nicht sichere Laufwerke
enthalten. Zur Nutzung der Verschlisselungsfunktionen miissen jedoch alle Laufwerke sicher sein.

Nach Aktivierung der Sicherheitskontrolle kdnnen Sie sie nur entfernen, indem Sie den Pool oder die Volume-
Gruppe l6schen und dann die Laufwerke 16schen.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit dem Pool oder der Volume-Gruppe aus.

2. Wahlen Sie Men(:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie den Pool oder die Volume-Gruppe aus, auf dem Sie die Sicherheit aktivieren mdchten, und
klicken Sie dann auf Menl:Mehr[Sicherheit aktivieren].
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Das Dialogfeld Sicherheit bestatigen wird angezeigt.

4. Bestatigen Sie, dass Sie die Sicherheit fiir den ausgewahlten Pool oder die ausgewahlte Volume-Gruppe
aktivieren mochten, und klicken Sie dann auf Aktivieren.
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