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Storage Plug-in fur vCenter

Erfahren Sie mehr uber das SANtricity Storage Plug-in fur
vCenter

Das SANtricity Storage Plug-in fur vCenter ermdglicht das integrierte Management von E-
Series Storage-Arrays innerhalb einer VMware vSphere Client-Session.

Verfiigbare Aufgaben

Sie kdnnen das Plugin verwenden, um die folgenden Aufgaben auszufiihren:

* Anzeigen und Verwalten erkannter Speicher-Arrays im Netzwerk.

» FUhren Sie Batch-Vorgange auf Gruppen mehrerer Storage-Arrays durch.

* FUhren Sie Upgrades auf dem Software-Betriebssystem durch.

* Einstellungen von einem Speicher-Array in ein anderes importieren.

» Konfiguration von Volumes, SSD-Cache, Hosts, Host-Clustern, Pools Und Volume-Gruppen.

« Starten Sie die System Manager-Schnittstelle, um zusatzliche Managementaufgaben auf einem Array
auszuflihren.

Das Plug-in ist kein direkter Ersatz fur die System Manager Schnittstelle, die in jeden Controller

@ fur ein Storage Array integriert ist. System Manager bietet zusatzliche Management-Funktionen.
Wenn gewiinscht, kdnnen Sie den System Manager 6ffnen, indem Sie ein Speicher-Array in der
Hauptansicht des Plugins auswahlen und dann auf Start klicken.

Das Plug-in erfordert eine in der VMware-Umgebung implementierte VMware vCenter Server Appliance und
einen Anwendungshost, um den Plug-in-Webserver zu installieren und auszufiihren.

Weitere Informationen zur Kommunikation in der vCenter Umgebung finden Sie in der folgenden Abbildung.
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Schnittstellentibersicht

Wenn Sie sich beim Plugin anmelden, 6ffnet sich die Hauptseite zu Verwalten - Alle. Auf dieser Seite kdnnen
Sie alle erkannten Speicher-Arrays im Netzwerk anzeigen und verwalten.

Navigationsleiste rechts in der Seitenleiste

In der Navigationsleiste wird Folgendes angezeigt:

* Verwalten — Entdecken Sie Speicher-Arrays in Ihrem Netzwerk, starten Sie System Manager fiir ein Array,
importieren Sie Einstellungen von einem Array auf mehrere Arrays, managen Sie Array-Gruppen,
aktualisieren Sie das SANtricity-Betriebssystem und stellen Sie Speicher bereit.

« Zertifikatverwaltung — Verwalten von Zertifikaten zur Authentifizierung zwischen Browsern und Clients.

» Operationen — Zeigen Sie den Fortschritt von Batch-Operationen, wie das Importieren von Einstellungen
von einem Array in ein anderes.

@ Einige Vorgange sind nicht verfliigbar, wenn ein Speicherarray einen nicht optimalen Status hat.
* Support — Technische Support-Optionen, Ressourcen und Kontakte anzeigen.

Unterstiitzte Browser

Auf das Storage Plug-in fir vCenter kann tber verschiedene Browsertypen zugegriffen werden. Die folgenden
Browser und Versionen werden unterstitzt.



* Google Chrome 89 oder héher
» Mozilla Firefox 80 oder héher
* Microsoft Edge 90 oder hoéher

Benutzerrollen und Berechtigungen

Fir den Zugriff auf Aufgaben im Storage Plugin fir vCenter muss der Benutzer Uber Lese-
/Schreibberechtigungen verfiigen. Standardmafig verfligen alle definierten VMware vCenter-Benutzer-IDs
Uber keine Berechtigungen zum Ausflihren von Aufgaben im Plug-in.

Konfigurationsubersicht
Die Konfiguration umfasst folgende Schritte:

1. "Installieren und registrieren Sie das Plugin”.

2. "Konfigurieren Sie die Berechtigungen fur den Plugin-Zugriff".
3. "Melden Sie sich bei der Plug-in-Schnittstelle an".

4. "Erkennen Sie Storage-Arrays".
5

. "Bereitstellung von Storage".

Weitere Informationen

Weitere Informationen zum Verwalten von Datastores im vSphere Client finden Sie unter "Dokumentation zu
VMware vSphere".

Los geht’s

Installations- und Upgrade-Anforderungen fur das SANtricity Storage Plug-in fiir
vCenter

Prufen Sie vor der Installation oder dem Upgrade des SANTtricity Storage Plug-ins fur
vCenter die Installationsanforderungen und die Upgrade-Uberlegungen.

Installationsvoraussetzungen

Sie kénnen das Storage Plug-in fiir vCenter auf einem Windows Host-System installieren und konfigurieren.
Die Plugin-Installation umfasst die folgenden Anforderungen.

Anforderungen Beschreibung

Unterstltzte Versionen * Von der VMware vCenter Server Appliance unterstitzte Versionen:
6.7U3J, 7.0U1, 7.0U2, 7.0U3 und 8.0.

* NetApp SANTtricity OS Version: 11.60.2 oder hoher
» Unterstitzte Applikations-Host-Versionen: Windows 2016,
Windows 2019, Windows 2022.

Weitere Informationen zur Kompatibilitat finden Sie im "NetApp
Interoperabilitats-Matrix-Tool".


https://docs.vmware.com/en/VMware-vSphere/index.html
https://docs.vmware.com/en/VMware-vSphere/index.html
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix

Anforderungen Beschreibung

Mehrere Instanzen Sie kdnnen nur eine Instanz des Speicher-Plug-ins fir vCenter auf
einem Windows-Host installieren und kénnen es nur bei einem vCSA
registrieren.

Kapazitatsplanung Das Storage Plug-in fur vCenter benétigt ausreichend Platz fiir die
Ausfihrung und Protokollierung. Stellen Sie sicher, dass lhr System
die folgenden Anforderungen an den verfligbaren Speicherplatz erfllt:

» Erforderlicher Installationsspeicherplatz: 275 MB

» Speicherplatz — 275 MB + 200 MB (Protokollierung)
» Systemspeicher — 1.5 GB

Lizenz Das Storage Plug-in fur vCenter ist ein kostenloses eigenstandiges
Produkt, fur das kein Lizenzschlissel erforderlich ist. Es gelten jedoch
geltende Urheberrechte und Nutzungsbedingungen.

Upgrade-Uberlegungen

Wenn Sie ein Upgrade von einer friheren Version durchfiihren, beachten Sie, dass das Plugin vor dem
Upgrade von der vCSA nicht registriert werden muss.

« Wahrend des Upgrades werden die meisten frilheren Konfigurationseinstellungen des Plug-ins
beibehalten. Diese Einstellungen umfassen Benutzerpassworter, alle erkannten Speichersysteme,
Serverzertifikate, vertrauenswirdige Zertifikate und die Konfiguration der Serverlaufzeit.

» Der Upgrade-Prozess nicht erhalten die vcenter.properties-Dateien, so missen Sie das Plugin vor dem
Upgrade zu registrieren. Sobald das Upgrade erfolgreich abgeschlossen wurde, konnen Sie das Plugin
wieder bei der vCSA registrieren.

« Alle zuvor im Repository geladenen SANtricity-OS-Dateien werden wahrend des Upgrades entfernt.

Installieren oder aktualisieren Sie das SANtricity Storage Plug-in fir vCenter

Fuhren Sie diese Schritte aus, um das Storage Plug-in fur vCenter zu installieren und die
Plugin-Registrierung zu Uberprifen. Sie kdnnen das Plugin auch mit diesen Anweisungen
aktualisieren.

Installationsvoraussetzungen priifen

Stellen Sie sicher, dass lhre Systeme die Anforderungen in erflllen "Installations- und Upgrade-Anforderungen
prufen”.

Die vcenter.properties-Dateien werden durch den Aktualisierungsprozess nicht beibehalten.

@ Wenn Sie ein Upgrade durchfiihren, missen Sie die Registrierung des Plugins vor dem
Upgrade aufheben. Sobald das Upgrade erfolgreich abgeschlossen wurde, kénnen Sie das
Plugin wieder bei der vCSA registrieren.



Installieren Sie die Plug-in-Software

So installieren Sie die Plugin-Software:

1. Kopieren Sie die Installer-Datei auf den Host, der als Anwendungsserver verwendet wird, und greifen Sie
dann auf den Ordner zu, in dem Sie das Installationsprogramm heruntergeladen haben.

2. Doppelklicken Sie auf die Installationsdatei:
santricity storage vcenterplugin-windows x64-- nn.nn.nn.nnnn.exe
Im obigen Dateinamen, nn.nn.nn.nnnn Stellt die Versionsnummer dar.

3. Wenn die Installation beginnt, befolgen Sie die Anweisungen auf dem Bildschirm, um mehrere Funktionen
zu aktivieren und einige Konfigurationsparameter einzugeben. Bei Bedarf kdnnen Sie eine dieser Optionen
spater in den Konfigurationsdateien andern.

@ Wahrend eines Upgrades werden keine Konfigurationsparameter angezeigt.

Wahrend der Installation werden Sie zur Zertifikatvalidierung aufgefordert. Aktivieren Sie
das Kontrollkastchen, wenn Sie die Zertifikatvalidierung zwischen dem Plug-in und den
Speicher-Arrays durchsetzen mochten. Bei dieser Durchsetzung werden die
Speicherarrayzertifikate auf Vertrauen in das Plug-in geprift. Wenn die Zertifikate nicht

@ vertrauenswurdig sind, durfen sie dem Plugin nicht hinzugefugt werden. Wenn Sie die
Zertifikatvalidierung Uberschreiben mochten, deaktivieren Sie das Kontrollkastchen, damit
alle Speicher-Arrays mit selbstsignierten Zertifikaten zum Plugin hinzugefligt werden
konnen. Weitere Informationen zu Zertifikaten finden Sie in der Online-Hilfe, die tber die
Plug-in-Schnittstelle verfigbar ist.

4. Wenn die Meldung Webserver gestartet angezeigt wird, klicken Sie auf OK, um die Installation
abzuschlielRen, und klicken Sie dann auf Fertig.

5. Uberpriifen Sie, ob der Anwendungsserver erfolgreich installiert wurde, indem Sie den Befehl
Services.msc ausfuhren.

6. Uberpriifen Sie, ob der Application Server (VCP)-Service NetApp SANtricity Storage Plug-in fiir vCenter
installiert war und der Service gestartet wurde.

Bei Bedarf kdnnen Sie die Einstellungen fir Zertifikatvalidierung und Webservice-Port nach
der Installation andern. Offnen Sie im Installationsverzeichnis die Datei wsconfig.xml. Um
die Zertifikatvalidierung auf Speicherarrays zu entfernen, andern Sie das env Schlissel,
trust.all.arrays, An true. Andern Sie den Web Services-Port, wenn Sie den &ndern

@ mochten sslport Wert bis zum gewlinschten Portwert im Bereich von 0-65535. Stellen Sie
sicher, dass die verwendete Portnummer keine Bindung an einen anderen Prozess hat.
Wenn Sie fertig sind, speichern Sie die Anderungen und starten Sie den Plugin Webserver
neu. Wenn der Portwert des Plugin-Webservers nach der Registrierung des Plugins in
einem vCSA geandert wird, missen Sie das Plugin unregistrieren und neu registrieren,
damit der vCSA auf dem geanderten Port an den Plugin-Webserver kommuniziert.

Registrieren Sie das Plug-in mit einer vCenter Server Appliance

Nachdem die Plugin-Software installiert ist, registrieren Sie das Plugin mit einem vCSA.



Das Plugin kann nur jeweils auf einer vCSA registriert werden. Um sich bei einem anderen

@ vCSA zu registrieren, missen Sie das Plugin von der aktuellen vCSA deinstallieren und es vom
Anwendungs-Host deinstallieren. Sie kénnen dann das Plugin neu installieren und es auf dem
anderen vCSA registrieren.

1. Offnen Sie eine Eingabeaufforderung tiber die Befehlszeile, und navigieren Sie zum folgenden Verzeichnis:
<install directory>\vcenter-register\bin

2. Flhren Sie die Datei vcenter-Register.bat aus:
vcenter-register.bat *

AN

—action registerPlugin
-vcenterHostname <vCenter FQDN> ©
-username <Administrator username> *

3. Uberpriifen Sie, ob das Skript erfolgreich war.

Die Protokolle werden in gespeichert $install dir%/working/logs/vc-registration.log.

Uberpriifen Sie die Plugin-Registrierung

Nachdem das Plugin installiert und das Registrierungsskript ausgefihrt wurde, Uberprifen Sie, ob das Plugin
bei der vCenter Server Appliance erfolgreich registriert wurde.

1. Offnen Sie vSphere Client auf der vCenter Server Appliance.
2. Wabhlen Sie in der Mendleiste Meni:Administrator[Client Plugins].

3. Stellen Sie sicher, dass das Storage Plugin fur vCenter als aktiviert aufgefihrt ist.

Wenn das Plug-in als deaktiviert aufgefihrt wird und eine Fehlermeldung anzeigt, dass es nicht mit dem
Anwendungsserver kommunizieren kann, Gberprifen Sie, ob die fir den Anwendungsserver definierte
Portnummer aktiviert ist, um alle Firewalls zu durchlaufen, die verwendet werden kénnten. Die
standardmafige Portnummer des Anwendungsservers Transmission Control Protocol (TCP) ist 8445.

Konfigurieren Sie das SANtricity-Speicher-Plugin fiir vCenter-
Zugriffsberechtigungen

Sie kdnnen Zugriffsberechtigungen fur das Storage Plugin fur vCenter konfigurieren, das
Benutzer, Rollen und Berechtigungen umfasst.

Erforderliche vSphere-Berechtigungen priifen

Um auf das Plug-in im vSphere Client zuzugreifen, missen Sie einer Rolle zugewiesen werden, die Uber die
entsprechenden vSphere-Berechtigungen verfligt. Benutzer mit der Berechtigung ,Datastore konfigurieren®
vSphere haben Lese-Schreib-Zugriff auf das Plugin, wahrend Benutzer mit der Berechtigung ,Datastore
durchsuchen® nur Lesezugriff haben. Wenn ein Benutzer keine dieser Berechtigungen hat, zeigt das Plugin
eine Meldung ,unzureichende Berechtigungen® an.

Plugin-Zugriffstyp VSphere-Berechtigung erforderlich
Lesen/Schreiben (Konfigurieren) Datastore.Configure
Schreibgeschutzt (Anzeigen) Datastore.Durchsuchen



Storage Administrator-Rollen konfigurieren

Um Lese-/Schreibberechtigungen fur Plugin-Benutzer bereitzustellen, kénnen Sie eine Rolle erstellen, klonen
oder bearbeiten. Weitere Informationen zum Konfigurieren von Rollen im vSphere-Client finden Sie im VMware
Doc Center unter folgendem Thema:

» "Erstellen Sie eine benutzerdefinierte Rolle"

Auf Rollenaktionen zugreifen

1. Wahlen Sie auf der Startseite des vSphere Clients im Bereich Access Control die Option Administrator
aus.

2. Klicken Sie im Bereich Zugriffskontrolle auf Rollen.
3. Fuhren Sie eine der folgenden Aktionen aus:
> Neue Rolle erstellen: Klicken Sie auf das Aktionssymbol Rolle erstellen.

> Clone Role: Wahlen Sie eine vorhandene Rolle aus und klicken Sie auf das Aktionssymbol Clone
Role.

o Vorhandene Rolle bearbeiten: Wahlen Sie eine vorhandene Rolle aus und klicken Sie auf das
Aktionssymbol Rolle bearbeiten.

@ Die Administratorrolle kann nicht bearbeitet werden.

Abhangig von der oben genannten Auswahl wird der entsprechende Assistent angezeigt.

Erstellen Sie eine neue Rolle

1. Wahlen Sie in der Liste Berechtigungen die Zugriffsberechtigungen aus, die dieser Rolle zugewiesen
werden sollen.

Um schreibgeschitzten Zugriff auf das Plugin zu erméglichen, wahlen Sie Meni:Datastore[Browse
Datastore]. Um Lese-/Schreibzugriff zu ermoglichen, wahlen Sie Menu:Datastore[Configure Datastore].
2. Weisen Sie bei Bedarf andere Berechtigungen fiir die Liste zu und klicken Sie dann auf Weiter.
3. Benennen Sie die Rolle und geben Sie eine Beschreibung ein.
4. Klicken Sie Auf Fertig Stellen.

Rolle klonen

1. Benennen Sie die Rolle und geben Sie eine Beschreibung ein.
Klicken Sie auf OK, um den Assistenten zu beenden.

Wahlen Sie die geklonte Rolle aus der Liste aus und klicken Sie dann auf Rolle bearbeiten.

> w0 N

Wahlen Sie in der Liste Berechtigungen die Zugriffsberechtigungen aus, die dieser Rolle zugewiesen
werden sollen.

Um schreibgeschutzten Zugriff auf das Plugin zu erméglichen, wahlen Sie Menu:Datastore[Browse
Datastore]. Um Lese-/Schreibzugriff zu erméglichen, wahlen Sie Menul:Datastore[Configure Datastore].

5. Klicken Sie Auf Weiter.

6. Aktualisieren Sie ggf. den Namen und die Beschreibung.


https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.security.doc/GUID-41E5E52E-A95B-4E81-9724-6AD6800BEF78.html

7. Klicken Sie Auf Fertig Stellen.

Bearbeiten Sie eine vorhandene Rolle

1. Wahlen Sie in der Liste Berechtigungen die Zugriffsberechtigungen aus, die dieser Rolle zugewiesen
werden sollen.

Um schreibgeschuitzten Zugriff auf das Plugin zu ermoglichen, wahlen Sie Menu:Datastore[Browse
Datastore]. Um Lese-/Schreibzugriff zu erméglichen, wahlen Sie Menu:Datastore[Configure Datastore].
2. Klicken Sie Auf Weiter.
3. Aktualisieren Sie ggf. den Namen oder die Beschreibung.
4. Klicken Sie Auf Fertig Stellen.

Legen Sie Berechtigungen fiir vCenter Server Appliance fest

Nachdem Sie Berechtigungen fir eine Rolle festgelegt haben, missen Sie der vCenter Server Appliance eine
Berechtigung hinzufligen. Mit dieser Berechtigung kann ein Benutzer oder eine Gruppe auf das Plugin
zugreifen.
1. Wahlen Sie aus der Dropdown-Liste Menl die Option Hosts und Cluster aus.
. Wahlen Sie die vCenter Server Appliance aus dem Bereich Access Control aus.

2

3. Klicken Sie auf die Registerkarte Berechtigungen.

4. Klicken Sie auf das Aktionssymbol Berechtigung hinzufiigen.
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. Wahlen Sie die entsprechende Doméane und den entsprechenden Benutzer/die entsprechende Gruppe
aus.

6. Wahlen Sie die erstellte Rolle aus, die die Berechtigung zum Lese-/Schreib-Plugin ermdglicht.
7. Aktivieren Sie bei Bedarf die Option auf Kinder libertragen.
8. Klicken Sie auf OK.

Sie kdnnen eine vorhandene Berechtigung auswahlen und andern, um die erstellte Rolle zu

@ verwenden. Beachten Sie jedoch, dass die Rolle zusammen mit Lese-/Schreib-Plugin-
Berechtigungen die gleichen Rechte haben muss, um eine Regress in Berechtigungen zu
vermeiden.

Um auf das Plugin zuzugreifen, missen Sie sich unter dem Benutzerkonto, das Uber die Lese-
/Schreibberechtigungen fir das Plugin verfligt, beim vSphere Client anmelden.

Weitere Informationen zum Verwalten von Berechtigungen finden Sie in den folgenden Themen im VMware
Doc Center:

+ "Verwalten von Berechtigungen fiir vCenter-Komponenten"
+ "Best Practices fir Rollen und Berechtigungen"
Melden Sie sich an und navigieren Sie zum SANtricity Storage Plug-in fur vCenter

Sie konnen sich beim Storage Plugin fur vCenter anmelden, um die Benutzeroberflache
ZU navigieren.
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. Bevor Sie sich beim Plugin anmelden, stellen Sie sicher, dass Sie einen der folgenden Browser
verwenden:

o Google Chrome 89 oder héher
o Mozilla Firefox 80 oder hoher
o Microsoft Edge 90 oder hoher

. Melden Sie sich beim vSphere Client unter dem Benutzerkonto an, das tUber Lese-/Schreibberechtigungen
fur das Plugin verfligt.

. Klicken Sie auf der Startseite des vSphere Clients auf SANtricity Storage Plug-in fiir vCenter.

Das Plugin wird in einem vSphere Client-Fenster gedffnet. Die Hauptseite des Plugins 6ffnet sich zu
Manage-All.

4. Greifen Sie Uber die Navigationsleiste links in der Navigationsleiste auf Storage Management-Aufgaben
ZU:

o Verwalten — Entdecken Sie Speicher-Arrays in lhrem Netzwerk, 6ffnen Sie System Manager fir ein
Array, importieren Sie Einstellungen von einem Array auf mehrere Arrays, managen Sie Array-
Gruppen, aktualisieren Sie die Betriebssystemsoftware und stellen Sie Speicher bereit.

o Zertifikatverwaltung — Verwalten von Zertifikaten zur Authentifizierung zwischen Browsern und
Clients.

o Operationen — Anzeigen des Fortschritts von Batch-Operationen, wie z.B. das Importieren von
Einstellungen von einem Array in ein anderes.

o Support — Anzeigen von Optionen, Ressourcen und Kontakten zum technischen Support.

@ Einige Vorgange sind nicht verfugbar, wenn ein Speicherarray einen nicht optimalen Status hat.

Ermitteln Sie Speicher-Arrays im SANtricity Speicher-Plug-in fiir vCenter

Um Speicherressourcen anzuzeigen und zu verwalten, mussen Sie die IP-Adressen von
Arrays in lhrem Netzwerk Uber die Schnittstelle Storage Plug-in fur vCenter ermitteln.

Bevor Sie beginnen
» Sie missen die Netzwerk-IP-Adressen (oder den Adressbereich) der Array-Controller kennen.

* Die Speicher-Arrays miussen ordnungsgemal eingerichtet und konfiguriert sein, und Sie missen die
Anmeldedaten des Speicher-Arrays (Benutzername und Passwort) kennen.

Schritt 1: Geben Sie Netzwerkadressen fiir die Ermittlung ein

Schritte

1. Wahlen Sie auf der Seite Verwalten die Option Hinzufiigen/Entdecken.
Das Dialogfeld Netzwerkadressbereich eingeben wird angezeigt.

2. Fihren Sie einen der folgenden Schritte aus:

o Um ein Array zu ermitteln, wahlen Sie die Optionsschaltflache Entdecken eines einzelnen
Speicherarrays aus und geben dann die IP-Adresse flr einen der Controller im Speicher-Array ein.

o Um mehrere Speicher-Arrays zu entdecken, wahlen Sie die Optionsschaltflache Alle Speicher-Arrays
in einem Netzwerkbereich aus. Geben Sie dann die Startnetzwerkadresse und die Netzwerkadresse



ein, um das lokale Subnetzwerk zu durchsuchen.

3. Klicken Sie Auf Erkennung Starten.

Beim Beginn des Erkennungsvorgangs werden die Speicher-Arrays im Dialogfeld angezeigt, wenn sie
erkannt werden. Der Erkennungsvorgang kann mehrere Minuten dauern.

Wenn keine verwaltbaren Arrays erkannt werden, Uberpriifen Sie, ob die Speicher-Arrays ordnungsgemafn
mit Ihrem Netzwerk verbunden sind und die zugewiesenen Adressen innerhalb der Reichweite liegen.
Klicken Sie auf Neue Ermittlungsparameter, um zur Seite Hinzufligen/Entdecken zuriickzukehren.

4. Aktivieren Sie das Kontrollkdstchen neben einem beliebigen Speicher-Array, das Sie Ihrer Management-
Domane hinzufligen méchten.

Das System flihrt fiir jedes Array, das Sie der Management-Domane hinzufligen, eine
Anmeldeinformationsprifung durch. Moglicherweise missen Sie Probleme mit nicht vertrauenswirdigen
Zertifikaten beheben, bevor Sie fortfahren.

5. Klicken Sie auf Weiter, um mit dem nachsten Schritt im Assistenten fortzufahren.

Wenn die Speicher-Arrays Uber glltige Zertifikate verfiigen, gehen Sie zu Schritt 3: Geben Sie Passworter
ein.

Wenn keine Speicherarrays Uber gliltige Zertifikate verfligen, wird das Dialogfeld Selbstsignierte Zertifikate
auflésen angezeigt. Gehen Sie zu Schritt 2: Lésen Sie nicht vertrauenswurdige Zertifikate wahrend der
Ermittlung.

Wenn Sie CA-signierte Zertifikate importieren méchten, I6schen Sie den Ermittlungsassistenten und
klicken Sie im linken Bereich auf Zertifikatverwaltung. Weitere Anweisungen finden Sie in der Online-
Hilfe.

Schritt 2: Losen Sie nicht vertrauenswiirdige Zertifikate wahrend der Ermittlung

Sie mussen Probleme mit dem Zertifikat 16sen, bevor Sie mit der Ermittlung fortfahren.

1. Wenn das Dialogfeld selbst signierte Zertifikate auflésen gedffnet wird, Gberprifen Sie die Informationen,
die fUr die nicht vertrauenswurdigen Zertifikate angezeigt werden. Fur weitere Informationen kénnen Sie
auch auf die Ellipsen am aufRersten Ende der Tabelle klicken und im Kontextmeni Ansicht wahlen.

2. Fihren Sie einen der folgenden Schritte aus:

> Wenn Sie den Verbindungen zu den erkannten Speicherarrays vertrauen, klicken Sie auf Weiter und
klicken Sie dann auf Ja, um den nachsten Dialog im Assistenten zu bestéatigen. Die selbstsignierten
Zertifikate werden als vertrauenswuirdig gekennzeichnet und die Speicher-Arrays werden dem Plugin
hinzugeflgt.

> Wenn Sie den Verbindungen zu den Speicher-Arrays nicht vertrauen, wahlen Sie Abbrechen und
validieren Sie die Sicherheitszertifikatstrategie jedes Speicherarrays, bevor Sie einen dieser
Verbindungen hinzufligen.

3. Klicken Sie auf Weiter, um mit dem nachsten Schritt im Assistenten fortzufahren.

Schritt 3: Geben Sie Passworter ein

Als letzter Schritt zur Ermittlung missen Sie die Passworter fiir die Speicherarrays eingeben, die Sie lhrer
Management-Domane hinzufligen mochten.
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1. Geben Sie flr jedes erkannte Array sein Administratorkennwort in die Felder ein.
2. Klicken Sie Auf Fertig Stellen.
Es kann mehrere Minuten dauern, bis das System eine Verbindung zu den angegebenen Speicherarrays

herstellt. Nach Abschluss des Prozesses werden die Speicherarrays lhrer Verwaltungsdomane hinzugeftigt
und der ausgewahlten Gruppe zugeordnet (falls angegeben).

Stellen Sie Speicher im SANTtricity Speicher-Plug-in fiir vCenter bereit

Zur Bereitstellung von Storage erstellen Sie Volumes, weisen Hosts Volumes zu und
weisen Datastores Volumes zu.

Schritt: Volumes erstellen

Volumes sind Daten-Container, die den Speicherplatz auf lnrem Storage-Array managen und organisieren. Sie
erstellen Volumes aus der Speicherkapazitat, die auf Ihrem Speicher-Array verfugbar ist, was lhnen hilft, die
Ressourcen lhres Systems zu organisieren. Das Konzept der "Volumes" ist ahnlich wie die Verwendung von
Ordnern/Verzeichnissen auf einem Computer, um Dateien flir schnellen Zugriff zu organisieren.

Volumes sind die einzige Datenebene, die Hosts sichtbar ist. In einer SAN-Umgebung werden Volumes den
Logical Unit Numbers (LUNs) zugeordnet. Diese LUNs enthalten die Benutzerdaten, auf die Gber ein oder
mehrere der vom Storage-Array unterstitzten Host-Zugriffsprotokolle zugegriffen werden kann.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie Menu:Erstellen[Volumes].
Das Dialogfeld Host auswahlen wird angezeigt.

4. Wahlen Sie aus der Dropdown-Liste einen bestimmten Host oder Host-Cluster aus, dem Sie Volumes
zuweisen mochten, oder wahlen Sie aus, zu einem spateren Zeitpunkt den Host oder Host-Cluster
zuzuweisen.

5. Um die Volume-Erstellungsreihenfolge fiir den ausgewahlten Host oder Host-Cluster fortzusetzen, klicken
Sie auf Weiter.

Das Dialogfeld ,Workload auswahlen® wird angezeigt. Ein Workload enthalt Volumes mit ahnlichen
Eigenschaften, die auf Grundlage des von dem Workload unterstitzten Applikationstyps optimiert sind. Sie
kénnen einen Workload definieren oder vorhandene Workloads auswahlen.

6. Fuhren Sie einen der folgenden Schritte aus:

o Wahlen Sie die Option Volumes fiir einen vorhandenen Workload erstellen aus, und wahlen Sie
den Workload aus der Dropdown-Liste aus.

o Wahlen Sie die Option Einen neuen Workload erstellen aus, um einen neuen Workload firr eine
unterstitzte Anwendung oder fir ,andere” Anwendungen zu definieren, und fihren Sie anschlief3end
die folgenden Schritte aus:

i. Wahlen Sie in der Dropdown-Liste den Namen der Anwendung aus, fir die Sie den neuen
Workload erstellen méchten. Wahlen Sie einen der ,anderen® Eintrage aus, wenn die Anwendung,
die Sie flr dieses Speicher-Array verwenden mdchten, nicht aufgeflihrt ist.
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7.

8.

12

ii. Geben Sie einen Namen flir den zu erstellenden Workload ein.

Klicken Sie Auf Weiter. Wenn Ihr Workload einem unterstiitzten Applikationstyp zugewiesen ist, geben Sie
die angeforderten Informationen ein. Andernfalls fahren Sie mit dem nachsten Schritt fort.

Das Dialogfeld Volumes hinzufligen/bearbeiten wird angezeigt. In diesem Dialogfeld erstellen Sie Volumes
aus geeigneten Pools oder Volume-Gruppen. Fur jeden infrage kommenden Pool und jede Volume-Gruppe
wird die Anzahl der verfigbaren Laufwerke und die gesamte freie Kapazitat angezeigt. Fir einige
applikationsspezifische Workloads zeigt jede qualifizierte Pool- oder Volume-Gruppe die vorgeschlagene
Kapazitat basierend auf der vorgeschlagenen Volume-Konfiguration und zeigt die verbleibende freie
Kapazitat in gib an. Fur andere Workloads wird die vorgeschlagene Kapazitat angezeigt, wenn Sie
Volumes zu einem Pool oder einer Volume-Gruppe hinzufligen und die gemeldete Kapazitat angeben.

Bevor Sie mit dem Hinzufligen von Volumes beginnen, lesen Sie die Richtlinien in der folgenden Tabelle.

Feld Beschreibung

Freie Kapazitat Da Volumes aus Pools oder Volume-Gruppen erstellt werden, muss der
ausgewahlte Pool oder die ausgewahlte Volume-Gruppe tber ausreichende
freie Kapazitat verfigen.

Data Assurance (da) Um ein Volume mit einem da-fahigen Volumen zu erstellen, muss die Host-
Verbindung, die Sie verwenden mdchten, da unterstitzen.

* Wenn Sie ein DA-fahiges Volume erstellen méchten, wahlen Sie einen
Pool oder eine Volume-Gruppe aus, die flr da geeignet ist (suchen Sie in
der Tabelle mit den Kandidaten fiir Pool- und Volume-Gruppen nach Ja
neben ,da"“).

* DA-Funktionen werden auf Pool- und Volume-Gruppenebene prasentiert.
DA der Schutz auf Fehler Uberprift und korrigiert, die auftreten kénnen,
wenn Daten durch die Controller an die Laufwerke Ubertragen werden.
Durch die Auswahl eines da-fahigen Pools oder einer Volume-Gruppe fiir
das neue Volume wird sichergestellt, dass Fehler erkannt und behoben
werden.

* Wenn eine der Host-Verbindungen auf den Controllern im Speicher-Array
keine Unterstitzung fur da bietet, kdnnen die zugeordneten Hosts auf da-
fahige Volumes keinen Zugriff auf Daten haben.



Feld

Laufwerkssicherheit

Ressourcen-

Provisionierung

Beschreibung

Um ein sicheres Volume zu erstellen, muss fir das Storage Array ein
Sicherheitsschlissel erstellt werden.

* Wenn Sie ein sicheres Volume erstellen mdchten, wahlen Sie einen Pool
oder eine Volume-Gruppe aus, die sicher ist (suchen Sie in der Tabelle mit
den Kandidaten fir Pool- und Volume-Gruppen nach Ja neben ,Secure-
fahig").

Die Sicherheitsfunktionen fiir die Laufwerksicherheit werden auf Pool- und
Volume-Gruppenebene prasentiert. Sichere Laufwerke verhindern
unbefugten Zugriff auf die Daten auf einem Laufwerk, das physisch vom
Storage-Array entfernt wird. Ein sicheres Laufwerk verschlisselt Daten
wahrend des Schreibvorgangs und entschlisselt Daten beim Lesen
mithilfe eines eindeutigen Verschlisselungsschlissels.

* Ein Pool oder eine Volume-Gruppe kann sowohl sichere als auch nicht
sichere Laufwerke enthalten. Zur Nutzung der Verschlisselungsfunktionen
mussen jedoch alle Laufwerke sicher sein.

Um ein Volume mit Ressourcenbereitstellung zu erstellen, missen alle
Laufwerke NVMe-Laufwerke mit der dezugewiesenen oder nicht
geschriebenen Option Logical Block Error (DULBE) sein.

9. Wahlen Sie eine dieser Aktionen aus, basierend darauf, ob Sie im vorherigen Schritt ,Sonstige” oder einen
applikationsspezifischen Workload ausgewahlt haben:

o Other — Klicken Sie Neues Volume hinzufiigen in jedem Pool oder Volume-Gruppe, die Sie
verwenden mochten, um ein oder mehrere Volumes zu erstellen.

o Anwendungsspezifischer Workload — Klicken Sie entweder auf Weiter, um die vom System
empfohlenen Volumes und Merkmale fiir den ausgewahlten Workload zu akzeptieren, oder klicken Sie
auf Volumes bearbeiten, um die vom System empfohlenen Volumes und Merkmale fiir den
ausgewahlten Workload zu andern, hinzuzufligen oder zu lI6schen.

Die folgenden Felder werden angezeigt.

Feld

Volume-Name

Beschreibung

Einem Volume wird wahrend der Volume-Erstellungsreihenfolge ein
Standardname zugewiesen. Sie kdnnen entweder den Standardnamen
akzeptieren oder einen aussagekraftigeren Namen angeben, der die Art der im
Volume gespeicherten Daten angibt.
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Feld

Gemeldete Kapazitat

Volume-Typ

Volume-Block-Grole
(nur EF300 und EF600)

Beschreibung

Definieren Sie die Kapazitat des neuen Volume und der zu verwendenden
Kapazitatseinheiten (MiB, gib oder tib). Bei dicken Volumes betragt die
Mindestkapazitat 1 MiB, und die maximale Kapazitat wird durch die Anzahl und
Kapazitat der Laufwerke im Pool oder der Volume-Gruppe bestimmt. Die
Kapazitat in einem Pool wird in Schritten von 4 gib zugewiesen. Kapazitaten,
die nicht ein Vielfaches von 4 gib betragt, werden zugewiesen, aber nicht
nutzbar. Um sicherzustellen, dass die gesamte Kapazitat nutzbar ist, geben
Sie die Kapazitat in Schritten von 4 gib an. Wenn eine nicht nutzbare Kapazitat
vorhanden ist, besteht die einzige Méglichkeit zur Wiederherstellung darin, die
Kapazitat des Volume zu erhéhen.

Wenn Sie ,applikationsspezifische Workloads* ausgewahlt haben, wird das
Feld Volume-Typ angezeigt. Dies gibt den Volume-Typ an, der fiir einen
applikationsspezifischen Workload erstellt wurde.

Zeigt die Block-Grofen, die fir das Volume erstellt werden kénnen:

- 512-512 Byte
- 4 KB — 4,096 Byte



Feld

Segmentgrofie

Sicher

DA

Beschreibung

Zeigt die Einstellung fur die Segmentgréfien, die nur fir Volumes in einer
Volume-Gruppe angezeigt wird. Sie kdnnen die Segmentgrofie andern, um die
Leistung zu optimieren.

Zulassige SegmentgroBen-Uberginge — das System bestimmt die
zulassigen SegmentgroRen-Ubergange. SegmentgréRen, bei denen es sich
um unangemessene Ubergange aus der aktuellen SegmentgréRe handelt,
sind in der Dropdown-Liste nicht verfiigbar. Zulassige Ubergénge sind in der
Regel doppelt oder halb so grol wie das aktuelle Segment. Wenn die aktuelle
Volume-SegmentgrofRe beispielsweise 32 KiB betragt, ist eine neue Volume-
SegmentgrolRe von entweder 16 KiB oder 64 KiB zuldssig.

SSD Cache-fahige Volumes — Sie kdnnen eine 4-KiB-SegmentgroRe fir SSD
Cache-fahige Volumes angeben. Vergewissern Sie sich, dass Sie die 4-KiB-
SegmentgroRe nur fliir SSD-Cache-fahige Volumes auswahlen, die I/O-
Vorgange mit kleinen Blocken bearbeiten (beispielsweise 16 KiB-1/O-
BlockgréRRen oder kleiner). Die Performance kdnnte beeintrachtigt werden,
wenn Sie 4 als SegmentgréRe fur SSD Cache-fahige Volumes auswahlen, die
sequenzielle Operationen von groRen Blécken bearbeiten.

Zeit zum Andern der SegmentgroRe — die Zeit, die zur Anderung der
Segmentgrole eines Volumes bendtigt wird, hangt von diesen Variablen ab:

* Die I/0O-Last vom Host

+ Die Anderungsprioritat des Volumes

* Die Anzahl der Laufwerke in der Volume-Gruppe
* Die Anzahl der Laufwerkskanéle

 Die Verarbeitungsleistung der Speicher-Array-Controller

Wenn Sie die Segmentgrof3e fur ein Volume andern, wirkt sich die I/O-
Performance auf die I1/0O-Performance aus, doch die Daten bleiben verfiigbar.

Ja erscheint neben "Secure-fahig" nur dann, wenn die Laufwerke im Pool oder
in der Volume-Gruppe verschliisselungsfahig sind. Die Laufwerkssicherheit
verhindert, dass nicht autorisierter Zugriff auf die Daten auf einem Laufwerk
erfolgt, das physisch vom Speicher-Array entfernt wird. Diese Option ist nur
verfugbar, wenn die Laufwerksicherheit aktiviert wurde und fir das Speicher-
Array ein Sicherheitsschlissel eingerichtet wurde. Ein Pool oder eine Volume-
Gruppe kann sowohl sichere als auch nicht sichere Laufwerke enthalten. Zur
Nutzung der Verschlisselungsfunktionen missen jedoch alle Laufwerke sicher
sein.

Ja erscheint neben ,da“ nur dann, wenn die Laufwerke im Pool oder in der
Volume-Gruppe Data Assurance (da) unterstiitzen. DA erhoht die
Datenintegritat im gesamten Storage-System. DA ermdglicht es dem Storage-
Array, Fehler zu Uberprifen, die auftreten kénnen, wenn Daten durch die
Controller an die Laufwerke Gbertragen werden. Die Verwendung von da fir
das neue Volume stellt sicher, dass alle Fehler erkannt werden.

10. Klicken Sie auf Weiter, um mit der Volumenerzeugung fir die ausgewahlte Anwendung fortzufahren.
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11. Lesen Sie im letzten Schritt eine Zusammenfassung der Volumes, die Sie erstellen méchten, und nehmen
Sie die erforderlichen Anderungen vor. Um Anderungen vorzunehmen, klicken Sie auf Zuriick. Wenn Sie
mit Ihrer Volumenkonfiguration zufrieden sind, klicken Sie auf Fertig stellen.

Schritt: Hostzugriff erstellen und Volumes zuweisen

Ein Host kann manuell erstellt werden:

* Manuell — bei der manuellen Hosterstellung verknlipfen Sie Host-Port-IDs, indem Sie sie aus einer Liste
auswahlen oder manuell eingeben. Nachdem Sie einen Host erstellt haben, konnen Sie ihm Volumes
zuweisen oder einem Host Cluster hinzufligen, wenn Sie den Zugriff auf Volumes freigeben mochten.

Manuelles Erstellen des Hosts

Bevor Sie beginnen
Lesen Sie folgende Richtlinien:

» Sie mussen bereits Storage Arrays in lhrer Umgebung hinzugefligt oder erkannt haben.

+ Sie missen die dem Host zugeordneten Host-Identifier-Ports definieren.

« Stellen Sie sicher, dass Sie denselben Namen wie den zugewiesenen Systemnamen des Hosts angeben.
 Dieser Vorgang ist nicht erfolgreich, wenn der gewahlte Name bereits verwendet wird.

* Die Lange des Namens darf nicht mehr als 30 Zeichen umfassen.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit der Hostverbindung aus.

2. Wahlen Sie MenU:Bereitstellung [Hosts konfigurieren].
Die Seite Hosts konfigurieren wird gedffnet.

3. Klicken Sie auf Meni:Create[Host].
Das Dialogfeld Host erstellen wird angezeigt.

4. Wahlen Sie die entsprechenden Einstellungen fir den Host aus.

Feld Beschreibung

Name Geben Sie einen Namen flir den neuen Host ein.

Host-Betriebssystem-Typ Wahlen Sie aus der Dropdown-Liste das auf dem neuen Host ausgefiihrte
Betriebssystem aus.

Host-Schnittstellentyp (Optional) Wenn auf Ihrem Speicherarray mehr als eine Host-Schnittstelle
unterstitzt wird, wahlen Sie den Host-Schnittstellentyp aus, den Sie
verwenden mochten.
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Feld Beschreibung

Host-Ports Fihren Sie einen der folgenden Schritte aus:

* 1/0-Schnittstelle auswahlen — generell sollten sich die Host-Ports
angemeldet haben und Uber die Dropdown-Liste verfligbar sein. Sie
kénnen die Host-Port-IDs aus der Liste auswahlen.

* Manuelles Hinzufiigen — Wenn eine Host-Port-ID nicht in der Liste
angezeigt wird, bedeutet dies, dass der Host-Port nicht angemeldet ist.
Mithilfe eines HBA-Dienstprogramms oder des iSCSI-Initiator-
Dienstprogramms kénnen die Host-Port-IDs ermittelt und mit dem Host
verknupft werden.

Sie kdnnen die Host-Port-IDs manuell eingeben oder sie aus dem
Dienstprogramm (nacheinander) in das Feld Host-Ports kopieren/einfiigen.

Sie mussen eine Host-Port-ID gleichzeitig auswahlen, um sie dem Host
zuzuordnen. Sie kénnen jedoch weiterhin so viele Kennungen auswahlen, die
dem Host zugeordnet sind. Jede Kennung wird im Feld Host-Ports angezeigt.
Bei Bedarf kdnnen Sie auch einen Bezeichner entfernen, indem Sie neben ihm
die X-Option auswahlen.

Legen Sie den CHAP- (Optional) Wenn Sie einen Host-Port mit einem iSCSI-IQN ausgewahlt oder

Initiatorschlissel fest manuell eingegeben haben und wenn Sie einen Host benétigen méchten, der
versucht, auf das Speicher-Array zuzugreifen, um sich mit dem Challenge
Handshake Authentication Protocol (CHAP) zu authentifizieren, aktivieren Sie
das Kontrollkdstchen CHAP Initiator Secret setzen. Gehen Sie fir jeden
ausgewahlten oder manuell eingegebenen iSCSI-Host-Port wie folgt vor:

* Geben Sie denselben CHAP-SchlUssel ein, der auf jedem iSCSI-
Hostinitiator fir die CHAP-Authentifizierung festgelegt wurde. Wenn Sie die
gegenseitige CHAP-Authentifizierung verwenden (zwei-Wege-
Authentifizierung, die es einem Host ermoglicht, sich am Speicher-Array zu
validieren, und damit sich ein Speicher-Array am Host validieren kann),
mussen Sie auch den CHAP-Schlissel fiir das Speicher-Array bei der
Ersteinrichtung oder durch Andern von Einstellungen festlegen.

* Wenn Sie keine Host-Authentifizierung benétigen, lassen Sie das Feld leer.

Derzeit wird nur CHAP verwendet.

5. Klicken Sie Auf Erstellen.

6. Wenn Sie die Hostinformationen aktualisieren missen, wahlen Sie den Host aus der Tabelle aus und
klicken Sie auf Einstellungen anzeigen/bearbeiten.

Nachdem der Host erfolgreich erstellt wurde, erstellt das System fir jeden Host-Port, der fir den Host
konfiguriert wurde (Benutzungsbezeichnung) einen Standardnamen. Der Standard-Alias ist

<Hostname Port Number>. Der Standard-Alias fir den ersten Port, der fir das Host-IPT erstellt wurde,
ist beispielsweise IPT 1.

7. Als Nachstes mussen Sie ein Volume einem Host oder Host-Cluster zuweisen, damit es fur 1/0-Vorgange
verwendet werden kann. Wahlen Sie Menu:Bereitstellung [Hosts konfigurieren].

17



9.

10.

Die Seite Hosts konfigurieren wird geoffnet.

Wahlen Sie den Host oder Host-Cluster aus, dem Sie Volumes zuweisen mochten, und klicken Sie dann
auf Volumes zuweisen.

Es wird ein Dialogfeld angezeigt, in dem alle Volumes aufgelistet werden, die zugewiesen werden kénnen.
Sie kénnen jede der Spalten sortieren oder etwas in das Filter-Feld eingeben, um bestimmte Volumes
einfacher zu finden.

Aktivieren Sie das Kontrollkastchen neben jedem Volume, das Sie zuweisen mdchten, oder aktivieren Sie
das Kontrollkastchen in der Tabellentberschrift, um alle Volumes auszuwahlen.

Klicken Sie auf Zuweisen, um den Vorgang abzuschlie3en.
Das System flhrt die folgenden Aktionen durch:
o Das zugewiesene Volume erhalt die nachste verfigbare LUN-Nummer. Der Host verwendet die LUN-

Nummer flr den Zugriff auf das Volume.

o Der vom Benutzer bereitgestellte Volume-Name wird in den Volume-Listen angezeigt, die dem Host
zugeordnet sind. Falls zutreffend, wird das werkseitig konfigurierte Zugriffsvolume auch in den Volume-
Listen angezeigt, die dem Host zugeordnet sind.

Schritt 3: Erstellen Sie einen Datastore in vSphere Client

Informationen zum Erstellen eines Datastore im vSphere-Client finden Sie unter "Erstellen Sie einen VMFS-
Datenspeicher im vSphere-Client” Thema im VMware Doc Center.

Erhohung der Kapazitit vorhandener Datastores durch Erh6hung der Volume-Kapazitat

Sie kdnnen die gemeldete Kapazitat (die gemeldete Kapazitat an Hosts) eines Volumes erhéhen, indem Sie
die freie Kapazitat nutzen, die in dem Pool bzw. der Volume-Gruppe verfiigbar ist.

Bevor Sie beginnen

Stellen Sie sicher, dass:

* Im zugewiesenen Pool bzw. der Volume-Gruppe des Volumes steht gentigend freie Kapazitat zur

Verfligung.

+ Das Volume ist optimal und nicht in einem Zustand der Anderung.

* Im Volume werden keine Hot-Spare-Laufwerke verwendet. (Gilt nur fir Volumes in Volume-Gruppen.)

Eine Erhdhung der Kapazitat eines Volumens wird nur auf bestimmten Betriebssystemen

@ unterstitzt. Wenn Sie die Volume-Kapazitat auf einem Host-Betriebssystem erhéhen, das die
LUN-Erweiterung nicht unterstitzt, kann die erweiterte Kapazitat nicht verwendet werden. Sie
koénnen die urspringliche Volume-Kapazitat nicht wiederherstellen.

Schritte

1.
2.
3.

. Wahlen Sie das Volumen aus, fir das Sie die Kapazitat erhhen méchten, und wahlen Sie dann Kapazitat
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Navigieren Sie zum Plug-in in vSphere Client.
Wahlen Sie im Plug-in das gewlinschte Speicher-Array aus.

Klicken Sie auf Provisioning und wahlen Sie Volumes verwalten.

erhohen.


https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.storage.doc/GUID-5AC611E0-7CEB-4604-A03C-F600B1BA2D23.html
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Das Dialogfeld Kapazitat erhdhen bestatigen wird angezeigt.
5. Wahlen Sie Ja, um fortzufahren.
Das Dialogfeld gemeldete Kapazitat erhéhen wird angezeigt.

In diesem Dialogfeld wird die aktuell gemeldete Kapazitat des Volumes und die freie Kapazitat angezeigt,
die im zugeordneten Pool oder der Volume-Gruppe verflgbar ist.

6. Verwenden Sie das Feld * gemeldete Kapazitat erhdhen, indem Sie...* hinzufligen, um die Kapazitat der
aktuell verfigbaren gemeldeten Kapazitat hinzuzufiigen. Sie kénnen den Kapazitatswert andern, um
entweder in Mebibyte (MiB), Gibibyte (gib) oder Tebibyte (tib) anzuzeigen.

7. Klicken Sie Auf Erhohen.
8. Zeigen Sie den Fensterbereich Letzte Aufgaben an, um den Fortschritt des Vorgangs Kapazitatssteigerung

anzuzeigen, der derzeit flr das ausgewahlte Volume ausgefihrt wird. Dieser Vorgang kann langwierig sein
und die System-Performance beeintrachtigen.

9. Nachdem die Volume-Kapazitat abgeschlossen ist, missen Sie die VMFS-GréRe manuell erhéhen, um sie
wie in beschrieben anzupassen "Erhohen Sie die VMFS-Datenspeicherkapazitat im vSphere-Client”
Thema im VMware Doc Center.

Erhohen Sie die Kapazitidt vorhandener Datastores durch Hinzufiigen von Volumes

1. Sie kénnen die Kapazitat eines Datastores durch Hinzufligen von Volumes erhdéhen. Befolgen Sie die
Schritte unter Schritt: Volumes erstellen.

2. Weisen Sie dann die Volumes dem gewlinschten Host zu, um die Kapazitat des Datenspeichers zu
erhdhen.

Siehe "Erhohen Sie die VMFS-Datenspeicherkapazitat im vSphere-Client" Weitere Informationen finden
Sie unter dem VMware Doc Center.

Zeigen Sie den Status lhres Speichersystems im SANtricity Speicher-Plug-in fir
vCenter an

Sie kdnnen den Systemstatus Uber das Storage Plug-in fur vCenter oder Uber den
vSphere Client anzeigen.

1. Offnen Sie das Plug-in aus dem vSphere Client.
2. Status aus den folgenden Bereichen anzeigen:

o Storage Array Status — Gehen Sie zum Fenster Manage-All. Fir jedes erkannte Array wird in der
Zeile eine Spalte Status angezeigt.

o Operationen in Bearbeitung — Klicken Sie auf Operationen auf der Seitenleiste, um alle lang
laufenden Aufgaben, wie das Importieren von Einstellungen, anzuzeigen. Uber das Dropdown-Menti
Provisioning kdnnen Sie auch langlebige Vorgange anzeigen. Fur jeden Vorgang, der im Dialogfeld
slaufende Vorgange® aufgefiihrt wird, werden ein Prozentsatz des Fertigstellungsvorgangs und die
geschatzte verbleibende Zeit bis zum Abschluss des Vorgangs angezeigt. In einigen Fallen kdnnen Sie
einen Vorgang anhalten oder eine hdhere oder niedrigere Prioritdt zuweisen. Verwenden Sie die Links
in der Spalte Aktionen, um die Prioritat fur einen Vorgang zu beenden oder zu andern.

@ Lesen Sie alle in den Dialogfeldern angegebenen Vorsichtstexte, insbesondere wenn Sie einen
Vorgang unterbrechen.
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Operationen, die fir das Plugin angezeigt werden kénnen, sind in der folgenden Tabelle aufgelistet.
Moglicherweise werden auch weitere Vorgange in der Benutzeroberflache von System Manager angezeigt.

Betrieb Moglicher Status des Vorgangs MaBnahmen, die Sie ergreifen
konnen

Volume-Erstellung (nur Thick Pool In Bearbeitung Keine

Volumes Uber 64 tib)

Volume-L&schen (nur Thick Pool In Bearbeitung Keine

Volumes Uber 64 tib)

Hinzufligen von Kapazitaten fir den In Bearbeitung Keine

Pool oder die Volume-Gruppe

Andern Sie einen RAID-Level fiir In Bearbeitung Keine

ein Volume

Reduktion der Kapazitat fir einen  In Bearbeitung Keine

Pool

Prufen Sie die verbleibende Zeit fir In Bearbeitung Keine

einen IAF-Betrieb (Instant
Availability Format) fir Pool

Volumes

Prifen Sie die Datenredundanz In Bearbeitung Keine
einer Volume-Gruppe

Initialisieren Sie ein Volume In Bearbeitung Keine
Hohere Kapazitat fur ein Volume In Bearbeitung Keine
Andern Sie die SegmentgroRe fiir  In Bearbeitung Keine
ein Volume

Verwalten von Zertifikaten

Erfahren Sie mehr Gber das Verwalten von Zertifikaten im SANtricity Speicher-Plug-
in fur vCenter

Die Zertifikatverwaltung im Speicher-Plugin flr vCenter ermoglicht die Erstellung von
Zertifikatsignierungsanforderungen (CSRs), den Import von Zertifikaten und die
Verwaltung vorhandener Zertifikate.

Was sind Zertifikate?

Zertifikate sind digitale Dateien, die Online-Einheiten wie Websites und Server fir eine sichere Kommunikation
im Internet identifizieren. Sie stellen sicher, dass die Webkommunikation in verschliisselter Form, privat und
unverandert, nur zwischen dem angegebenen Server und dem angegebenen Client Gbertragen wird. Mit dem
Storage Plug-in fur vCenter kdnnen Sie Zertifikate fir den Browser auf einem Host-Managementsystem und
die Controller in den ermittelten Speicher-Arrays verwalten.

Ein Zertifikat kann von einer vertrauenswirdigen Behorde signiert werden, oder es kann selbst signiert

werden. ,Unterzeichnen bedeutet einfach, dass jemand die Identitat des Besitzers bestatigt und festgestellt
hat, dass seine Gerate vertrauenswirdig sind.
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Die Storage Arrays werden mit einem automatisch generierten, selbstsignierten Zertifikat auf jedem Controller
ausgeliefert. Sie kdnnen weiterhin die selbst signierten Zertifikate verwenden oder CA-signierte Zertifikate fur
eine sicherere Verbindung zwischen den Controllern und den Host-Systemen erhalten.

Auch wenn CA-signierte Zertifikate einen besseren Schutz bieten (zum Beispiel die
Verhinderung von man-in-the-Middle-Angriffen), verlangen sie auch Geblihren, die teuer sein
@ kénnen, wenn Sie ein grolRes Netzwerk haben. Im Gegensatz dazu sind selbstsignierte
Zertifikate weniger sicher, aber sie sind kostenlos. Daher werden selbst signierte Zertifikate am
haufigsten fur interne Testumgebungen eingesetzt, nicht in Produktionsumgebungen.

Signierte Zertifikate

Ein signiertes Zertifikat wird von einer Zertifizierungsstelle (CA) validiert, einer vertrauenswirdigen
Drittorganisation. Signierte Zertifikate enthalten Angaben Uber den Eigentimer der Einheit (in der Regel Server
oder Website), Datum der Zertifikatausgabe und -Ablauf, glltige Domains flr das Unternehmen und eine
digitale Signatur bestehend aus Buchstaben und Zahlen.

Wenn Sie einen Browser 6ffnen und eine Webadresse eingeben, flhrt Ihr System eine Zertifikatpriifung im
Hintergrund durch, um zu bestimmen, ob Sie eine Verbindung zu einer Website herstellen, die ein glltiges, von
einer Zertifizierungsstelle signiertes Zertifikat enthalt. In der Regel enthalt eine mit einem signierten Zertifikat
gesicherte Website ein Vorhangeschloss-Symbol und eine https-Bezeichnung in der Adresse. Wenn Sie
versuchen, eine Verbindung zu einer Website herzustellen, die kein CA-signiertes Zertifikat enthalt, zeigt Ihr
Browser eine Warnung an, dass die Website nicht sicher ist.

Die CA flhrt Schritte durch, um lhre Identitat wahrend des Anwendungsprozesses zu Uberprifen. Sie senden
moglicherweise eine E-Mail an lhr registriertes Unternehmen, Uberprifen lhre Geschaftsadresse und fihren
eine HTTP- oder DNS-Verifizierung durch. Wenn der Anwendungsprozess abgeschlossen ist, sendet die
Zertifizierungsstelle digitale Dateien zum Laden auf einem Host-Managementsystem. In der Regel umfassen
diese Dateien eine Kette des Vertrauens, wie folgt:

* Root — an der Spitze der Hierarchie befindet sich das Stammzertifikat, welches einen privaten Schlussel
enthalt, der zum Signieren anderer Zertifikate verwendet wird. Das Root identifiziert eine bestimmte CA-
Organisation. Wenn Sie dieselbe Zertifizierungsstelle fur alle Netzwerkgerate verwenden, bendtigen Sie
nur ein Stammzertifikat.

* Intermediate — Abzweigung von der Wurzel sind die Zwischenzertifikate. Die CA gibt ein oder mehrere
Zwischenzertifikate aus, die als Zwischenzertifikate zwischen geschitzten Root- und Serverzertifikaten
fungieren sollen.

» Server — unten in der Kette befindet sich das Server-Zertifikat, welches lhre spezifische Entitat, wie z.B.
eine Website oder ein anderes Gerat, identifiziert. Jeder Controller in einem Storage Array benétigt ein
separates Serverzertifikat.

Selbstsignierte Zertifikate

Jeder Controller im Speicher-Array verflgt Gber ein vorinstalliertes, selbstsigniertes Zertifikat. Ein selbst
signiertes Zertifikat ahnelt einem CA-signierten Zertifikat, auRer dass es vom Eigentiimer des Unternehmens
anstelle eines Dritten validiert wird. Wie ein Zertifikat mit einer Zertifizierungsstelle enthalt auch ein
selbstsigniertes Zertifikat einen eigenen privaten Schllssel und stellt sicher, dass Daten verschlisselt und tber
eine HTTPS-Verbindung zwischen einem Server und einem Client gesendet werden.

Selbstsignierte Zertifikate werden von Browsern nicht ,vertrauenswurdig“. Jedes Mal, wenn Sie versuchen,
eine Verbindung zu einer Website herzustellen, die nur ein selbstsigniertes Zertifikat enthalt, wird im Browser
eine Warnmeldung angezeigt. Sie mussen in der Warnmeldung auf einen Link klicken, der lhnen die Nutzung
der Website erméglicht. Dadurch akzeptieren Sie im Wesentlichen das selbstsignierte Zertifikat.
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Managementzertifikat

Wenn Sie das Plugin 6ffnen, versucht der Browser zu Uberprifen, ob der Management-Host eine
vertrauenswurdige Quelle ist, indem er nach einem digitalen Zertifikat pruft. Wenn der Browser ein von einer
Zertifizierungsstelle signiertes Zertifikat nicht findet, wird eine Warnmeldung angezeigt. Von dort aus kénnen
Sie auf der Website fortfahren, um das selbstsignierte Zertifikat fur diese Sitzung zu akzeptieren. Sie kdnnen
auch signierte digitale Zertifikate von einer Zertifizierungsstelle beziehen, damit die Warnmeldung nicht mehr
angezeigt wird.

Vertrauenswiirdige Zertifikate

Wahrend einer Plugin-Sitzung werden moglicherweise zusatzliche Sicherheitsmeldungen angezeigt, wenn Sie
versuchen, auf einen Controller zuzugreifen, der kein von einer Zertifizierungsstelle signiertes Zertifikat hat. In
diesem Fall kdnnen Sie dem selbst signierten Zertifikat dauerhaft vertrauen oder die CA-signierten Zertifikate
fuir die Controller importieren, damit das Plugin eingehende Clientanforderungen von diesen Controllern
authentifizieren kann.

Verwenden Sie CA-signierte Zertifikate im SANtricity-Speichermodul fur vCenter

Sie kdnnen CA-signierte Zertifikate flur den sicheren Zugriff auf das Managementsystem
abrufen und importieren, das das Storage Plugin fir vCenter hostet.

Die Verwendung von CA-signierten Zertifikaten ist ein dreistufiges Verfahren:

+ Schritt 1: Eine CSR-Datei ausftllen.
+ Schritt 2: CSR-Datei senden.
« Schritt 3: Import Management Zertifikate.

Schritt 1: Eine CSR-Datei ausfiillen

Sie mussen zuerst eine CSR-Datei (Certificate Signing Request) generieren, die lhre Organisation und das
Host-System identifiziert, auf dem das Plugin ausgeflhrt wird. Alternativ konnen Sie eine CSR-Datei mit einem
Tool wie OpenSSL generieren und zu Uberspringen Schritt 2: CSR-Datei senden.

Schritte
1. Wahlen Sie Zertifikatverwaltung.

2. Wahlen Sie auf der Registerkarte Management die Option CSR abschlieRen aus.
3. Geben Sie die folgenden Informationen ein, und klicken Sie dann auf Weiter:

o Organisation — der vollstandige, rechtliche Name lhres Unternehmens oder Ihrer Organisation. Fligen
Sie Suffixe wie Inc. Oder Corp. Mit ein

> Organisationseinheit (optional) — die Abteilung lhrer Organisation, die das Zertifikat bearbeitet.
o Stadt/Ort — die Stadt, in der sich lhr Hostsystem oder Ihr Geschaft befindet.

> Bundesland/Region (optional) — der Staat oder die Region, in der sich Ihr Hostsystem oder Ihr
Geschaft befindet.

o Land ISO Code — der zweistellige ISO-Code lhres Landes (International Organization for
Standardization), wie z. B. die USA.

4. Geben Sie die folgenden Informationen Uber das Hostsystem ein, auf dem das Plugin ausgefuhrt wird:

o Allgemeiner Name — die IP-Adresse oder der DNS-Name des Hostsystems, auf dem das Plugin lauft.
Stellen Sie sicher, dass diese Adresse korrekt ist; sie muss genau mit dem Ubereinstimmen, was Sie
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eingeben, um auf das Plugin im Browser zugreifen. Verwenden Sie kein http:// oder https://. Der DNS-
Name kann nicht mit einem Platzhalter beginnen.

o Alternative IP-Adressen — Wenn der allgemeine Name eine IP-Adresse ist, kdnnen Sie optional
weitere IP-Adressen oder Aliase fiir das Host-System eingeben. Verwenden Sie fir mehrere Eintrage
ein kommagetrenntes Format.

o Alternative DNS-Namen — Wenn der gemeinsame Name ein DNS-Name ist, geben Sie weitere DNS-
Namen fUr das Host-System ein. Verwenden Sie flir mehrere Eintrage ein kommagetrenntes Format.
Falls es keine alternativen DNS-Namen gibt, aber Sie im ersten Feld einen DNS-Namen eingegeben
haben, kopieren Sie diesen Namen hier. Der DNS-Name kann nicht mit einem Platzhalter beginnen.

5. Stellen Sie sicher, dass die Host-Informationen richtig sind. Wenn dies nicht der Fall ist, schlagen die von
der Zertifizierungsstelle zurlickgegebenen Zertifikate fehl, wenn Sie versuchen, sie zu importieren.

6. Klicken Sie Auf Fertig Stellen.

Schritt 2: CSR-Datei senden

Nachdem Sie eine CSR-Datei (Certificate Signing Request) erstellt haben, senden Sie die generierte CSR-
Datei an eine CA, um signierte Management-Zertifikate flir das System zu erhalten, das das Plugin hostet.

Systeme der E-Series erfordern ein PEM-Format (Base64 ASCII-Kodierung) fir signierte Zertifikate, das die
folgenden Dateitypen umfasst: .Pem, .crt, .cer oder .key.

Schritte
1. Suchen Sie die heruntergeladene CSR-Datei.

Der Speicherort des Downloads hangt von lhrem Browser ab.

2. Senden Sie die CSR-Datei an eine CA (z. B. Verisign oder DigiCert), und fordern Sie signierte Zertifikate
im PEM-Format an.

@ Nachdem Sie eine CSR-Datei an die CA gesendet haben, erstellen SIE keine weitere CSR-
Datei erneut.

Immer wenn Sie eine CSR erstellen, erstellt das System ein privates und offentliches Schlisselpaar. Der
offentliche Schlissel ist Teil der CSR, wahrend der private Schlissel im Schlisselspeicher des Systems
aufbewahrt wird. Wenn Sie die signierten Zertifikate erhalten und importieren, stellt das System sicher, dass
sowohl der private als auch der 6ffentliche Schlissel das urspriingliche Paar sind. Wenn die Schllssel nicht
Ubereinstimmen, funktionieren die signierten Zertifikate nicht und Sie missen neue Zertifikate von der CA
anfordern.

Schritt 3: Import Management Zertifikate

Nachdem Sie von der Zertifizierungsstelle (CA) signierte Zertifikate erhalten haben, importieren Sie die
Zertifikate in das Hostsystem, auf dem das Plugin installiert ist.

Bevor Sie beginnen

+ Sie missen Uber die signierten Zertifikate der Zertifizierungsstelle verfigen. Diese Dateien umfassen das
Stammzertifikat, ein oder mehrere Zwischenzertifikate und das Serverzertifikat.

* Wenn die CA eine verkettete Zertifikatdatei (z. B. eine .p7b-Datei) lieferte, missen Sie die verkettete Datei
in einzelne Dateien entpacken: Das Stammzertifikat, ein oder mehrere Zwischenzertifikate und das
Serverzertifikat. Sie kdnnen das Windows-certmgr-Dienstprogramm zum Entpacken der Dateien
verwenden (Rechtsklick und Menl wahlen:Alle Aufgaben[Export]). Base-64-Kodierung wird empfohlen.
Wenn die Exporte abgeschlossen sind, wird fir jede Zertifikatdatei in der Kette eine CER-Datei angezeigt.
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« Sie mUssen die Zertifikatdateien auf das Hostsystem kopieren, auf dem das Plugin ausgefuhrt wird.

Schritte
1. Wahlen Sie Zertifikatverwaltung.

2. Wahlen Sie auf der Registerkarte * Management® die Option Import.
Es wird ein Dialogfeld zum Importieren der Zertifikatdateien geoéffnet.

3. Klicken Sie auf Durchsuchen, um zuerst die Stamm- und Zwischenzertifikatdateien auszuwahlen und
dann das Serverzertifikat auszuwahlen. Wenn Sie die CSR aus einem externen Tool generiert haben,
missen Sie auch die private Schliisseldatei importieren, die zusammen mit der CSR erstellt wurde.

Die Dateinamen werden im Dialogfeld angezeigt.
4. Klicken Sie Auf Import.

Ergebnis

Die Dateien werden hochgeladen und validiert. Die Zertifikatinformationen werden auf der Seite
Zertifikatverwaltung angezeigt.

Setzen Sie Managementzertifikate im SANtricity Speicher-Plug-in fir vCenter
zurlick

FUr das Managementsystem, das das Storage Plugin flr vCenter hostet, konnen Sie das
Managementzertifikat in den ursprunglichen, werkseitig selbstsignierten Zustand
zurucksetzen.

Uber diese Aufgabe

Mit dieser Aufgabe wird das aktuelle Management-Zertifikat aus dem Hostsystem geldscht, auf dem das
Storage Plugin fir vCenter ausgeftihrt wird. Nach dem Zurlicksetzen des Zertifikats wird das Host-System auf
das selbstsignierte Zertifikat zuriickgesetzt.

Schritte
1. Wahlen Sie Zertifikatverwaltung.

2. Wahlen Sie auf der Registerkarte Verwaltung die Option Zuriicksetzen.
Das Dialogfeld ,Zertifikat zurlicksetzen bestatigen® wird gedffnet.

3. Geben Sie Reset in das Feld ein, und klicken Sie dann auf Zurlicksetzen.
Nach der Aktualisierung lhres Browsers kann der Browser den Zugriff auf die Zielseite blockieren und
melden, dass die Website HTTP Strict Transport Security verwendet. Diese Bedingung tritt auf, wenn Sie

wieder auf selbstsignierte Zertifikate wechseln. Um die Bedingung zu I6schen, die den Zugriff auf das Ziel
blockiert, miissen Sie die Browserdaten aus dem Browser |6schen.

Ergebnis

Das System setzt auf die Verwendung des selbstsignierten Zertifikats des Servers zurtick. Das System fordert
Benutzer daher auf, das selbstsignierte Zertifikat fur ihre Sitzungen manuell anzunehmen.
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Importieren Sie Zertifikate fur Arrays im SANtricity Speicher-Plugin fur vCenter

Bei Bedarf konnen Zertifikate fur die Speicher-Arrays importiert werden, sodass sie sich
mit dem System authentifizieren kdnnen, das das Storage Plug-in flr vCenter hostet.
Zertifikate kdnnen von einer Zertifizierungsstelle (CA) signiert oder selbst signiert werden.

Bevor Sie beginnen

Wenn Sie vertrauenswiirdige Zertifikate importieren, missen die Zertifikate fur die Speicher-Array-Controller
mit System Manager importiert werden.

Schritte
1. Wahlen Sie Zertifikatverwaltung.

2. Wabhlen Sie die Registerkarte * Trusted* aus.
Auf dieser Seite werden alle Zertifikate angezeigt, die fiir die Speicher-Arrays gemeldet wurden.

3. Wahlen Sie entweder Menu:Import[Certificates], um ein CA-Zertifikat oder Menu zu
importieren:Importieren[Self-signierte Speicher-Array-Zertifikate], um ein selbstsigniertes Zertifikat zu
importieren.

4. Um die Ansicht einzuschranken, kdnnen Sie das Filterfeld Zertifikate anzeigen verwenden, das... ist,
oder Sie kénnen die Zertifikatzeilen sortieren, indem Sie auf eine der Spaltenlberschrift klicken.

5. Wahlen Sie im Dialogfeld das Zertifikat aus und klicken Sie dann auf Import.

Das Zertifikat wird hochgeladen und validiert.

Zeigen Sie Zertifikate im SANtricity Speicher-Plug-in fur vCenter an

Sie kdnnen zusammenfassende Informationen fur ein Zertifikat anzeigen, das die
Organisation, die das Zertifikat verwendet, die Behorde, die das Zertifikat ausgestellt hat,
den Gultigkeitszeitraum und die Fingerabdriicke (eindeutige Kennungen) umfasst.

Schritte
1. Wahlen Sie Zertifikatverwaltung.

2. Wabhlen Sie eine der folgenden Registerkarten aus:

o Management — zeigt das Zertifikat flr das System, das das Plugin hostet. Ein Managementzertifikat
kann von einer Zertifizierungsstelle (CA) selbst signiert oder genehmigt werden. Es ermdglicht sicheren
Zugriff auf das Plugin.

o Trusted — zeigt Zertifikate, auf die das Plugin flir Speicher-Arrays und andere Remote-Server
zugreifen kann, z. B. einen LDAP-Server. Die Zertifikate kbnnen von einer Zertifizierungsstelle (CA)
ausgestellt oder selbst signiert werden.

3. Um weitere Informationen zu einem Zertifikat anzuzeigen, wahlen Sie seine Zeile aus, wahlen Sie die
Ellipsen am Zeilenende aus und klicken Sie dann auf Ansicht oder Export.

Exportieren Sie Zertifikate in das SANtricity-Speichermodul fiir vCenter
Sie kdnnen ein Zertifikat exportieren, um die vollstandigen Details anzuzeigen.

Bevor Sie beginnen
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Um die exportierte Datei zu 6ffnen, missen Sie Uber eine Zertifikatanzeige-Anwendung verfligen.

Schritte
1. Wahlen Sie Zertifikatverwaltung.

2. Wabhlen Sie eine der folgenden Registerkarten aus:

o Management — zeigt das Zertifikat fiir das System, das das Plugin hostet. Ein Managementzertifikat
kann von einer Zertifizierungsstelle (CA) selbst signiert oder genehmigt werden. Es ermdglicht sicheren
Zugriff auf das Plugin.

o Trusted — zeigt Zertifikate, auf die das Plugin fir Speicher-Arrays und andere Remote-Server
zugreifen kann, z. B. einen LDAP-Server. Die Zertifikate kdnnen von einer Zertifizierungsstelle (CA)
ausgestellt oder selbst signiert werden.

3. Wahlen Sie auf der Seite ein Zertifikat aus, und klicken Sie dann am Ende der Zeile auf die Ellipsen.
4. Klicken Sie auf Exportieren und speichern Sie dann die Zertifikatdatei.

5. Offnen Sie die Datei in Ihrer Zertifikatanzeige-Anwendung.

Loschen Sie vertrauenswirdige Zertifikate im SANtricity Speicher-Plugin fiir
vCenter

Sie kdnnen ein oder mehrere nicht mehr bendtigte Zertifikate 16schen, z. B. ein
abgelaufenes Zertifikat.

Bevor Sie beginnen
Importieren Sie das neue Zertifikat, bevor Sie das alte |6schen.

@ Beachten Sie, dass das Ldschen eines Root- oder Zwischenzertifikats mehrere Speicher-Arrays
beeinflussen kann, da diese Arrays dieselben Zertifikatdateien gemeinsam nutzen kdnnen.

Schritte
1. Wahlen Sie Zertifikatverwaltung.

2. Wahlen Sie die Registerkarte * Trusted* aus.

3. Wahlen Sie ein oder mehrere Zertifikate in der Tabelle aus, und klicken Sie dann auf Loschen.
@ Die Léschfunktion ist fiir vorinstallierte Zertifikate nicht verfiigbar.

Das Dialogfeld Vertrauenswirdiges Zertifikat bestatigen wird geoffnet.
4. Bestatigen Sie den Loschvorgang, und klicken Sie dann auf Loschen.

Das Zertifikat wird aus der Tabelle entfernt.

Losen Sie nicht vertrauenswiirdige Zertifikate im SANtricity Speicher-Plug-in fur
vCenter auf

Auf der Zertifikatsseite konnen Sie nicht vertrauenswurdige Zertifikate auflosen, indem
Sie ein selbstsigniertes Zertifikat aus dem Speicher-Array importieren oder ein Zertifikat
der Zertifizierungsstelle importieren, das von einem vertrauenswurdigen Dritten
ausgestellt wurde.
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Bevor Sie beginnen
Wenn Sie ein Zertifikat importieren mdchten, muss Folgendes sichergestellt sein:

+ Sie haben fir jeden Controller im Speicher-Array eine Zertifikatsignierungsanforderung (.CSR-Datei)
generiert und an die CA gesendet.
* Die CA hat vertrauenswirdige Zertifikatdateien zuriickgegeben.

* Die Zertifikatdateien sind auf Ihrem lokalen System verflgbar.

Uber diese Aufgabe
Nicht vertrauenswiuirdige Zertifikate treten auf, wenn ein Speicher-Array versucht, eine sichere Verbindung zum
Plugin herzustellen, aber die Verbindung wird nicht als sicher bestatigt. Méglicherweise miissen Sie
zusatzliche vertrauenswiirdige CA-Zertifikate installieren, wenn eine der folgenden Optionen zutrifft:

« Sie haben kirzlich ein Speicher-Array hinzugeflugt.

 Ein oder beide Zertifikate sind abgelaufen oder widerrufen.

* Ein oder beide Zertifikate fehlen ein Stammzertifikat oder ein Zwischenzertifikat.

Schritte
1. Wahlen Sie Zertifikatverwaltung.

2. Wahlen Sie die Registerkarte * Trusted* aus.
Auf dieser Seite werden alle Zertifikate angezeigt, die fir die Speicher-Arrays gemeldet wurden.

3. Wahlen Sie entweder Menl:Import[Certificates], um ein CA-Zertifikat oder Menu zu
importieren:Importieren[Self-signierte Speicher-Array-Zertifikate], um ein selbstsigniertes Zertifikat zu
importieren.

4. Um die Ansicht einzuschranken, kdnnen Sie das Filterfeld Zertifikate anzeigen verwenden, das... ist,
oder Sie kénnen die Zertifikatzeilen sortieren, indem Sie auf eine der Spalteniiberschrift klicken.

5. Wahlen Sie im Dialogfeld das Zertifikat aus und klicken Sie dann auf Import.

Das Zertifikat wird hochgeladen und validiert.

Management von Arrays

Erfahren Sie mehr Giber das Management von Speicher-Arrays im SANtricity
Speicher-Plug-in fur vCenter

Verwenden Sie die Funktion Add/Discover, um die zu managenden Storage-Arrays im
Storage Plug-in fur vCenter zu finden und hinzuzufigen. Auf der Seite Verwalten kbnnen
Sie auch neue Passworter fur diese ermittelten Arrays umbenennen, entfernen und
bereitstellen.

Uberlegungen bei der Array-Ermittlung

Damit das Plug-in Storage-Ressourcen anzeigen und verwalten kann, miissen Sie die Storage-Arrays
ermitteln, die Sie im Netzwerk Ihres Unternehmens managen mochten. Sie kdnnen entweder ein oder mehrere
Arrays ermitteln und dann hinzufiigen.
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Mehrere Storage-Arrays

Wenn Sie mehrere Arrays ermitteln mochten, geben Sie einen Netzwerk-IP-Adressbereich ein, und das
System versucht dann individuelle Verbindungen zu jeder IP-Adresse in diesem Bereich. Jedes erfolgreich
erreichte Storage Array wird im Plug-in angezeigt und Sie kdnnen sie dann Ihrer Management-Doméane
hinzuflgen.

Einzelnes Storage Array

Wenn Sie ein einzelnes Array ermitteln mochten, geben Sie die einzelne IP-Adresse fiir einen der Controller im
Storage Array ein und fligen Sie anschlielend dieses Array zur Management-Domane hinzu.

Das Plugin erkennt und zeigt nur die einzige IP-Adresse oder IP-Adresse innerhalb eines
Bereichs an, der einem Controller zugewiesen ist. Wenn diesen Controllern alternative

@ Controller oder IP-Adressen zugewiesen sind, die aulRerhalb dieser einzelnen IP-Adresse oder
des IP-Adressbereichs liegen, werden sie durch das Plugin nicht ermittelt oder angezeigt.
Sobald Sie jedoch das Speicher-Array hinzufiigen, werden alle zugehorigen IP-Adressen
ermittelt und in der Ansicht Verwalten angezeigt.

Benutzeranmeldeinformationen

Sie mussen flr jedes Speicherarray, das Sie hinzufligen méchten, das Administratorkennwort angeben.

Zertifikate

Im Rahmen der Bestandsaufnahme Uberprift das System, ob die erkannten Speicher-Arrays Zertifikate von
einer vertrauenswurdigen Quelle verwenden. Das System verwendet zwei Arten von zertifikatbasierter
Authentifizierung fur alle Verbindungen, die es mit dem mit dem Browser herstellt:

* Vertrauenswiirdige Zertifikate — moglicherweise missen Sie zusatzliche vertrauenswirdige Zertifikate
installieren, die von der Zertifizierungsstelle bereitgestellt werden, wenn ein oder beide Controller-
Zertifikate abgelaufen, widerrufen oder ein Zertifikat in der Kette fehlt.

» Selbstsignierte Zertifikate — Arrays kdnnen auch selbstsignierte Zertifikate verwenden. Wenn Sie
versuchen, Arrays zu entdecken, ohne signierte Zertifikate zu importieren, bietet das Plugin einen
zusatzlichen Schritt, mit dem Sie das selbstsignierte Zertifikat akzeptieren kdnnen. Das selbstsignierte
Zertifikat des Speicherarrays wird als vertrauenswurdig markiert und das Speicherarray wird dem Plugin
hinzugefugt. Wenn Sie den Verbindungen zum Speicher-Array nicht vertrauen, wahlen Sie Abbrechen und
validieren Sie die Sicherheitszertifikatstrategie des Speicherarrays, bevor Sie das Speicher-Array zum
Plugin hinzuftigen.

Status des Storage-Arrays

Wenn Sie das Storage Plug-in fur vCenter 6ffnen, wird die Kommunikation mit jedem Speicher-Array
hergestellt und der Status jedes Speicher-Arrays wird angezeigt.

Auf der Seite Verwalten - Alle kbnnen Sie den Status des Speicherarrays und den Status der Speicherarray-
Verbindung anzeigen.
Status Zeigt An

Optimal Das Storage-Array befindet sich in einem optimalen
Zustand. Es gibt keine Zertifikatprobleme und das
Passwort ist glltig.
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Status

Ungultiges Kennwort

Nicht Vertrauenswirdiges Zertifikat

Erfordert Aufmerksamkeit

Verriegeln

Unbekannt

Offline

Zeigt An

Es wurde ein unglltiges Kennwort fir das Speicher-
Array angegeben.

Eine oder mehrere Verbindungen mit dem Speicher-
Array sind nicht vertrauenswiirdig, da das HTTPS-
Zertifikat entweder selbst signiert ist und noch nicht
importiert wurde, oder das Zertifikat eine CA-Signatur
hat und die Stamm- und Intermediate-CA-Zertifikate
nicht importiert wurden.

Es liegt ein Problem mit dem Speicher-Array vor, das
Ihr Eingreifen erfordert, um es zu beheben.

Das Storage-Array befindet sich in einem gesperrten
Zustand.

Das Speicher-Array wurde noch nie kontaktiert. Dies
kann passieren, wenn das Plugin gestartet wird und
noch keinen Kontakt zum Speicher-Array hergestellt
hat oder das Speicher-Array offline ist und seit dem

Start des Plugins nie kontaktiert wurde.

Das Plug-in hatte bereits zuvor Kontakt mit dem
Storage-Array hergestellt, doch jetzt gingen samtliche
Verbindungen verloren.

Plug-in-Schnittstelle verglichen mit System Manager

Sie kénnen Storage Plug-in fur vCenter fur grundlegende Betriebsaufgaben in Ihrem Speicher-Array
verwenden. Es kann jedoch zu Zeiten kommen, in denen Sie System Manager starten missen, um Aufgaben
auszuflihren, die im Plug-in nicht verfiigbar sind.

System Manager ist eine eingebettete Anwendung auf dem Controller des Storage-Arrays, die Uber einen
Ethernet-Management-Port mit dem Netzwerk verbunden ist. System Manager enthéalt alle Array-basierten

Funktionen.

Die folgende Tabelle hilft Ihnen bei der Entscheidung, ob Sie die Plug-in-Schnittstelle oder die System
Manager-Schnittstelle fir eine bestimmte Aufgabe des Speicherarrays verwenden kénnen.

Funktion

Batch-Operationen in Gruppen von
mehreren Storage-Arrays

Upgrades fur die SANtricity OS
Firmware

Einstellungen von einem Array in
mehrere Arrays importieren

Plug-in-Schnittstelle

Ja.

Ja. Ein oder mehrere Arrays im

Batch-Betrieb
Ja.

Benutzeroberflache von System
Manager

Nein Operationen werden auf
einem einzelnen Array
durchgeflhrt.

Ja. Nur Single Array.

Nein
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Funktion

Host- und Host-Cluster-
Management (Erstellung,
Zuweisung von Volumes,
Aktualisierung und Léschen)

Pools und Volume-Gruppen-
Management (Erstellung,
Aktualisierung, Aktivierung und
Léschen)

Volume-Management (Erstellen,
Skalieren, Aktualisieren und
Léschen)

SSD Cache-Management
(Erstellen, Aktualisieren und
Léschen)

Spiegelung und Snapshot
Management

Hardware-Management (Controller-

Status anzeigen, Port-
Verbindungen konfigurieren,
Controller offline schalten, Hot
Spares aktivieren, Laufwerke
I6schen, Usw.)

Management von Warnmeldungen

(E-Mail, SNMP und Syslog)
Sicherheitsschlisselmanagement

Zertifikatsmanagement fur
Controller

Zugriffsmanagement fur Controller

(LDAP, SAML usw.)
AutoSupport Management

Plug-in-Schnittstelle

Ja.

Ja.

Ja.

Ja.

Nein

Nein

Nein

Nein

Nein

Nein

Nein

Benutzeroberflache von System
Manager

Ja.

Ja.

Ja.

Ja.

Ja.

Ja.

Ja.

Ja.
Ja.

Ja.

Ja.

Ermitteln Sie Speicher-Arrays im SANtricity Speicher-Plug-in fiur vCenter

Um Speicherressourcen im Storage Plug-in fur vCenter anzuzeigen und zu verwalten,
mussen Sie die IP-Adressen von Arrays in lhrem Netzwerk ermitteln.

Bevor Sie beginnen

» Sie mussen die Netzwerk-IP-Adressen (oder den Adressbereich) der Array-Controller kennen.

 Die Speicher-Arrays missen ordnungsgemalf eingerichtet und konfiguriert sein.

» Passworter fur das Storage-Array mussen mithilfe der Kachel ,System Manager Access Management*

eingerichtet werden.

Uber diese Aufgabe
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Die Array-Erkennung ist ein mehrstufiges Verfahren:

» Schritt 1: Geben Sie Netzwerkadressen fir die Ermittlung ein
+ Schritt 2: Ldsen Sie nicht vertrauenswurdige Zertifikate wahrend der Ermittlung

« Schritt 3: Geben Sie Passworter ein

Schritt 1: Geben Sie Netzwerkadressen fiir die Ermittlung ein

Als erster Schritt zur Ermittlung von Speicherarrays geben Sie eine einzelne IP-Adresse oder eine Reihe von
IP-Adressen ein, um im lokalen Teilnetzwerk zu suchen. Die Funktion Hinzufiigen/Entdecken 6ffnet einen
Assistenten, der Sie durch den Erkennungsprozess fuhrt.

Schritte
1. Wahlen Sie auf der Seite Verwalten die Option Hinzufiigen/Entdecken.

Das Dialogfeld Netzwerkadressbereich eingeben wird angezeigt.

2. FUhren Sie einen der folgenden Schritte aus:

o Um ein Array zu ermitteln, wahlen Sie die Optionsschaltflache Entdecken eines einzelnen
Speicherarrays aus und geben dann die IP-Adresse flr einen der Controller im Speicher-Array ein.

o Um mehrere Speicher-Arrays zu entdecken, wahlen Sie die Optionsschaltflache Alle Speicher-Arrays
in einem Netzwerkbereich aus. Geben Sie dann die Startnetzwerkadresse und die Netzwerkadresse
ein, um das lokale Subnetzwerk zu durchsuchen.

3. Klicken Sie Auf Erkennung Starten.

Beim Beginn des Erkennungsvorgangs werden die Speicher-Arrays im Dialogfeld angezeigt, wenn sie
erkannt werden. Der Erkennungsvorgang kann mehrere Minuten dauern.

Wenn keine verwaltbaren Arrays erkannt werden, Uberprtiifen Sie, ob die Speicher-Arrays

@ ordnungsgemalf mit Inrem Netzwerk verbunden sind und die zugewiesenen Adressen
innerhalb der Reichweite liegen. Klicken Sie auf Neue Ermittlungsparameter, um zur Seite
Hinzuflgen/Entdecken zurtickzukehren.

4. Aktivieren Sie das Kontrollkdstchen neben einem beliebigen Speicher-Array, das Sie lhrer Management-
Domane hinzufiigen méchten.

Das System fiihrt eine Anmeldeinformationen fiir jedes Array aus, das Sie der Management-Domane
hinzufligen. Mdglicherweise missen Sie Probleme mit nicht vertrauenswirdigen Zertifikaten beheben,
bevor Sie fortfahren.

5. Klicken Sie auf Weiter, um mit dem nachsten Schritt im Assistenten fortzufahren.

6. Wenn die Speicher-Arrays Uber glltige Zertifikate verfliigen, gehen Sie zu Schritt 3: Geben Sie Passworter
ein. Wenn keine Speicherarrays uber glltige Zertifikate verfligen, wird das Dialogfeld Selbstsignierte
Zertifikate auflédsen angezeigt. Gehen Sie zu Schritt 2: Losen Sie nicht vertrauenswurdige Zertifikate
wahrend der Ermittlung. Wenn Sie CA-signierte Zertifikate importieren méchten, 16schen Sie die
Ermittlungsdialoge und gehen Sie zu "Importieren Sie Zertifikate fur Arrays".

Schritt 2: Losen Sie nicht vertrauenswiirdige Zertifikate wahrend der Ermittlung

Falls erforderlich, missen Sie Zertifikatprobleme beheben, bevor Sie mit dem Erkennungsvorgang fortfahren.

Wenn wahrend der Erkennung Speicherarrays den Status ,nicht vertrauenswirdige Zertifikate“ aufweisen, wird
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das Dialogfeld Selbstsignierte Zertifikate auflésen angezeigt. In diesem Dialogfeld kénnen Sie nicht
vertrauenswirdige Zertifikate aufldsen oder CA-Zertifikate importieren (siehe "Importieren Sie Zertifikate fur

Arrays").
Schritte

1. Wenn das Dialogfeld selbst signierte Zertifikate auflésen gedffnet wird, Gberprifen Sie die Informationen,
die fur die nicht vertrauenswurdigen Zertifikate angezeigt werden. Fir weitere Informationen kdnnen Sie
auch auf die Ellipsen am aulRersten Ende der Tabelle klicken und im Kontextmenlu Ansicht wahlen.

2. FUhren Sie einen der folgenden Schritte aus:

> Wenn Sie den Verbindungen zu den erkannten Speicherarrays vertrauen, klicken Sie auf Weiter und
klicken Sie dann auf Ja, um die nachste Karte im Assistenten zu bestatigen. Die selbstsignierten
Zertifikate werden als vertrauenswuirdig gekennzeichnet und die Speicher-Arrays werden dem Plugin
hinzugefugt.

> Wenn Sie den Verbindungen zu den Speicher-Arrays nicht vertrauen, wahlen Sie Abbrechen und
validieren Sie die Sicherheitszertifikatstrategie jedes Speicherarrays, bevor Sie eine dieser
Verbindungen zum Plugin hinzufligen.

Schritt 3: Geben Sie Passworter ein

Als letzter Schritt zur Ermittlung missen Sie die Passworter fir die Speicherarrays eingeben, die Sie lhrer
Management-Domane hinzufiigen mdchten.

Schritte

1. Wenn Sie bereits Gruppen fir die Arrays konfiguriert haben, kénnen Sie mit dem Dropdown-Menu eine
Gruppe fir die ermittelten Arrays auswahlen.

2. Geben Sie flr jedes erkannte Array sein Administratorkennwort in die Felder ein.
3. Klicken Sie Auf Fertig Stellen.

@ Es kann mehrere Minuten dauern, bis das System eine Verbindung zu den angegebenen
Speicherarrays herstellt.
Ergebnis

Die Speicher-Arrays werden lhrer Management-Domane hinzugefigt und der ausgewahlten Gruppe
zugeordnet (falls angegeben).

@ Sie konnen die Option Start verwenden, um den Browser-basierten System Manager fir ein
oder mehrere Speicher-Arrays zu 6ffnen, wenn Sie Managementvorgange ausfliihren méchten.

Benennen Sie ein Speicher-Array im SANtricity Speicher-Plug-in fiir vCenter um

Sie kdnnen den Namen des Speicher-Arrays andern, der auf der Seite Verwalten des
Speicher-Plug-ins fur vCenter angezeigt wird.
Schritte

1. Aktivieren Sie auf der Seite Verwalten das Kontrollkdstchen links neben dem Namen des Speicherarrays.

2. Wabhlen Sie die Ellipsen ganz rechts in der Zeile aus, und wahlen Sie dann im Popup-Men( die Option
Speicher-Array umbenennen aus.

3. Geben Sie den neuen Namen ein und klicken Sie auf Speichern.
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Andern Sie die Passwoérter fiir Speicher-Arrays im SANtricity Speicher-Plug-in fiir
vCenter

Sie konnen die Passworter aktualisieren, die fur die Anzeige und den Zugriff auf
Speicher-Arrays im Storage Plug-in fur vCenter verwendet werden.

Bevor Sie beginnen
Sie mussen das aktuelle Passwort fir das Speicher-Array kennen, das in System Manager festgelegt ist.

Uber diese Aufgabe

In dieser Aufgabe geben Sie das aktuelle Passwort flir ein Speicher-Array ein, damit Sie im Plugin darauf
zugreifen kdnnen. Dies kann erforderlich sein, wenn das Array-Passwort in System Manager geandert wurde.

Schritte
1. Wahlen Sie auf der Seite Verwalten ein oder mehrere Speicher-Arrays aus.

2. MenU wahlen:Sonstige Aufgaben[Passworter fiir Speicherarrays angeben].

3. Geben Sie fur jedes Speicherarray das Kennwort oder die Passworter ein, und klicken Sie dann auf
Speichern.

Entfernen Sie Speicher-Arrays im SANtricity Speicher-Plug-in fur vCenter

Sie kdnnen ein oder mehrere Storage Arrays entfernen, wenn Sie es nicht mehr aus dem
Storage Plugin flr vCenter managen mdchten.

Uber diese Aufgabe

Sie kénnen nicht auf die von lhnen entfernenden Speicher-Arrays zugreifen. Sie kénnen jedoch eine
Verbindung zu einem der entfernten Speicher-Arrays herstellen, indem Sie einen Browser direkt auf seine IP-
Adresse oder den Host-Namen zeigen.

Das Entfernen eines Speicher-Arrays hat keinerlei Auswirkungen auf das Speicher-Array oder seine Daten.
Wenn ein Speicher-Array versehentlich entfernt wird, kann es erneut hinzugefigt werden.

Schritte
1. Wahlen Sie auf der Seite Verwalten ein oder mehrere Speicher-Arrays aus, die Sie entfernen mdochten.

2. Menu wahlen:Sonstige Aufgaben[Speicher-Arrays entfernen].

Das Speicher-Array wird aus allen Ansichten in der Plugin-Schnittstelle entfernt.

Starten Sie System Manager uiber das SANtricity Storage Plug-in fur vCenter

Verwenden Sie zum Verwalten eines einzelnen Arrays die Option Starten, um SANTtricity
System Manager in einem neuen Browser-Fenster zu offnen.

System Manager ist eine eingebettete Anwendung auf dem Controller des Storage-Arrays, die Uber einen
Ethernet-Management-Port mit dem Netzwerk verbunden ist. System Manager enthéalt alle Array-basierten
Funktionen. Um auf System Manager zugreifen zu kdnnen, missen Sie Uber eine Out-of-Band-Verbindung mit
einem Netzwerkverwaltungs-Client mit einem Webbrowser verflgen.

Schritte
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1. Wahlen Sie auf der Seite Verwalten ein oder mehrere Speicherarrays aus, die Sie verwalten mdchten.
2. Klicken Sie Auf Start.

Das System 6ffnet im Browser eine neue Registerkarte und zeigt dann die Anmeldeseite von System
Manager an.

3. Geben Sie |hren Benutzernamen und |hr Passwort ein und klicken Sie dann auf Anmelden.

Einstellungen importieren

Erfahren Sie mehr uber die Funktion ,Importeinstellungen“ im SANtricity Storage
Plugin fiir vCenter

Die Funktion ,Importeinstellungen® ist ein Batch-Vorgang, mit dem Sie die Einstellungen
in einem einzelnen Speicher-Array (der Quelle) auf mehrere Arrays (die Ziele) im Storage
Plug-in fur vCenter replizieren kénnen.

Fir den Import verfiigbare Einstellungen

Die folgenden Konfigurationen kdnnen von einem Array in ein anderes importiert werden:
» Alerts — Alerting-Methoden, um wichtige Ereignisse mithilfe von E-Mail, Syslog-Server oder SNMP-Server
an Administratoren zu senden.

* AutoSupport— Eine Funktion, die den Zustand eines Speicherarrays Uberwacht und automatische
Entsendungen an den technischen Support sendet.

 Directory Services — eine Methode der Benutzerauthentifizierung, die tber einen LDAP-Server
(Lightweight Directory Access Protocol) und einen Verzeichnisdienst, wie Microsoft Active Directory
verwaltet wird.

« Systemeinstellungen — Konfigurationen in Bezug auf folgende Komponenten:
o Medien-Scan-Einstellungen fur ein Volume
o SSD-Einstellungen
o Automatischer Lastausgleich (ohne Berichterstellung flir Hostkonnektivitat)
» Speicherkonfiguration — Konfigurationen im Zusammenhang mit folgenden:
> Volumes (nur Thick Volumes und nicht Repository Volumes)
> Volume-Gruppen und -Pools

o Zuweisung von Hot-Spare-Laufwerken

Konfigurationsworkflow

So importieren Sie Einstellungen:
1. Konfigurieren Sie die Einstellungen in einem Speicher-Array, das als Quelle verwendet werden soll, mit
System Manager.

2. Sichern Sie auf den Storage Arrays, die als Ziele verwendet werden sollen, ihre Konfiguration mit System
Manager.

3. Gehen Sie von der Plugin-Schnittstelle zur Seite Verwalten und importieren Sie die Einstellungen.
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4. Uberprifen Sie auf der Seite ,Vorgange*“ die Ergebnisse des Vorgangs ,Importeinstellungen*.

Anforderungen fiir die Replizierung von Storage-Konfigurationen

Bevor Sie eine Speicherkonfiguration von einem Speicher-Array in ein anderes importieren, tUberprifen Sie die
Anforderungen und Richtlinien.

Shelfs

+ Die Shelfs, in denen sich die Controller befinden, miissen auf den Quell- und Ziel-Arrays identisch sein.
» Shelf IDs missen auf den Quell- und Ziel-Arrays identisch sein.

» Erweiterungs-Shelfs missen in denselben Steckplatzen mit denselben Laufwerktypen bestlickt werden
(wenn das Laufwerk in der Konfiguration verwendet wird, ist die Position nicht verwendeter Laufwerke
unwichtig).

Controller

* Der Controllertyp kann zwischen Quell- und Ziel-Arrays unterschiedlich sein, aber der RBOD-Gehausetyp
muss identisch sein.

 Die HICs, einschliel3lich der da-Fahigkeiten des Hosts, missen identisch sein zwischen den Quell- und
Ziel-Arrays.

» Der Import von einer Duplex-Konfiguration in eine Simplex-Konfiguration wird nicht unterstutzt. Der Import
von Simplex in Duplex ist jedoch zulassig.

* FDE-Einstellungen sind beim Importvorgang nicht enthalten.

Status

* Die Ziel-Arrays mussen den optimalen Status haben.

» Das Quell-Array muss nicht im optimalen Status sein.

Storage

 Die Laufwerkskapazitat kann zwischen den Quell- und Ziel-Arrays variieren, solange die Volume-Kapazitat
auf dem Ziel grofRer ist als die Quelle. (In einem Ziel-Array sind unter Umstanden neuere Laufwerke mit
hdherer Kapazitat enthalten, die durch den Replizierungsvorgang nicht vollstandig in Volumes konfiguriert
waren.)

 Laufwerk-Pool-Volumes mit einer Gréke von mindestens 64 TB auf dem Quell-Array verhindern den
Importvorgang auf den Zielen.

Importieren Sie Warnmeldungseinstellungen in das SANtricity-Speicher-Plug-in fiir
vCenter

Sie kdnnen Alarmkonfigurationen von einem Speicher-Array in andere Speicher-Arrays
importieren. Dieser Batch-Betrieb spart Zeit, wenn Sie mehrere Arrays im Netzwerk
konfigurieren mussen.

Bevor Sie beginnen
Stellen Sie sicher, dass:

* Warnmeldungen werden in System Manager (Menu:Einstellungen[Warnungen]) fir das Speicherarray
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konfiguriert, das als Quelle verwendet werden soll.

» Die vorhandene Konfiguration fur die Ziel-Speicher-Arrays wird in System Manager gesichert
(MenuU:Einstellungen[System > Speicherarray-Konfiguration speichern]).

+ Sie haben die Anforderungen fiir die Replizierung von Speicherkonfigurationen in Uberprift "Uberblick tiber
die Einstellungen importieren”.

Uber diese Aufgabe
Sie kénnen E-Mail-, SNMP- oder Syslog-Warnungen fir den Importvorgang auswahlen:

« E-Mail-Benachrichtigungen — Eine E-Mail-Server-Adresse und die E-Mail-Adressen der
Alarmempfanger.

» Syslog Alerts — Eine Syslog-Serveradresse und ein UDP-Port.

* SNMP Alerts — Ein Community-Name und IP-Adresse fir den SNMP-Server.

Schritte
1. Klicken Sie auf der Seite Verwalten auf Menu:Aktionen[Einstellungen importieren].

Der Assistent fur Importeinstellungen wird gedffnet.

2. Wahlen Sie im Dialogfeld Einstellungen auswahlen entweder E-Mail-Alarme, SNMP-Alarme oder Syslog-
Warnungen aus und klicken Sie dann auf Weiter.

Zum Auswahlen des Quell-Arrays wird ein Dialogfeld gedffnet.

3. Wahlen Sie im Dialogfeld Quelle auswahlen das Array mit den zu importierenden Einstellungen aus, und
klicken Sie dann auf Weiter.

4. Wahlen Sie im Dialogfeld Ziele auswahlen ein oder mehrere Arrays aus, um die neuen Einstellungen zu
erhalten.

Speicher-Arrays mit Firmware unter 8.50 stehen nicht zur Auswahl. Dartber hinaus wird in

@ diesem Dialogfeld kein Array angezeigt, wenn das Plug-in nicht mit diesem Array
kommunizieren kann (z. B. wenn es offline ist oder wenn es Probleme mit Zertifikat,
Kennwort oder Netzwerk hat).

5. Klicken Sie Auf Fertig Stellen.

Auf der Seite Operationen werden die Ergebnisse des Importvorgangs angezeigt. Wenn der Vorgang
fehlschlagt, konnen Sie auf die Zeile klicken, um weitere Informationen anzuzeigen.

Ergebnis

Die Ziel-Storage-Arrays sind jetzt so konfiguriert, dass sie Warnmeldungen per E-Mail, SNMP oder Syslog an
Administratoren senden.

Importieren Sie die AutoSupport-Einstellungen in das SANtricity Speicher-Plug-in
fur vCenter

Sie kdnnen eine AutoSupport-Konfiguration von einem Speicher-Array in andere
Speicher-Arrays importieren. Dieser Batch-Betrieb spart Zeit, wenn Sie mehrere Arrays
im Netzwerk konfigurieren missen.
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Bevor Sie beginnen
Stellen Sie sicher, dass:

» AutoSupport ist in System Manager (Menu:Support[Support Center]) flr das Speicherarray konfiguriert,
das als Quelle verwendet werden soll.

* Die vorhandene Konfiguration fur die Ziel-Speicher-Arrays wird in System Manager gesichert
(Meni:Einstellungen[System > Speicherarray-Konfiguration speichern]).

+ Sie haben die Anforderungen fiir die Replizierung von Speicherkonfigurationen in Uberprift "Uberblick tiber

die Einstellungen importieren”.

Uber diese Aufgabe

Zu den importierten Einstellungen gehoéren die separaten Funktionen (Basic AutoSupport, AutoSupport
OnDemand und Remote Diagnostics), das Wartungsfenster, die Bereitstellungsmethode, Und dem
Versandplan.

Schritte
1. Klicken Sie auf der Seite Verwalten auf Menu:Aktionen[Einstellungen importieren].

Der Assistent fur Importeinstellungen wird geoffnet.
2. Wahlen Sie im Dialogfeld Einstellungen auswahlen AutoSupport aus und klicken Sie dann auf Weiter.
Zum Auswahlen des Quell-Arrays wird ein Dialogfeld geoffnet.

3. Wahlen Sie im Dialogfeld Quelle auswahlen das Array mit den zu importierenden Einstellungen aus, und
klicken Sie dann auf Weiter.

4. Wahlen Sie im Dialogfeld Ziele auswahlen ein oder mehrere Arrays aus, um die neuen Einstellungen zu
erhalten.

Speicher-Arrays mit Firmware unter 8.50 stehen nicht zur Auswahl. Dartiber hinaus wird in

@ diesem Dialogfeld kein Array angezeigt, wenn das Plug-in nicht mit diesem Array
kommunizieren kann (z. B. wenn es offline ist oder wenn es Probleme mit Zertifikat,
Kennwort oder Netzwerk hat).

5. Klicken Sie Auf Fertig Stellen.

Auf der Seite Operationen werden die Ergebnisse des Importvorgangs angezeigt. Wenn der Vorgang
fehlschlagt, kénnen Sie auf die Zeile klicken, um weitere Informationen anzuzeigen.

Ergebnis
Die Ziel-Storage-Arrays sind nun mit denselben AutoSupport-Einstellungen wie das Quell-Array konfiguriert.

Importieren Sie die Einstellungen fiir Verzeichnisdienste im SANTtricity-
Speichermodul fiir vCenter

Sie kdnnen eine Konfiguration fur Verzeichnisdienste von einem Speicher-Array in
andere Speicher-Arrays importieren. Dieser Batch-Betrieb spart Zeit, wenn Sie mehrere
Arrays im Netzwerk konfigurieren missen.

Bevor Sie beginnen
Stellen Sie sicher, dass:
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* Verzeichnisdienste werden in System Manager (Menu:Einstellungen[Zugriffsverwaltung]) fur das
Speicherarray konfiguriert, das als Quelle verwendet werden soll.

» Die vorhandene Konfiguration fiir die Ziel-Speicher-Arrays wird in System Manager gesichert
(MenU:Einstellungen[System > Speicherarray-Konfiguration speichern]).

+ Sie haben die Anforderungen fiir die Replizierung von Speicherkonfigurationen in Uberprift "Uberblick tiber
die Einstellungen importieren".

Uber diese Aufgabe

Zu den importierten Einstellungen gehéren der Domanenname und die URL eines LDAP-Servers (Lightweight
Directory Access Protocol) sowie die Zuordnungen der Benutzergruppen des LDAP-Servers zu den
vordefinierten Rollen des Speicher-Arrays.

Schritte
1. Klicken Sie auf der Seite Verwalten auf Menu:Aktionen[Einstellungen importieren].

Der Assistent fur Importeinstellungen wird gedffnet.

2. Wahlen Sie im Dialogfeld Einstellungen auswahlen die Option Verzeichnisdienste aus und klicken Sie
dann auf Weiter.

Zum Auswahlen des Quell-Arrays wird ein Dialogfeld gedffnet.

3. Wahlen Sie im Dialogfeld Quelle auswahlen das Array mit den zu importierenden Einstellungen aus, und
klicken Sie dann auf Weiter.

4. Wahlen Sie im Dialogfeld Ziele auswahlen ein oder mehrere Arrays aus, um die neuen Einstellungen zu
erhalten.

Speicher-Arrays mit Firmware unter 8.50 stehen nicht zur Auswahl. Darliber hinaus wird in

@ diesem Dialogfeld kein Array angezeigt, wenn das Plug-in nicht mit diesem Array
kommunizieren kann (z. B. wenn es offline ist oder wenn es Probleme mit Zertifikat,
Kennwort oder Netzwerk hat).

5. Klicken Sie Auf Fertig Stellen.

Auf der Seite Operationen werden die Ergebnisse des Importvorgangs angezeigt. Wenn der Vorgang
fehlschlagt, konnen Sie auf die Zeile klicken, um weitere Informationen anzuzeigen.

Ergebnis
Die Ziel-Storage-Arrays sind nun mit denselben Verzeichnisdiensten konfiguriert wie das Quell-Array.

Importieren Sie Systemeinstellungen in das SANtricity-Speichermodul fuir vCenter

Sie kdnnen die Systemeinstellungen von einem Speicher-Array in andere Speicher-
Arrays importieren. Dieser Batch-Betrieb spart Zeit, wenn Sie mehrere Arrays im
Netzwerk konfigurieren mussen.

Bevor Sie beginnen
Stellen Sie sicher, dass:

« Systemeinstellungen sind in System Manager fUr das Speicherarray konfiguriert, das als Quelle verwendet
werden soll.
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* Die vorhandene Konfiguration fur die Ziel-Speicher-Arrays wird in System Manager gesichert
(Menti:Einstellungen[System > Speicherarray-Konfiguration speichern]).

+ Sie haben die Anforderungen fiir die Replizierung von Speicherkonfigurationen in Uberprift "Uberblick tiber
die Einstellungen importieren”.

Uber diese Aufgabe

Importierte Einstellungen umfassen Medien-Scan-Einstellungen fur ein Volume, SSD-Einstellungen fiir
Controller und automatischen Lastausgleich (ohne Berichterstellung fir Host-Konnektivitat).

Schritte
1. Klicken Sie auf der Seite Verwalten auf Menu:Aktionen[Einstellungen importieren].

Der Assistent fur Importeinstellungen wird geoffnet.

2. Wahlen Sie im Dialogfeld Einstellungen auswahlen die Option System aus und klicken Sie dann auf
Weiter.

Zum Auswahlen des Quell-Arrays wird ein Dialogfeld gedffnet.
3. Wahlen Sie im Dialogfeld Quelle auswahlen das Array mit den zu importierenden Einstellungen aus, und

klicken Sie dann auf Weiter.

4. Wahlen Sie im Dialogfeld Ziele auswahlen ein oder mehrere Arrays aus, um die neuen Einstellungen zu
erhalten.

Speicher-Arrays mit Firmware unter 8.50 stehen nicht zur Auswahl. Dartiber hinaus wird in

@ diesem Dialogfeld kein Array angezeigt, wenn das Plug-in nicht mit diesem Array
kommunizieren kann (z. B. wenn es offline ist oder wenn es Probleme mit Zertifikat,
Kennwort oder Netzwerk hat).

5. Klicken Sie Auf Fertig Stellen.

Auf der Seite Operationen werden die Ergebnisse des Importvorgangs angezeigt. Wenn der Vorgang
fehlschlagt, kénnen Sie auf die Zeile klicken, um weitere Informationen anzuzeigen.

Ergebnis
Die Ziel-Storage-Arrays sind nun mit denselben Systemeinstellungen wie das Quell-Array konfiguriert.

Importieren Sie die Speicherkonfigurationseinstellungen im SANtricity Speicher-
Plug-in fiir vCenter

Sie kdnnen die Speicherkonfiguration von einem Speicher-Array in andere Speicher-
Arrays importieren. Dieser Batch-Betrieb spart Zeit, wenn Sie mehrere Arrays im
Netzwerk konfigurieren mussen.

Bevor Sie beginnen
Stellen Sie sicher, dass:

 Storage ist in System Manager flir das Storage-Array konfiguriert, das Sie als Quelle verwenden mdchten.

» Die vorhandene Konfiguration fir die Ziel-Speicher-Arrays wird in System Manager gesichert
(MenuU:Einstellungen[System > Speicherarray-Konfiguration speichern]).
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+ Sie haben die Anforderungen fiir die Replizierung von Speicherkonfigurationen in Uberprift "Uberblick tber
die Einstellungen importieren”.

* Quell- und Ziel-Arrays missen die folgenden Anforderungen erfillen:
o Die Shelfs, in denen sich die Controller befinden, miissen identisch sein.
o Shelf-IDs mussen identisch sein.

o Erweiterungs-Shelfs missen in denselben Steckplatzen mit denselben Laufwerkstypen bestlckt
werden.

o Der Typ des RBOD-Gehauses muss identisch sein.
o Die HICs, einschlieRlich der Data Assurance-Funktionen des Hosts, miissen identisch sein.
> Die Ziel-Arrays mussen den optimalen Status haben.
> Die Volume-Kapazitat auf dem Ziel-Array ist grol3er als die Kapazitat des Quell-Arrays.
« Sie verstehen die folgenden Einschrankungen:

o Der Import von einer Duplex-Konfiguration in eine Simplex-Konfiguration wird nicht unterstutzt. Der
Import von Simplex in Duplex ist jedoch zulassig.

o Laufwerk-Pool-Volumes mit einer GréRe von mindestens 64 TB auf dem Quell-Array verhindern den
Importvorgang auf den Zielen.

Uber diese Aufgabe

Zu den importierten Einstellungen gehéren konfigurierte Volumes (nur Thick- und nicht-Repository-Volumes),
Volume-Gruppen, Pools und Hot-Spare-Laufwerkszuordnungen.

Schritte
1. Klicken Sie auf der Seite Verwalten auf Menu:Aktionen[Einstellungen importieren].

Der Assistent fur Importeinstellungen wird gedffnet.

2. Wabhlen Sie im Dialogfeld Einstellungen auswahlen die Option Speicherkonfiguration aus und klicken Sie
dann auf Weiter.

Zum Auswahlen des Quell-Arrays wird ein Dialogfeld gedffnet.

3. Wahlen Sie im Dialogfeld Quelle auswahlen das Array mit den zu importierenden Einstellungen aus, und
klicken Sie dann auf Weiter.

4. Wahlen Sie im Dialogfeld Ziele auswahlen ein oder mehrere Arrays aus, um die neuen Einstellungen zu
erhalten.

Speicher-Arrays mit Firmware unter 8.50 stehen nicht zur Auswahl. Dartber hinaus wird in

@ diesem Dialogfeld kein Array angezeigt, wenn das Plug-in nicht mit diesem Array
kommunizieren kann (z. B. wenn es offline ist oder wenn es Probleme mit Zertifikat,
Kennwort oder Netzwerk hat).

5. Klicken Sie Auf Fertig Stellen.

Auf der Seite Operationen werden die Ergebnisse des Importvorgangs angezeigt. Wenn der Vorgang
fehlschlagt, kdnnen Sie auf die Zeile klicken, um weitere Informationen anzuzeigen.

Ergebnis
Die Ziel-Storage-Arrays sind nun mit derselben Storage-Konfiguration wie das Quell-Array konfiguriert.
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Managen von Array-Gruppen

Erfahren Sie mehr uber das Management von Array-Gruppen im SANtricity Storage
Plug-in fiir vCenter

Sie kdnnen lhre physische und virtualisierte Infrastruktur im Storage Plug-in fur vCenter
managen, indem Sie eine Reihe von Storage-Arrays gruppieren. Moglicherweise
mochten Sie Storage-Arrays gruppieren, um die Ausfiihrung von Uberwachungs- oder
Reporting-Aufgaben zu erleichtern.

Arten von Speicher-Array-Gruppen:
+ Alle Gruppe — die All-Gruppe ist die Standardgruppe und umfasst alle Speicher-Arrays, die in lhrem

Unternehmen entdeckt wurden. Auf die Gruppe Alle kann Uber die Hauptansicht zugegriffen werden.

* Vom Benutzer erstellte Gruppe — Eine vom Benutzer erstellte Gruppe enthalt die Speicherarrays, die Sie
manuell auswahlen, um diese Gruppe hinzuzufligen. Auf von Benutzern erstellte Gruppen kann Gber die
Hauptansicht zugegriffen werden.

Erstellen Sie eine Speicher-Array-Gruppe im SANtricity Speicher-Plug-in fur
vCenter

Sie erstellen Speichergruppen und fligen dann Speicher-Arrays zu den Gruppen hinzu.
Die Speichergruppe definiert, welche Laufwerke den Speicher bereitstellen, aus dem das
Volume besteht.

Schritte

1. Wahlen Sie auf der Seite Verwalten die Option MENU:Gruppen verwalten[Speicherarray-Gruppe erstellen].
2. Geben Sie im Feld Name einen Namen fiir die neue Gruppe ein.

3. Wahlen Sie die Speicher-Arrays aus, die Sie der neuen Gruppe hinzufligen méchten.

4. Klicken Sie Auf Erstellen.

Fugen Sie Speicher-Array zur Gruppe im SANtricity Speicher-Plugin fiir vCenter
hinzu

Sie kdnnen einer vom Benutzer erstellten Gruppe einen oder mehrere Speicher-Arrays
hinzufugen.

Schritte

1. Wahlen Sie in der Hauptansicht Verwalten aus, und wahlen Sie dann die Gruppe aus, der Sie Speicher-
Arrays hinzufigen mdchten.

2. Wahlen Sie Menl:Gruppen verwalten[Speicher-Arrays zu Gruppe hinzufiigen].

3. Wahlen Sie die Speicher-Arrays aus, die Sie der Gruppe hinzufigen méchten.

4. Klicken Sie Auf Hinzufligen.
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Benennen Sie eine Speicher-Array-Gruppe im SANtricity Speicher-Plug-in fiir
vCenter um

Sie kdnnen den Namen einer Speicherarraygruppe andern, wenn der aktuelle Name
nicht mehr aussagekraftig oder zutreffend ist.

Uber diese Aufgabe
Berlicksichtigen Sie diese Richtlinien bitte.

« Ein Name kann aus Buchstaben, Zahlen und den Sonderzeichen Unterstrich (_), Bindestrich (-) und Pfund
(#) bestehen. Wenn Sie andere Zeichen auswahlen, wird eine Fehlermeldung angezeigt. Sie werden
aufgefordert, einen anderen Namen auszuwahlen.

* Beschranken Sie den Namen auf 30 Zeichen. Alle fihrenden und nachgestellten Leerzeichen im Namen
werden geldscht.

* Verwenden Sie einen eindeutigen, aussagekraftigen Namen, der leicht zu verstehen und zu merken ist.

» Vermeiden Sie beliebige Namen oder Namen, die in Zukunft schnell ihre Bedeutung verlieren wiirden.

Schritte

1. Wahlen Sie in der Hauptansicht Verwalten aus, und wahlen Sie dann die Speicherarray-Gruppe aus, die
Sie umbenennen mdchten.

2. Wahlen Sie Men(:Gruppen verwalten[Speicherarray-Gruppe umbenennen].
3. Geben Sie im Feld Gruppenname einen neuen Namen fir die Gruppe ein.

4. Klicken Sie Auf Umbenennen.

Entfernen Sie Speicher-Arrays aus einer Gruppe im SANtricity Speicher-Plug-in fur
vCenter

Sie kdnnen ein oder mehrere verwaltete Speicher-Arrays aus einer Gruppe entfernen,
wenn Sie sie nicht mehr aus einer bestimmten Speichergruppe verwalten mdchten.

Uber diese Aufgabe

Das Entfernen von Speicher-Arrays aus einer Gruppe hat keinerlei Auswirkungen auf das Speicher-Array oder
seine Daten. Wenn das Storage Array von System Manager gemanagt wird, kdnnen Sie es weiterhin mit lhrem
Browser verwalten. Wenn ein Speicher-Array versehentlich aus einer Gruppe entfernt wird, kann es erneut
hinzugefligt werden.

Schritte

1. Wahlen Sie auf der Seite Verwalten die Option MENU:Gruppen verwalten[Speicher-Arrays aus Gruppe
entfernen].

2. Wahlen Sie im Dropdown-Menu die Gruppe aus, die die zu entfernenden Speicher-Arrays enthalt, und
klicken Sie dann auf das Kontrollkédstchen neben jedem Speicher-Array, das Sie aus der Gruppe entfernen
mochten.

3. Klicken Sie Auf Entfernen.

Loschen Sie eine Speicher-Array-Gruppe im SANtricity Speicher-Plug-in fiir
vCenter

Sie kbnnen eine oder mehrere Speicherarraygruppen entfernen, die nicht mehr bendtigt
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werden.

Uber diese Aufgabe
Bei diesem Vorgang wird nur die Speicherarraygruppe geléscht. Die der geléschten Gruppe zugeordneten
Speicher-Arrays bleiben Uber die Ansicht Alle verwalten oder eine andere Gruppe, der sie zugeordnet ist,
zuganglich.
Schritte

1. Wahlen Sie auf der Seite Verwalten die Option MENU:Gruppen verwalten[Speicherarray-Gruppe l6schen].

2. Wabhlen Sie eine oder mehrere Speicherarray-Gruppen aus, die Sie |I6schen mochten.
3. Klicken Sie Auf Loschen.

Aktualisieren der Betriebssystemsoftware

Erfahren Sie mehr Giber das Management von SANtricity Software-Upgrades mit
dem Storage Plug-in fiir vCenter

Im Storage Plug-in fur vCenter kdnnen Sie SANTricity Software und NVSRAM Upgrades
fur mehrere Storage Arrays desselben Typs managen.

Workflow-Upgrade

Die folgenden Schritte bieten einen grundlegenden Workflow zur Durchfiihrung von Software-Upgrades:

1. Sie laden die neueste SANtricity OS-Datei von der Support-Website herunter. (Ein Link ist auf der Support-
Seite verflgbar) Speichern Sie die Datei auf dem Management-Host-System (dem Host, auf den Sie in
einem Browser auf das Plugin zugreifen), und entpacken Sie die Datei.

2. Im Plugin kénnen Sie die SANtricity OS-Softwaredatei und die NVSRAM-Datei in das Repository laden (ein
Bereich des Servers, auf dem Dateien gespeichert sind).

3. Nachdem die Dateien in das Repository geladen wurden, kénnen Sie die Datei auswahlen, die fir das
Upgrade verwendet werden soll. Wahlen Sie auf der Seite Upgrade SANTtricity OS Software die
Betriebssystemsoftware und die NVSRAM-Datei aus. Nach Auswahl einer Softwaredatei wird auf dieser
Seite eine Liste kompatibler Speicher-Arrays angezeigt. AnschlieRend wahlen Sie die Speicher-Arrays aus,
die Sie mit der neuen Software aktualisieren mdchten. (Sie kdnnen nicht inkompatible Arrays auswahlen.)

4. AnschlieBend kdnnen Sie eine sofortige Softwarelbertragung und -Aktivierung starten oder die Dateien zu
einem spateren Zeitpunkt fir die Aktivierung aktivieren. Wahrend des Upgrade-Vorgangs fuhrt das Plugin
die folgenden Aufgaben aus:

o Durchflihrung einer Integritatspriifung fir die Speicher-Arrays, um festzustellen, ob Bedingungen
vorhanden sind, die das Upgrade mdglicherweise verhindern. Wenn Arrays die Integritatsprifung nicht
bestanden haben, kdnnen Sie das jeweilige Array Uberspringen und das Upgrade flr die anderen
fortsetzen. Alternativ kdnnen Sie den gesamten Prozess beenden und die Arrays, die nicht bestanden
haben, beheben.

o Ubertragt die Upgrade-Dateien an jeden Controller.

> Bootet die Controller neu und aktiviert das neue Betriebssystem, jeweils ein Controller. Wahrend der
Aktivierung wird die vorhandene Betriebssystemdatei durch die neue Datei ersetzt.

@ Sie kdnnen auch angeben, dass die Software zu einem spateren Zeitpunkt aktiviert wird.
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Upgrade-Uberlegungen

Vor dem Upgrade mehrerer Storage-Arrays sollten Sie die wichtigsten Uberlegungen in Ihrer Planung
durchgehen.

Aktuelle Versionen

Sie kdnnen die aktuellen Softwareversionen des SANtricity OS von der Seite Verwalten des Storage Plug-ins
flir vCenter fir jedes erkannte Storage-Array anzeigen. Die Version wird in der Spalte SANtricity OS Software
angezeigt. Die Informationen zu Controller-Firmware und NVSRAM finden Sie in einem Popup-Dialogfeld,
wenn Sie in jeder Zeile auf die Betriebssystemversion klicken.

Andere Komponenten miissen aktualisiert werden

Im Rahmen des Upgrades missen Sie eventuell auch den Multipath-/Failover-Treiber oder den HBA-Treiber
des Hosts aktualisieren, damit der Host korrekt mit den Controllern interagieren kann. Informationen zur
Kompatibilitdt finden Sie im "Interoperabilitats-Matrix-Tool".

Dual-Controller

Wenn ein Storage-Array zwei Controller enthalt und ein Multipath-Treiber installiert ist, kann das Storage-Array
die I/0O-Verarbeitung wahrend des Upgrades fortsetzen. Wahrend des Upgrades erfolgt der folgende Vorgang:
1. Controller A Failover aller LUNs zu Controller B
2. Das Upgrade erfolgt bei Controller A
3. Controller A nimmt seine LUNs und alle Controller B LUNs wieder auf.
4. Upgrade erfolgt auf Controller B.

Nach Abschluss des Upgrades mussen Sie Volumes moglicherweise manuell zwischen den Controllern neu
verteilen, um sicherzustellen, dass die Volumes wieder zum korrekten Controller zurlickkehren.

Fuhren Sie eine Integritatspriifung vor dem Upgrade im SANtricity-Speichermodul
fiir vCenter durch

Eine Zustandsprufung wird im Rahmen des Upgrade-Prozesses ausgefuhrt, doch vor
Beginn kann zusatzlich ein Systemcheck separat durchgefuhrt werden. Bei der
Integritatsprifung werden Komponenten des Storage-Arrays bewertet, um
sicherzustellen, dass das Upgrade fortgesetzt werden kann.

Schritte
1. Wahlen Sie in der Hauptansicht Verwalten und dann Meni:Upgrade Center[Health Check Pre-Upgrade].

Das Dialogfeld Integritatsprifung vor dem Upgrade wird gedffnet und zeigt alle erkannten Speichersysteme
an.

2. Filtern oder sortieren Sie bei Bedarf die Speichersysteme in der Liste, sodass Sie alle Systeme, die sich
derzeit nicht im optimalen Zustand befinden, anzeigen kénnen.

3. Aktivieren Sie die Kontrollkastchen fir die Speichersysteme, die Sie durch die Integritatspriifung ausflihren
mdochten.

4. Klicken Sie Auf Start.
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Der Fortschritt wird im Dialogfeld angezeigt, wahrend die Integritatspriifung durchgefihrt wird.

5. Wenn die Integritatsprifung abgeschlossen ist, kdnnen Sie rechts neben jeder Zeile auf die Ellipsen (...)
klicken, um weitere Informationen anzuzeigen und andere Aufgaben auszuflhren.

Wenn Arrays die Integritatsprifung nicht bestanden haben, kénnen Sie das jeweilige Array
@ Uberspringen und das Upgrade fiir die anderen fortsetzen. Alternativ kbnnen Sie den gesamten
Prozess beenden und die Arrays, die nicht bestanden haben, beheben.

Fuhren Sie ein Upgrade der SANtricity Software und NVSRAM mit dem Storage
Plug-in fiir vCenter durch

Aktualisieren Sie ein oder mehrere Storage-Arrays mit der neuesten Software und
NVSRAM, um sicherzustellen, dass Sie uber alle neuesten Funktionen und
Fehlerbehebungen verfigen. Der NVSRAM-Controller ist eine Controller-Datei, die die
Standardeinstellungen fur die Controller angibt.

Bevor Sie beginnen
Stellen Sie sicher, dass:

* Die neuesten SANTtricity OS-Dateien sind auf dem Host-System verfligbar, auf dem das Plugin ausgefiihrt
wird.

« Sie wissen, ob Sie Ihr Software-Upgrade jetzt oder spater aktivieren mdchten. Aus folgenden Griinden
kdnnen Sie sich spater aktivieren:

o Tageszeit — die Aktivierung der Software kann eine lange Zeit dauern, so dass Sie mdglicherweise
warten mochten, bis I/O-Lasten leichter sind. Der Failover der Controller wahrend der Aktivierung ist
moglich, sodass die Performance bis zum Abschluss des Upgrades unter Umstanden niedriger ist als
ublich.

o Art des Pakets — mdglicherweise mochten Sie die neue Betriebssystemsoftware auf einem Speicher-
Array testen, bevor Sie die Dateien auf anderen Speicher-Arrays aktualisieren.

Risiko eines Datenverlustes oder eines Schadensrisikos am Speicher-Array — nehmen
Sie wahrend des Upgrades keine Anderungen am Speicher-Array vor. Halten Sie den Strom flr
das Speicher-Array aufrecht.

Schritte

1. Wenn |hr Storage Array nur einen Controller oder einen Multipath-Treiber enthalt, beenden Sie die 1/0-
Aktivitaten des Storage Arrays, um Applikationsfehler zu vermeiden. Wenn Ihr Storage Array tber zwei
Controller verfligt und Sie einen Multipath-Treiber installiert haben, miissen Sie die I/O-Aktivitat nicht
stoppen.

2. Wahlen Sie in der Hauptansicht Verwalten aus, und wahlen Sie dann ein oder mehrere Speicher-Arrays
aus, die Sie aktualisieren mdochten.

3. Wahlen Sie Menl:Upgrade Center[Upgrade > SANTtricity OS > Software].
Die Seite SANtricity OS-Software aktualisieren wird angezeigt.

4. Laden Sie das aktuelle SANTtricity OS Softwarepaket von der Support-Website auf lhren lokalen Computer
herunter.

a. Klicken Sie auf Neue Datei zum Software-Repository hinzufligen
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5.

6.

7.

8.
9.
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b. Klicken Sie auf den Link, um die neuesten SANTtricity OS Downloads zu finden.
c. Klicken Sie auf den Link Letzte Version herunterladen.

d. Befolgen Sie die restlichen Anweisungen, um die Betriebssystemdatei und die NVSRAM-Datei auf
Ihren lokalen Computer herunterzuladen.

In Version 8.42 und héher ist digital signierte Firmware erforderlich. Wenn Sie
@ versuchen, nicht signierte Firmware herunterzuladen, wird ein Fehler angezeigt und der
Download wird abgebrochen.

Wahlen Sie die Betriebssystemsoftware und die NVSRAM-Datei aus, die Sie zum Aktualisieren der
Controller verwenden mochten:

a. Wahlen Sie im Dropdown-Menii die Betriebssystemdatei aus, die Sie auf Ihren lokalen Computer
heruntergeladen haben.

Wenn mehrere Dateien verfiigbar sind, werden die Dateien vom neuesten Datum bis zum altesten
Datum sortiert.

Das Software-Repository listet alle mit dem Plug-in verbundenen Softwaredateien auf.

@ Wenn die Datei nicht angezeigt wird, die Sie verwenden mdchten, klicken Sie auf den Link
Neue Datei zum Software-Repository hinzufiigen, um zu dem Speicherort zu navigieren,
an dem sich die Betriebssystemdatei befindet, die Sie hinzuflgen mdchten.

a. Wahlen Sie im Dropdown-Meni Select an NVSRAM file die gewlinschte Controllerdatei aus.

Wenn es mehrere Dateien gibt, werden die Dateien vom neuesten Datum bis zum altesten Datum
sortiert.

Uberpriifen Sie in der Tabelle kompatibler Speicher-Arrays die Speicherarrays, die mit der ausgewahlten
Betriebssystemsoftware kompatibel sind, und wahlen Sie dann die Arrays aus, die aktualisiert werden
sollen.

> Die Speicherarrays, die Sie in der Ansicht Verwalten ausgewahlt haben und mit der ausgewahlten
Firmware-Datei kompatibel sind, werden standardmafig in der Tabelle kompatible Speicherarrays
ausgewahilt.

o Die Speicher-Arrays, die nicht mit der ausgewahlten Firmware-Datei aktualisiert werden kdénnen,
kdnnen in der kompatiblen Speicher-Array-Tabelle nicht wie im Status inkompatibel angegeben
ausgewahlt werden.

(Optional) um die Software-Datei ohne Aktivierung auf die Speicher-Arrays zu Ubertragen, wahlen Sie das
Kontrollkastchen Betriebssystemsoftware auf die Speicher-Arrays libertragen, als stufenweise
markieren und zu einem spateren Zeitpunkt aktivieren aus.

Klicken Sie Auf Start.

Je nachdem, ob Sie jetzt oder spater aktiviert haben, fihren Sie einen der folgenden Schritte aus:

° Typ TRANSFER Um zu bestéatigen, dass Sie die vorgeschlagene Betriebssystemsoftware auf den
Arrays Ubertragen mochten, die Sie aktualisieren mochten, und klicken Sie dann auf Transfer. Um die
Ubertragene Software zu aktivieren, wahlen Sie MENU:Upgrade Center[Staged SANtricity OS Software
aktivierenl].

° Typ UPGRADE Um zu bestatigen, dass Sie die vorgeschlagene Betriebssystemsoftware auf den Arrays
Ubertragen und aktivieren mochten, die Sie fur die Aktualisierung ausgewahlt haben, und klicken Sie
dann auf Upgrade.



Das System Ubertragt die Softwaredatei auf jedes Speicherarray, das Sie fur die Aktualisierung
ausgewahlt haben, und aktiviert diese Datei durch einen Neustart.

Wahrend des Aktualisierungsvorgangs treten folgende Aktionen auf:

o Im Rahmen des Upgrades wird eine Integritatsprifung vor dem Upgrade ausgefiihrt. Bei der
Integritatsprifung vor dem Upgrade werden alle Komponenten des Storage Arrays bewertet, um
sicherzustellen, dass das Upgrade fortgesetzt werden kann.

o Wenn eine Integritatsprifung fir ein Speicherarray fehlschlagt, wird das Upgrade abgebrochen.
Klicken Sie auf die Ellipsen (...) Und wahlen Sie Protokoll speichern, um die Fehler zu Uberprtfen.
Sie kénnen auch den Fehler der Integritatsprifung Gberschreiben und dann auf Weiter klicken, um mit
dem Upgrade fortzufahren.

> Sie kénnen den Upgrade-Vorgang nach der Integritatsprifung vor dem Upgrade abbrechen.

10. (Optional) Sobald das Upgrade abgeschlossen ist, wird eine Liste der fiir ein bestimmtes Speicherarray
aktualisierten Versionen angezeigt, indem Sie auf die Auslassungspunkte (...) klicken. Und wahlen Sie
dann Protokoll speichern.

Die Datei wird im Ordner Downloads fiir Ihren Browser mit dem Namen gespeichert upgrade log-
<date>. json.

Aktivieren Sie die gestufte Betriebssystemsoftware im SANtricity-Speichermodul
fur vCenter

Sie kdnnen die Software-Datei sofort aktivieren oder bis zu einem angenehmeren
Zeitpunkt warten. Bei diesem Verfahren wird davon ausgegangen, dass Sie die
Softwaredatei zu einem spateren Zeitpunkt aktivieren.

Uber diese Aufgabe

Sie kénnen die Firmware-Dateien Ubertragen, ohne sie zu aktivieren. Aus folgenden Griinden kdnnen Sie sich
spater aktivieren:

* Tageszeit — die Aktivierung der Software kann eine lange Zeit dauern, so dass Sie mdglicherweise warten
mochten, bis I/O-Lasten leichter sind. Die Controller starten neu und fiihren einen Failover wahrend der
Aktivierung durch. Dadurch kann die Performance bis zum Abschluss des Upgrades unter Umstanden
niedriger sein als Ublich.

» Paketyp — moglicherweise mochten Sie die neue Software und Firmware auf einem Speicher-Array
testen, bevor Sie die Dateien auf anderen Speicher-Arrays aktualisieren.

@ Sie kdnnen den Aktivierungsvorgang nach dem Start nicht beenden.

Schritte

1. Wahlen Sie in der Hauptansicht Verwalten. Klicken Sie bei Bedarf auf die Spalte Status, um oben auf der
Seite alle Speicher-Arrays mit dem Status ,Betriebssystem-Upgrade (Aktivierung ausstehend)“ zu
sortieren.

2. Wahlen Sie ein oder mehrere Speicher-Arrays aus, fur die Sie Software aktivieren méchten, und wahlen
Sie dann MenU:Upgrade Center[Activate Staged SANTtricity Software].

Wahrend des Aktualisierungsvorgangs treten folgende Aktionen auf:

o Im Rahmen der Aktivierung wird eine Integritatsprifung vor dem Upgrade ausgefihrt. Bei der
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Integritatsprifung vor dem Upgrade werden alle Komponenten des Storage-Arrays bewertet, um
sicherzustellen, dass die Aktivierung fortgesetzt werden kann.

> Wenn eine Integritatsprifung fur ein Speicherarray fehlschlagt, wird die Aktivierung angehalten. Klicken
Sie auf die Ellipsen (...) Und wahlen Sie Protokoll speichern, um die Fehler zu tberprifen. Sie
kdnnen auch den Fehler der Integritatsprifung tberschreiben und dann auf Weiter klicken, um mit der
Aktivierung fortzufahren.

> Sie kdnnen den Aktivierungsvorgang nach der Integritatsprifung vor dem Upgrade abbrechen.
Nach erfolgreichem Abschluss der Integritatsprifung vor dem Upgrade erfolgt die Aktivierung. Die

Aktivierungszeiten hangen von der Konfiguration des Speicherarrays und den Komponenten ab, die
Sie aktivieren.

3. (Optional) nach Abschluss der Aktivierung sehen Sie eine Liste der aktivierten Optionen fiir ein bestimmtes
Speicherarray, indem Sie auf die Ellipsen (...) klicken. Und wahlen Sie dann Protokoll speichern.

Die Datei wird im Ordner Downloads fur lhren Browser mit dem Namen gespeichert activate log-
<date>. json.

Loschen Sie die gestufte Betriebssystemsoftware im SANtricity Storage Plug-in fir
vCenter

Sie konnen die stufenweise Betriebssystemsoftware entfernen, um sicherzustellen, dass
eine ausstehende Version zu einem spateren Zeitpunkt nicht versehentlich aktiviert wird.
Das Entfernen der stufenweisen Betriebssystemsoftware hat keine Auswirkungen auf die
aktuelle Version, die auf den Speicher-Arrays ausgefuhrt wird.

Schritte

1. Wahlen Sie in der Hauptansicht Verwalten und dann Men(:SANTtricity-Upgrade[Staged—Software
I6schen].

Das Dialogfeld ,Staged SANTtricity-Software I6schen® wird gedffnet und listet alle erkannten
Speichersysteme mit ausstehender Software oder NVSRAM auf.

2. Filtern oder sortieren Sie die Speichersysteme in der Liste, falls erforderlich, so dass Sie alle Systeme mit
stufenweise Software anzeigen kénnen.

3. Aktivieren Sie die Kontrollkastchen fur die Speichersysteme mit ausstehender Software, die Sie [6schen
mdchten.

4. Klicken Sie Auf Loschen.

Der Status des Vorgangs wird im Dialogfeld angezeigt.

Managen Sie das Software Repository im SANtricity Storage Plug-in fir vCenter

Sie kdnnen ein Software-Repository anzeigen und managen, in dem alle Softwaredateien
aufgelistet sind, die mit dem Storage Plug-in fur vCenter verknupft sind.

Bevor Sie beginnen

Wenn Sie das Repository zum Hinzufligen von SANtricity OS-Dateien verwenden, stellen Sie sicher, dass die
Betriebssystemdateien auf Ihrem lokalen System verfiigbar sind.
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Uber diese Aufgabe

Sie kénnen die Option SANtricity OS Software Repository verwalten verwenden, um eine oder mehrere
Betriebssystemdateien auf das Hostsystem zu importieren, auf dem das Plugin ausgefihrt wird. Sie kdnnen
auch wahlen, ob Sie eine oder mehrere Betriebssystemdateien I6schen mdochten, die im Software-Repository
verflgbar sind.

Schritte
1. Wahlen Sie in der Hauptansicht Verwalten und dann Men(:SANTtricity-Software-Repository verwalten].

Das Dialogfeld SANtricity OS Software-Repository verwalten wird angezeigt.

2. Fihren Sie eine der folgenden Aktionen aus:
o Import:
i. Klicken Sie Auf Import.

i. Klicken Sie auf Durchsuchen und navigieren Sie dann zu dem Speicherort, an dem die
Betriebssystemdateien gespeichert werden sollen. Betriebssystemdateien haben einen ahnlichen
Dateinamen wie N2800-830000-000.d1p.

ii. Wahlen Sie eine oder mehrere Betriebssystemdateien aus, die Sie hinzufligen mdchten, und
klicken Sie dann auf Import.

o Loschen:

i. Wahlen Sie eine oder mehrere Betriebssystemdateien aus, die Sie aus dem Software-Repository
entfernen mochten.

ii. Klicken Sie Auf Loschen.

Ergebnis

Wenn Sie den Import ausgewahlt haben, werden die Dateien hochgeladen und validiert. Wenn Sie ,L6schen®
ausgewahlt haben, werden die Dateien aus dem Software-Repository entfernt.

Bereitstellung von Storage

Erfahren Sie mehr lUber die Bereitstellung von Storage im SANtricity Storage Plug-
in fur vCenter

Im Storage Plug-in fur vCenter kdnnen Sie Daten-Container, sogenannte Volumes,
erstellen, sodass der Host auf den Storage im Array zugreifen kann.

Volume-Typen und -Eigenschaften

Volumes sind Daten-Container, die den Speicherplatz auf Ihrem Storage-Array managen und organisieren.

Sie erstellen Volumes aus der Speicherkapazitat, die auf lnrem Speicher-Array verflgbar ist, was Ihnen hilft,
die Ressourcen lhres Systems zu organisieren. Das Konzept der "Volumes" ist ahnlich wie die Verwendung
von Ordnern/Verzeichnissen auf einem Computer, um Dateien fur schnellen Zugriff zu organisieren.

Volumes sind die einzige Datenebene, die Hosts sichtbar ist. In einer SAN-Umgebung werden Volumes den
Logical Unit Numbers (LUNs) zugeordnet. Diese LUNs enthalten die Benutzerdaten, auf die tber ein oder
mehrere der vom Storage Array unterstiitzten Host-Zugriffsprotokolle zugegriffen werden kann, einschlief3lich
FC, iSCSI und SAS.
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Jedes Volume in einem Pool oder Volume-Gruppe kann je nach Art der Daten seine eigenen, individuellen
Eigenschaften aufweisen. Einige dieser Eigenschaften sind:

+ SegmentgroRe — Ein Segment ist die Datenmenge in Kilobyte (KiB), die auf einem Laufwerk gespeichert
ist, bevor das Speicherarray zum nachsten Laufwerk im Stripe (RAID-Gruppe) wechselt. Die
SegmentgroRe ist gleich oder kleiner als die Kapazitat der Volume-Gruppe. Die Segmentgrofie ist
festgelegt und kann flr Pools nicht geandert werden.

» Kapazitat — Sie erstellen ein Volume aus der freien Kapazitat, die entweder in einem Pool oder einer
Volume-Gruppe verfugbar ist. Bevor Sie ein Volume erstellen, muss der Pool oder die Volume-Gruppe
bereits vorhanden sein und genilgend freie Kapazitat zur Erstellung des Volumes haben.

» Controller-Eigentum — Alle Speicher-Arrays konnen einen oder zwei Controller haben. Auf einem Single-
Controller-Array wird die Workload eines Volumes von einem einzigen Controller verwaltet. Auf einem
Dual-Controller-Array hat ein Volume einen bevorzugten Controller (A oder B), der das Volume ,besitzt". In
einer Dual-Controller-Konfiguration wird die Eigentimerschaft von Volumes automatisch mithilfe der
Funktion Automatischer Lastausgleich angepasst, um eventuelle Probleme beim Lastenausgleich bei der
Workload-Verschiebung zwischen den Controllern zu beheben. Der automatische Lastausgleich ermdglicht
einen automatisierten 1/O-Workload-Ausgleich und sorgt daflr, dass eingehender 1/O-Datenverkehr von
den Hosts auf beiden Controllern dynamisch gemanagt und ausgeglichen wird.

* Volume-Zuweisung — Sie kdnnen Hosts entweder bei der Erstellung des Volumes oder zu einem
spateren Zeitpunkt auf ein Volume zugreifen. Der gesamte Host-Zugriff wird Uber eine LUN (Logical Unit
Number) gemanagt. Hosts erkennen LUNs, die wiederum den Volumes zugewiesen sind. Wenn Sie ein
Volume mehreren Hosts zuweisen, verwenden Sie eine Clustering-Software, um sicherzustellen, dass das
Volume fur alle Hosts verflgbar ist.

Der Host-Typ kann bestimmte Einschrankungen fir die Anzahl der Volumes haben, auf die der Host
zugreifen kann. Beachten Sie diese Einschrankung bei der Erstellung von Volumes zur Verwendung durch
einen bestimmten Host.

* Ressourcen-Provisioning — flir EF600- oder EF300-Speicher-Arrays konnen Sie festlegen, dass
Volumes ohne Hintergrundinitialisierung sofort verwendet werden. Ein vom Ressourcen bereitgestelltes
Volume ist ein Thick Volume in einer SSD-Volume-Gruppe oder einem Pool. Dabei wird bei der Erstellung
des Volume die Laufwerkskapazitat zugewiesen (dem Volume zugewiesen), die Laufwerksblécke jedoch
aufgehoben (nicht zugewiesen).

» Beschreibenden Name — Sie kdnnen ein Volumen benennen, welchen Namen Sie wollen, aber wir
empfehlen, den Namen beschreibend zu machen.

Wahrend der Volume-Erstellung wird jedem Volume Kapazitat zugewiesen. Sie erhalten einen Namen, eine
SegmentgroéRe (nur Volume-Gruppen), einen Controller-Besitz und eine Zuweisung von Volume zu Host. Bei
Bedarf erfolgt ein automatischer Lastausgleich der Volume-Daten iber Controller hinweg.

Kapazitat fiir Volumes

Die Laufwerke in Inrem Speicher-Array stellen die physische Speicherkapazitat fir Ihre Daten bereit. Bevor Sie
mit dem Speichern von Daten beginnen kénnen, missen Sie die zugewiesene Kapazitat in logischen
Komponenten — Pools oder Volume-Gruppen — konfigurieren. Mithilfe dieser Speicherobjekte lassen sich
Daten auf dem Speicher-Array konfigurieren, speichern, verwalten und erhalten.

Kapazitat zur Erstellung und Erweiterung von Volumes

Sie kdnnen Volumes entweder aus der nicht zugewiesenen Kapazitat oder aus freien Kapazitaten in einem
Pool oder einer Volume-Gruppe erstellen.

* Wenn Sie ein Volume aus nicht zugewiesenen Kapazitaten erstellen, kénnen Sie gleichzeitig einen Pool
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oder eine Volume-Gruppe und das Volume erstellen.

* Wenn Sie ein Volume aus freier Kapazitat erstellen, erstellen Sie ein zusatzliches Volume in einem bereits
vorhandenen Pool oder einer Volume-Gruppe.Nachdem Sie die Volume-Kapazitat erweitert haben,
mussen Sie die Grofie des Dateisystems manuell erhdhen, um sie anzupassen. Wie Sie dies tun, hangt
von dem Dateisystem ab, das Sie verwenden. Weitere Informationen finden Sie in der Dokumentation
Ihres Host-Betriebssystems.

@ Die Plugin-Schnittstelle bietet keine Option zum Erstellen von Thin Volumes.

Gemeldete Kapazitat fiir Volumes

Die gemeldete Kapazitat des Volumes entspricht der Menge der zugewiesenen physischen Speicherkapazitat.
Es muss die gesamte physische Storage-Kapazitat vorhanden sein. Der physisch zugewiesene Speicherplatz
entspricht dem Speicherplatz, der dem Host gemeldet wird.

Normalerweise stellen Sie die gemeldete Kapazitat des Volumes so ein, dass die maximale Kapazitat, die Ihrer
Meinung nach das Volume vergréRern wird. Volumes liefern eine hohe und vorhersehbare Performance fir
Ihre Applikationen, vor allem, weil samtliche Benutzerkapazitaten reserviert und bei ihrer Erstellung
zugewiesen sind.

Kapazitatsgrenzen

Die minimale Kapazitat fir ein Volume betragt 1 MiB, und die maximale Kapazitat hangt von der Anzahl und
Kapazitat der Laufwerke im Pool bzw. der Volume-Gruppe ab.

Beachten Sie bei der Erhéhung der gemeldeten Kapazitat fiir ein Volumen die folgenden Richtlinien:

+ Sie kénnen bis zu drei Dezimalstellen (z. B. 65.375 gib) angeben.

» Die Kapazitat muss kleiner sein als (oder gleich) die maximale in der Volume-Gruppe verfligbar ist. Wenn
Sie ein Volume erstellen, wird fur die DSS-Migration (Dynamic Segment Size) zusatzliche Kapazitat vorab
zugewiesen. Die DSS-Migration ist eine Funktion der Software, mit der Sie die Segmentgrolie eines
Volumes &ndern kénnen.

* Volumes mit einer GréfRe von mehr als 2 tib werden von einigen Host-Betriebssystemen unterstitzt (die
maximale gemeldete Kapazitat wird vom Host-Betriebssystem bestimmt). Tatsachlich unterstiitzen einige
Host-Betriebssysteme bis zu 128 tib Volumes. Weitere Informationen finden Sie in der Dokumentation
Ihres Host-Betriebssystems.

Applikationsspezifische Workloads

Wenn Sie ein Volume erstellen, wahlen Sie einen Workload aus, um die Storage-Array-Konfiguration flr eine
bestimmte Applikation anzupassen.

Ein Workload ist ein Storage-Objekt, das eine Applikation unterstitzt. Sie kdnnen einen oder mehrere
Workloads oder Instanzen pro Applikation definieren. Bei einigen Applikationen konfiguriert das System den
Workload so, dass er Volumes mit ahnlichen zugrunde liegenden Volume-Merkmalen enthalt. Diese Volume-
Merkmale werden basierend auf dem Applikationstyp optimiert, den der Workload unterstitzt. Wenn Sie
beispielsweise einen Workload erstellen, der eine Microsoft SQL Server Applikation unterstitzt und
anschlieend Volumes fir diesen Workload erstellt, werden die zugrunde liegenden Volume-Merkmale zur
Unterstitzung von Microsoft SQL Server optimiert.

Wahrend der Volume-Erstellung werden Sie vom System aufgefordert, Fragen zur Verwendung eines

Workloads zu beantworten. Wenn Sie beispielsweise Volumes fur Microsoft Exchange erstellen, werden Sie
gefragt, wie viele Mailboxen Sie benétigen, wie viele Mailboxen Ihre durchschnittlichen Anforderungen an die
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Mailbox-Kapazitat sind und wie viele Kopien der Datenbank Sie benétigen. Das System erstellt anhand dieser
Informationen eine optimale Volume-Konfiguration fir Sie, die Sie nach Bedarf bearbeiten knnen. Optional
kénnen Sie diesen Schritt in der Sequenz zur Volume-Erstellung Gberspringen.

Workload-Typen

Es kdnnen zwei unterschiedliche Workload-Typen erstellt werden: Applikationsspezifisch oder sonstige.

» Applikationsspezifisch — Wenn Sie Volumes mit einem anwendungsspezifischen Workload erstellen,
empfiehlt das System moglicherweise eine optimierte Volume-Konfiguration, um Konflikte zwischen
Applikations-Workload 1/0 und anderem Traffic aus Ihrer Anwendungsinstanz zu minimieren. Volume-
Merkmale wie I/O-Typ, Segmentgrofie, Controller-Besitz und Lese- und Schreib-Cache werden
automatisch fuir Workloads empfohlen und optimiert, die fir die folgenden Applikationstypen erstellt
wurden.

> Microsoft SQL Server
o Microsoft Exchange Server
> Videouberwachungsapplikationen

o VMware ESXi (fir Volumes, die mit dem Virtual Machine File System verwendet werden sollen)

Sie kénnen die empfohlene Volume-Konfiguration tberprifen und die vom System empfohlenen
Volumes und Merkmale bearbeiten, hinzufligen oder I6schen. Verwenden Sie dazu das Dialogfeld
Volumes hinzufligen/bearbeiten.

» Andere (oder Anwendungen ohne spezifische Unterstiitzung der Volumenerzeugung) — Bei anderen
Workloads wird eine Volume-Konfiguration verwendet, die manuell angegeben werden muss, wann ein
Workload erstellt werden soll, der nicht mit einer bestimmten Applikation verknUpft ist, oder ob das System
keine integrierte Optimierung fur die Applikation bietet, die Sie im Storage-Array verwenden mdchten. Sie
mussen die Volume-Konfiguration manuell Gber das Dialogfeld Volumes hinzufligen/bearbeiten angeben.

Anzeige von Applikationen und Workloads

Um Anwendungen und Workloads anzuzeigen, starten Sie System Manager. Uber diese Schnittstelle kénnen
Sie die Informationen anzeigen, die mit einem applikationsspezifischen Workload verknipft sind. Sie haben
verschiedene Mdglichkeiten:

« Sie kénnen die Registerkarte Anwendungen & Workloads in der Kachel Volumes auswahlen, um die
Volumes des Speicherarrays nach Workload gruppiert und den Anwendungstyp, mit dem der Workload
verknUpft ist, anzuzeigen.

+ Uber die Registerkarte Applikationen und Workloads im Tile Performance kénnen Sie Performance-
Metriken (Latenz, IOPS und MB) fir logische Objekte anzeigen. Die Objekte werden nach Applikation und
zugehorieinem Workload gruppiert. Indem Sie diese Performance-Daten in regelmafligen Abstanden
erfassen, kdnnen Sie Basismessungen vornehmen und Trends analysieren. Dies unterstutzt Sie bei der
Untersuchung von I/O-Performance-Problemen.

Erstellen Sie Speicher im SANtricity Speicher-Plug-in fiir vCenter

Im Storage Plug-in fur vCenter erstellen Sie Storage, indem Sie zuerst einen Workload
fur einen bestimmten Applikationstyp erstellen. Als Nachstes wird dem Workload
Storage-Kapazitat hinzugefigt, indem Volumes mit ahnlichen zugrunde liegenden
Volume-Merkmalen erstellt werden.
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Schritt: Workloads erstellen

Ein Workload ist ein Storage-Objekt, das eine Applikation unterstitzt. Sie kbnnen einen oder mehrere
Workloads oder Instanzen pro Applikation definieren.

Uber diese Aufgabe

Bei einigen Applikationen konfiguriert das System den Workload so, dass er Volumes mit ahnlichen zugrunde
liegenden Volume-Merkmalen enthéalt. Diese Volume-Merkmale werden basierend auf dem Applikationstyp
optimiert, den der Workload unterstltzt. Wenn Sie beispielsweise einen Workload erstellen, der eine Microsoft
SQL Server Applikation unterstitzt und anschlieffend Volumes fiir diesen Workload erstellt, werden die
zugrunde liegenden Volume-Merkmale zur Unterstlitzung von Microsoft SQL Server optimiert.

Das System empfiehlt nur fur die folgenden Applikationstypen eine optimierte Volume-Konfiguration:

» Microsoft SQL Server
* Microsoft Exchange Server
* Videolberwachung

* VMware ESXi (fir Volumes, die mit dem Virtual Machine File System verwendet werden sollen)

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus.
2. Wahlen Sie MENU:Provisioning[Volumes verwalten].
3. Wahlen Sie Menu:Erstellen[Workload].

Das Dialogfeld Anwendungs-Workload erstellen wird angezeigt.

4. Wahlen Sie in der Dropdown-Liste den Applikationstyp aus, fur den der Workload erstellt werden soll, und
geben Sie dann einen Workload-Namen ein.

5. Klicken Sie Auf Erstellen.

Schritt: Volumes erstellen

Sie erstellen Volumes, um einem applikationsspezifischen Workload Storage-Kapazitat hinzuzufigen und die
erstellten Volumes fiir einen bestimmten Host oder Host-Cluster sichtbar zu machen.

Uber diese Aufgabe

Bei den meisten Applikationstypen wird standardmafig eine benutzerdefinierte Volume-Konfiguration
verwendet, wahrend bei anderen Typen eine intelligente Konfiguration bei der Volume-Erstellung angewendet
wird. Wenn Sie beispielsweise Volumes fur eine Microsoft Exchange Applikation erstellen, werden Sie gefragt,
wie viele Mailboxen Sie benétigen, wie viele Mailboxen lhre durchschnittlichen Anforderungen an die Mailbox-
Kapazitat sind und wie viele Kopien der Datenbank Sie bendtigen. Das System erstellt anhand dieser
Informationen eine optimale Volume-Konfiguration fir Sie, die Sie nach Bedarf bearbeiten kénnen.

Sie kénnen Volumes tber das Menl:Provisioning[Manage Volumes > Create > Volumes] oder Gber das
Men:Provisioning[Configure Pools and Volume Groups > Create > Volumes] erstellen. Das Verfahren ist bei
beiden Auswahlmdglichkeiten identisch.

Der Prozess zur Erstellung eines Volumes ist ein mehrstufiges Verfahren.
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Schritt 2a: Wahlen Sie Host fiir ein Volume

Im ersten Schritt kdnnen Sie einen bestimmten Host oder Host-Cluster flir das Volume auswahlen oder den
Host spater zuweisen.

Bevor Sie beginnen
Stellen Sie sicher, dass:

* Es wurden glltige Hosts oder Host-Cluster definiert (unter Menu:Bereitstellung [Hosts konfigurieren]).
» Fur den Host wurden Host-Port-IDs definiert.

* Die Host-Verbindung muss Data Assurance (da) unterstiitzen, wenn Sie die Erstellung von da-fahigen
Volumes planen. Wenn eine der Host-Verbindungen auf den Controllern im Speicher-Array keine
Unterstltzung fur da bietet, kdnnen die zugeordneten Hosts auf da-fahige Volumes keinen Zugriff auf
Daten haben.

Uber diese Aufgabe
Beachten Sie bei der Zuweisung von Volumes die folgenden Richtlinien:

» Das Betriebssystem eines Hosts kann bestimmte Einschrankungen fir die Zugriffsmoglichkeiten auf die
Anzahl der Volumes haben, auf die der Host zugreifen kann. Beachten Sie diese Einschrankung bei der
Erstellung von Volumes zur Verwendung durch einen bestimmten Host.

* Sie kénnen eine Zuweisung fur jedes Volume im Storage-Array definieren.
» Zugewiesene Volumes werden von den Controllern im Storage-Array gemeinsam genutzt.

* Die gleiche Logical Unit Number (LUN) kann nicht zweimal von einem Host oder einem Host-Cluster
verwendet werden, um auf ein Volume zuzugreifen. Sie missen eine eindeutige LUN verwenden.

* Wenn Sie den Prozess zum Erstellen von Volumes beschleunigen méchten, kbnnen Sie den
Hostzuordnungsschritt iberspringen, damit neu erstellte Volumes offline initialisiert werden.

Die Zuweisung eines Volumes zu einem Host schlagt fehl, wenn Sie versuchen, einem Host-
Cluster ein Volume zuzuweisen, das mit einer festgelegten Zuordnung fir einen Host in den
Host-Clustern in Konflikt steht.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie Menu:Erstellen[Volumes].
Das Dialogfeld Host auswahlen wird angezeigt.
4. Wahlen Sie aus der Dropdown-Liste einen bestimmten Host oder Host-Cluster aus, dem Sie Volumes

zuweisen mochten, oder wahlen Sie aus, zu einem spateren Zeitpunkt den Host oder Host-Cluster
zuzuweisen.

5. Um die Volume-Erstellungsreihenfolge fiir den ausgewahlten Host oder Host-Cluster fortzusetzen, klicken
Sie auf Weiter.

Das Dialogfeld ,Workload auswahlen® wird angezeigt.
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Schritt 2b: Wahlen Sie einen Workload fiir ein Volume

Im zweiten Schritt wahlen Sie einen Workload aus, um die Storage-Array-Konfiguration fir eine bestimmte
Applikation wie VMware anzupassen.

Uber diese Aufgabe

In dieser Aufgabe wird die Erstellung von Volumes fiir einen Workload beschrieben. Ein Workload enthalt
normalerweise Volumes mit ahnlichen Merkmalen, die entsprechend dem von dem Workload unterstitzten
Applikationstyp optimiert werden. Sie kdnnen in diesem Schritt einen Workload definieren oder vorhandene
Workloads auswahlen.

Beachten Sie folgende Richtlinien:

+ Bei der Verwendung eines applikationsspezifische Workloads empfiehlt das System eine optimierte
Volume-Konfiguration, um Konflikte zwischen Applikations-Workload-I/O und anderem Datenverkehr aus
Ihrer Applikationsinstanz zu minimieren. Sie kdnnen die empfohlene Volume-Konfiguration tberprifen und
anschlieRend die vom System empfohlenen Volumes und -Eigenschaften bearbeiten, hinzufiigen oder
I6schen. Verwenden Sie dazu das Dialogfeld Volumes hinzufligen/bearbeiten (im nachsten Schritt
verfugbar).

* Bei Verwendung anderer Anwendungstypen legen Sie die Volume-Konfiguration manuell Gber das
Dialogfeld Volumes hinzufiigen/bearbeiten fest (im nachsten Schritt verfligbar).

Schritte
1. FUhren Sie einen der folgenden Schritte aus:

o Wahlen Sie die Option Volumes fiir einen vorhandenen Workload erstellen aus, und wahlen Sie
den Workload aus der Dropdown-Liste aus.

o Wahlen Sie die Option Einen neuen Workload erstellen aus, um einen neuen Workload fiir eine
unterstiitzte Anwendung oder fir ,andere” Anwendungen zu definieren, und fihren Sie die folgenden
Schritte aus:

= Wahlen Sie in der Dropdown-Liste den Namen der Anwendung aus, fir die Sie den neuen
Workload erstellen mdéchten. Wahlen Sie einen der ,anderen® Eintrage aus, wenn die Anwendung,
die Sie fur dieses Speicher-Array verwenden mdchten, nicht aufgefihrt ist.

= Geben Sie einen Namen fir den zu erstellenden Workload ein.
2. Klicken Sie Auf Weiter.

3. Wenn lhr Workload einem unterstitzten Applikationstyp zugewiesen ist, geben Sie die angeforderten
Informationen ein. Andernfalls fahren Sie mit dem nachsten Schritt fort.

Schritt 2c: Volumes hinzufiigen oder bearbeiten
Im dritten Schritt definieren Sie die Volume-Konfiguration.

Bevor Sie beginnen

 Die Pools oder Volume-Gruppen miissen Uber eine ausreichende freie Kapazitat verfligen.
* In einer Volume-Gruppe sind maximal 256 Volumes zulassig.

» Die maximale Anzahl an Volumes, die in einem Pool zulassig sind, hangt vom Modell des Storage-Systems
ab:

> 2,048 Volumes (EF600 und E5700 Serie)
> 1,024 Volumes (EF300)
> 512 Volumes (E2800 Serie)
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* Um ein fur Data Assurance (da) fahiges Volume zu erstellen, muss die Host-Verbindung, die Sie
verwenden mochten, da unterstitzen.

> Wenn Sie ein DA-fahiges Volume erstellen mochten, wahlen Sie einen Pool oder eine Volume-Gruppe
aus, die fiir da geeignet ist (suchen Sie in der Tabelle mit den Kandidaten fiir Pool- und Volume-
Gruppen nach Ja neben ,da“).

o DA-Funktionen werden auf Pool- und Volume-Gruppenebene prasentiert. DA der Schutz auf Fehler
Uberprift und korrigiert, die auftreten kdnnen, wenn Daten durch die Controller an die Laufwerke
Ubertragen werden. Durch die Auswahl eines da-fahigen Pools oder einer Volume-Gruppe flir das neue
Volume wird sichergestellt, dass Fehler erkannt und behoben werden.

> Wenn eine der Host-Verbindungen auf den Controllern im Speicher-Array keine Unterstiitzung fir da
bietet, kdnnen die zugeordneten Hosts auf da-fahige Volumes keinen Zugriff auf Daten haben.

» Um ein sicheres Volume zu erstellen, muss flr das Storage Array ein Sicherheitsschliissel erstellt werden.

> Wenn Sie ein sicheres Volume erstellen mochten, wahlen Sie einen Pool oder eine Volume-Gruppe
aus, die sicher fahig ist (suchen Sie in der Tabelle mit den Kandidaten fir Pool und Volume-Gruppen
nach ,sicher-fahig®).

o Die Sicherheitsfunktionen fur die Laufwerksicherheit werden auf Pool- und Volume-Gruppenebene
prasentiert. Sichere Laufwerke verhindern unbefugten Zugriff auf die Daten auf einem Laufwerk, das
physisch vom Storage-Array entfernt wird. Ein sicheres Laufwerk verschlisselt Daten wahrend des
Schreibvorgangs und entschlisselt Daten beim Lesen mithilfe eines eindeutigen
Verschllsselungsschlissels.

o Ein Pool oder eine Volume-Gruppe kann sowohl sichere als auch nicht sichere Laufwerke enthalten.
Zur Nutzung der Verschlusselungsfunktionen missen jedoch alle Laufwerke sicher sein.

* Um ein Volume mit Ressourcenbereitstellung zu erstellen, missen alle Laufwerke NVMe-Laufwerke mit
der dezugewiesenen oder nicht geschriebenen Option Logical Block Error (DULBE) sein.

Uber diese Aufgabe

Sie erstellen Volumes aus geeigneten Pools oder Volume-Gruppen, die im Dialogfeld Volumes
hinzufigen/bearbeiten angezeigt werden. Fir jeden infrage kommenden Pool und jede Volume-Gruppe wird
die Anzahl der verfligbaren Laufwerke und die gesamte freie Kapazitat angezeigt.

Fir einige applikationsspezifische Workloads zeigt jede qualifizierte Pool- oder Volume-Gruppe die
vorgeschlagene Kapazitat basierend auf der vorgeschlagenen Volume-Konfiguration und zeigt die
verbleibende freie Kapazitat in gib an. Fir andere Workloads wird die vorgeschlagene Kapazitat angezeigt,
wenn Sie Volumes zu einem Pool oder einer Volume-Gruppe hinzufligen und die gemeldete Kapazitat
angeben.

Schritte

1. Wahlen Sie eine dieser Aktionen aus, basierend darauf, ob Sie im vorherigen Schritt eine andere oder
einen applikationsspezifischen Workload ausgewahlt haben:

o Other —Klicken Sie Neues Volume hinzufiigen in jedem Pool oder Volume-Gruppe, die Sie
verwenden mochten, um ein oder mehrere Volumes zu erstellen.

56



Felddetails

Feld

Volume-Name

Gemeldete Kapazitat

Volume-Block-Grole
(nur EF300 und
EF600)

Beschreibung

Einem Volume wird wahrend der Volume-Erstellungsreihenfolge ein
Standardname zugewiesen. Sie kdnnen entweder den Standardnamen
akzeptieren oder einen aussagekraftigeren Namen angeben, der die Art
der im Volume gespeicherten Daten angibt.

Definieren Sie die Kapazitat des neuen Volume und der zu
verwendenden Kapazitatseinheiten (MiB, gib oder tib). Bei dicken
Volumes betragt die Mindestkapazitat 1 MiB, und die maximale
Kapazitat wird durch die Anzahl und Kapazitat der Laufwerke im Pool
oder der Volume-Gruppe bestimmt. Storage-Kapazitat ist auch fr
Copy-Services erforderlich (Snapshot Images, Snapshot Volumes,
Volume-Kopien und Remote-Spiegelungen). Weisen Sie Standard-
Volumes nicht die gesamte Kapazitat zu. Die Kapazitat in einem Pool
wird in Schritten von 4 gib zugewiesen. Kapazitat, die nicht ein
Vielfaches von 4 gib betragt, wird zugewiesen, aber nicht nutzbar. Um
sicherzustellen, dass die gesamte Kapazitat nutzbar ist, geben Sie die
Kapazitat in Schritten von 4 gib an. Wenn eine nicht nutzbare Kapazitat
vorhanden ist, besteht die einzige Mdglichkeit zur Wiederherstellung
darin, die Kapazitat des Volume zu erhdhen.

Zeigt die Block-Grofen, die fiir das Volume erstellt werden kénnen:

* 512-512 Byte
* 4 KB - 4,096 Byte
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Feld

Segmentgrofie

Sicher

DA

Beschreibung

Zeigt die Einstellung fiir die Segmentgrofien, die nur fir Volumes in
einer Volume-Gruppe angezeigt wird. Sie kdnnen die Segmentgroflie
andern, um die Leistung zu optimieren. Zulassige Segmentgrofen-
Uberginge — das System bestimmt die zuléssigen SegmentgréRen-
Ubergange. Segmentgrofen, bei denen es sich um unangemessene
Ubergange aus der aktuellen SegmentgréRe handelt, sind in der
Dropdown-Liste nicht verfiigbar. Zulassige Ubergénge sind in der Regel
doppelt oder halb so grof3 wie das aktuelle Segment. Wenn die aktuelle
Volume-Segmentgrofie beispielsweise 32 KiB betragt, ist eine neue
Volume-Segmentgroe von entweder 16 KiB oder 64 KiB zulassig. SSD
Cache-fahige Volumes — Sie kdnnen eine 4-KiB-Segmentgrof3e fir
SSD Cache-fahige Volumes angeben. Vergewissern Sie sich, dass Sie
die 4-KiB-Segmentgrofle nur fir SSD-Cache-fahige Volumes
auswahlen, die I/O-Vorgange mit kleinen Blécken bearbeiten
(beispielsweise 16 KiB-I/O-Blockgrofien oder kleiner). Die Performance
kdnnte beeintrachtigt werden, wenn Sie 4 als SegmentgréRe fur SSD
Cache-fahige Volumes auswahlen, die sequenzielle Operationen von
groRRen Blécken bearbeiten. Zeit zum Andern der

SegmentgroBe — die Zeit, die zur Anderung der Segmentgrofe eines
Volumes bendtigt wird, hangt von diesen Variablen ab:

* Die I/0-Last vom Host

« Die Anderungsprioritat des Volumes

* Die Anzahl der Laufwerke in der Volume-Gruppe
* Die Anzahl der Laufwerkskanale

 Die Verarbeitungsleistung der Speicher-Array-Controller

Wenn Sie die Segmentgrol3e fur ein Volume andern, wirkt sich die I/O-
Performance auf die I/O-Performance aus, doch die Daten bleiben
verflgbar.

Ja erscheint neben ,Secure-fahig“ nur dann, wenn die Laufwerke im
Pool oder in der Volume-Gruppe sicher sind. Die Laufwerkssicherheit
verhindert, dass nicht autorisierter Zugriff auf die Daten auf einem
Laufwerk erfolgt, das physisch vom Speicher-Array entfernt wird. Diese
Option ist nur verfigbar, wenn die Laufwerksicherheit aktiviert wurde
und fir das Speicher-Array ein Sicherheitsschlissel eingerichtet wurde.
Ein Pool oder eine Volume-Gruppe kann sowohl sichere als auch nicht
sichere Laufwerke enthalten. Zur Nutzung der
Verschlisselungsfunktionen missen jedoch alle Laufwerke sicher sein.

Ja erscheint neben ,da“ nur dann, wenn die Laufwerke im Pool oder in
der Volume-Gruppe Data Assurance (da) unterstitzen. DA erhdht die
Datenintegritat im gesamten Storage-System. DA ermdglicht es dem
Storage-Array, Fehler zu Uberprifen, die auftreten kdnnen, wenn Daten
durch die Controller an die Laufwerke Ubertragen werden. Die
Verwendung von da fir das neue Volume stellt sicher, dass alle Fehler
erkannt werden.



Feld Beschreibung

Bereitgestellte Ja erscheint neben ,Ressourcen bereitgestellt” nur, wenn die Laufwerke

Ressource (nur EF300 diese Option unterstiitzen. Resource Provisioning ist eine Funktion, die

und EF600) in den EF300- und EF600-Speicher-Arrays zur Verfigung steht und die
es ermdglicht, Volumes ohne Hintergrundinitialisierung sofort in Betrieb
zu nehmen.

o Anwendungsspezifischer Workload — Klicken Sie entweder auf Weiter, um die vom System
empfohlenen Volumes und Merkmale fir den ausgewahlten Workload zu akzeptieren, oder klicken Sie
auf Volumes bearbeiten, um die vom System empfohlenen Volumes und Merkmale fur den
ausgewahlten Workload zu andern, hinzuzufigen oder zu léschen.
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Felddetails

Feld

Volume-Name

Gemeldete Kapazitat

Volume-Typ

Volume-Block-GroRRe
(nur EF300 und
EF600)

Beschreibung

Einem Volume wird wahrend der Volume-Erstellungsreihenfolge ein
Standardname zugewiesen. Sie kdnnen entweder den Standardnamen
akzeptieren oder einen aussagekraftigeren Namen angeben, der die Art
der im Volume gespeicherten Daten angibt.

Definieren Sie die Kapazitat des neuen Volume und der zu
verwendenden Kapazitatseinheiten (MiB, gib oder tib). Bei dicken
Volumes betragt die Mindestkapazitat 1 MiB, und die maximale
Kapazitat wird durch die Anzahl und Kapazitat der Laufwerke im Pool
oder der Volume-Gruppe bestimmt. Storage-Kapazitat ist auch fr
Copy-Services erforderlich (Snapshot Images, Snapshot Volumes,
Volume-Kopien und Remote-Spiegelungen). Weisen Sie Standard-
Volumes nicht die gesamte Kapazitat zu. Die Kapazitat in einem Pool
wird in Schritten von 4 gib zugewiesen. Kapazitaten, die nicht ein
Vielfaches von 4 gib betragt, werden zugewiesen, aber nicht nutzbar.
Um sicherzustellen, dass die gesamte Kapazitat nutzbar ist, geben Sie
die Kapazitat in Schritten von 4 gib an. Wenn eine nicht nutzbare
Kapazitat vorhanden ist, besteht die einzige Moglichkeit zur
Wiederherstellung darin, die Kapazitat des Volume zu erhdhen.

Volume-Typ gibt den Volume-Typ an, der fir einen
applikationsspezifischen Workload erstellt wurde.

Zeigt die Block-Grofen, die fiir das Volume erstellt werden kdnnen:

* 512—512 Byte
+ 4K—4,096 Byte



Feld

Segmentgrofie

Sicher

DA

Beschreibung

Zeigt die Einstellung fiir die Segmentgrofien, die nur fir Volumes in
einer Volume-Gruppe angezeigt wird. Sie kdnnen die Segmentgroflie
andern, um die Leistung zu optimieren. Zulassige Segmentgrofen-
Uberginge — das System bestimmt die zuléssigen SegmentgréRen-
Ubergange. Segmentgrofen, bei denen es sich um unangemessene
Ubergange aus der aktuellen SegmentgréRe handelt, sind in der
Dropdown-Liste nicht verfiigbar. Zulassige Ubergénge sind in der Regel
doppelt oder halb so grof3 wie das aktuelle Segment. Wenn die aktuelle
Volume-Segmentgrofie beispielsweise 32 KiB betragt, ist eine neue
Volume-Segmentgroe von entweder 16 KiB oder 64 KiB zulassig. SSD
Cache-fahige Volumes — Sie kdnnen eine 4-KiB-Segmentgrof3e fir
SSD Cache-fahige Volumes angeben. Vergewissern Sie sich, dass Sie
die 4-KiB-Segmentgrofle nur fir SSD-Cache-fahige Volumes
auswahlen, die I/O-Vorgange mit kleinen Blécken bearbeiten
(beispielsweise 16 KiB-I/O-Blockgrofien oder kleiner). Die Performance
kdnnte beeintrachtigt werden, wenn Sie 4 als SegmentgréRe fur SSD
Cache-fahige Volumes auswahlen, die sequenzielle Operationen von
groRRen Blécken bearbeiten. Zeit zum Andern der

SegmentgroBe — die Zeit, die zur Anderung der Segmentgrofe eines
Volumes bendtigt wird, hangt von diesen Variablen ab:

* Die I/0-Last vom Host

« Die Anderungsprioritat des Volumes

* Die Anzahl der Laufwerke in der Volume-Gruppe
* Die Anzahl der Laufwerkskanale

 Die Verarbeitungsleistung der Speicher-Array-Controller

Wenn Sie die Segmentgrol3e fur ein Volume andern, wirkt sich die I/O-
Performance auf die I/O-Performance aus, doch die Daten bleiben
verflgbar.

Ja erscheint neben ,Secure-fahig“ nur dann, wenn die Laufwerke im
Pool oder in der Volume-Gruppe sicher sind. Die Laufwerkssicherheit
verhindert, dass nicht autorisierter Zugriff auf die Daten auf einem
Laufwerk erfolgt, das physisch vom Speicher-Array entfernt wird. Diese
Option ist nur verfiigbar, wenn die Sicherheitsfunktion des Laufwerks
aktiviert ist und flr das Speicher-Array ein Sicherheitsschlissel
eingerichtet wurde. Ein Pool oder eine Volume-Gruppe kann sowohl
sichere als auch nicht sichere Laufwerke enthalten. Zur Nutzung der
Verschlisselungsfunktionen missen jedoch alle Laufwerke sicher sein.

Ja erscheint neben ,da“ nur dann, wenn die Laufwerke im Pool oder in
der Volume-Gruppe Data Assurance (da) unterstitzen. DA erhdht die
Datenintegritat im gesamten Storage-System. DA ermdglicht es dem
Storage-Array, Fehler zu Uberprifen, die auftreten kdnnen, wenn Daten
durch die Controller an die Laufwerke Ubertragen werden. Die
Verwendung von da fir das neue Volume stellt sicher, dass alle Fehler
erkannt werden.
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Feld Beschreibung

Bereitgestellte Ja erscheint neben ,Ressourcen bereitgestellt” nur, wenn die Laufwerke

Ressource (nur EF300 diese Option unterstiitzen. Resource Provisioning ist eine Funktion, die

und EF600) in den EF300- und EF600-Speicher-Arrays zur Verfigung steht und die
es ermdglicht, Volumes ohne Hintergrundinitialisierung sofort in Betrieb
zu nehmen.

2. Klicken Sie auf Weiter, um mit der Volumenerzeugung fiir die ausgewahlte Anwendung fortzufahren.

Schritt 2d: Volumenkonfiguration priifen

Im letzten Schritt lesen Sie eine Zusammenfassung der Volumes, die Sie erstellen méchten, und nehmen alle
erforderlichen Anderungen vor.

Schritte
1. Prifen Sie die Volumes, die Sie erstellen mdchten. Um Anderungen vorzunehmen, klicken Sie auf Zuriick.

2. Wenn Sie mit lhrer Volumenkonfiguration zufrieden sind, klicken Sie auf Fertig stellen.

Nachdem Sie fertig sind
* Erstellen Sie im vSphere Client Datastores fiir die Volumes.

» Fuhren Sie alle auf dem Applikations-Host erforderlichen Betriebssystemanderungen durch, damit die
Applikationen das Volume verwenden kénnen.

» FUhren Sie das betriebssystemspezifische Dienstprogramm (verfiigbar von einem Drittanbieter) aus, und
fihren Sie dann den Befehl SMcli aus -identifyDevices So korrelieren Sie Volume-Namen mit Host-
Storage-Array-Namen

Die SMcli ist im SANTtricity Betriebssystem enthalten und kann Uber den SANtricity System Manager
heruntergeladen werden. Weitere Informationen zum Herunterladen des SMcli Giber den SANtricity-
System-Manager finden Sie im "Laden Sie das Thema Befehlszeilenschnittstelle (CLI) in der Online-Hilfe
des SANTtricity Systemmanagers herunter".

Steigerung der Kapazitat eines Volumes im SANtricity Storage Plug-in fiir vCenter
Sie konnen die GroRe eines Volumes anpassen, um die gemeldete Kapazitat zu erhohen.

Bevor Sie beginnen
Stellen Sie sicher, dass:

* Im zugewiesenen Pool bzw. der Volume-Gruppe des Volumes steht gentigend freie Kapazitat zur
Verfligung.
+ Das Volume ist optimal und nicht in einem Zustand der Anderung.

* Im Volume werden keine Hot-Spare-Laufwerke verwendet. (Gilt nur fir Volumes in Volume-Gruppen.)

Uber diese Aufgabe

Diese Aufgabe beschreibt, wie Sie die gemeldete Kapazitat (die Kapazitat, die Hosts gemeldet werden) eines
Volumes erhohen, indem Sie die freie Kapazitat nutzen, die in dem Pool oder der Volume-Gruppe verfiigbar
ist. Denken Sie daran, zuklnftige Kapazitatsanforderungen fir andere Volumes in diesem Pool oder dieser
Volume-Gruppe zu berlcksichtigen.
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Eine Erhdhung der Kapazitat eines Volumens wird nur auf bestimmten Betriebssystemen

@ unterstltzt. Wenn Sie die Volume-Kapazitat auf einem nicht unterstitzten Host-Betriebssystem
erhdhen, kann die erweiterte Kapazitat nicht verwendet werden, und Sie kénnen die
ursprungliche Volume-Kapazitat nicht wiederherstellen.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, die Sie andern
mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie das Volumen aus, fir das Sie die Kapazitat erhhen mochten, und wahlen Sie dann Kapazitat
erhdhen.
Das Dialogfeld Kapazitat erhdhen bestatigen wird angezeigt.

4. Wahlen Sie Ja, um fortzufahren.

Das Dialogfeld gemeldete Kapazitat erhdhen wird angezeigt. In diesem Dialogfeld wird die aktuell
gemeldete Kapazitat des Volumes und die freie Kapazitat angezeigt, die im zugeordneten Pool oder der
Volume-Gruppe verfligbar ist.

5. Verwenden Sie das Feld * gemeldete Kapazitat erhdhen, indem Sie...* hinzufligen, um die Kapazitat der
aktuell verfligbaren gemeldeten Kapazitat hinzuzufiigen. Sie kénnen den Kapazitatswert andern, um
entweder in Mebibyte (MiB), Gibibyte (gib) oder Tebibyte (tib) anzuzeigen.

6. Klicken Sie Auf Erhohen.

Die Kapazitat des Volumes wird je nach Auswahl erhoht. Dieser Vorgang kann langwierig sein und die
System-Performance beeintrachtigen.

Nachdem Sie fertig sind

Nachdem Sie die Volume-Kapazitat erweitert haben, missen Sie die Grolie des Dateisystems manuell
erhéhen, um sie anzupassen. Wie Sie dies tun, hangt von dem Dateisystem ab, das Sie verwenden. Weitere
Informationen finden Sie in der Dokumentation Ihres Host-Betriebssystems.

Andern Sie die Einstellungen fiir ein Volume im SANtricity Storage Plug-in fiir
vCenter

Sie konnen die Einstellungen eines Volume andern, z. B. Name, Host-Zuweisung,
Segmentgrole, Anderungsprioritat, Caching, Und so weiter.

Bevor Sie beginnen

Stellen Sie sicher, dass das Volume, das Sie andern mochten, im optimalen Status ist.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, die Sie andern
mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie das gewlinschte Volume aus und wahlen Sie dann Einstellungen anzeigen/bearbeiten.

Das Dialogfeld Volume-Einstellungen wird angezeigt. Die Konfigurationseinstellungen fur das ausgewahlte
Volume werden in diesem Dialogfeld angezeigt.
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4. Wahlen Sie die Registerkarte Basic aus, um den Namen des Volumes und die Host-Zuweisung zu andern.

Felddetails

Einstellung

Name

Kapazitat

Pool-/Volume-Gruppe

Host

Identifikatoren

Beschreibung

Zeigt den Namen des Volumes an. Andern Sie den Namen eines Volumes,
wenn der aktuelle Name nicht mehr aussagekraftig oder anwendbar ist.

Zeigt die gemeldete und zugewiesene Kapazitat fir das ausgewahlte
Volume an.

Zeigt den Namen und das RAID-Level der Pool- oder Volume-Gruppe an.
Gibt an, ob der Pool oder die Volume-Gruppe sicher-fahig und sicher
aktiviert ist.

Zeigt die Volumenzuweisung an. Sie weisen einem Host oder Host-Cluster
ein Volume zu, damit I/O-Vorgange darauf zugreifen kénnen. Diese
Zuweisung gewahrt einem Host oder Host-Cluster Zugriff auf ein
bestimmtes Volume oder auf eine Reihe von Volumes in einem Storage-
Array.

» Zugeordnet zu — identifiziert den Host oder Host-Cluster, der Zugriff
auf das ausgewahlte Volume hat.

* LUN — Eine logische Geratenummer (LUN) ist die Nummer, die dem
Adressraum zugewiesen ist, den ein Host flr den Zugriff auf ein
Volume verwendet. Das Volume wird dem Host als Kapazitat in Form
einer LUN prasentiert. Jeder Host verfligt Uber seinen eigenen LUN-
Adressraum. Daher kann dieselbe LUN von unterschiedlichen Hosts
fur den Zugriff auf verschiedene Volumes verwendet werden.

Fir NVMe-Schnittstellen wird in dieser Spalte die Namespace-ID
angezeigt. Ein Namespace ist NVM Storage, der fiir Blockzugriff formatiert
ist. Es gleicht einer logischen Einheit in SCSI, die ein Volume im Storage
Array bezieht. Die Namespace-ID ist die eindeutige Kennung des NVMe
Controllers fir den Namespace und kann auf einen Wert zwischen 1 und
255 gesetzt werden. Sie entspricht einer Logical Unit Number (LUN) in
SCSI.

Zeigt die Kennungen flir das ausgewabhlte Volume an.
* Weltweite Kennung (WWID). Eine eindeutige Hexadezimalkennung fur
das Volume

» Erweiterte eindeutige Kennung (EUI). Eine EUI-64-Kennung flr das
Volume.

» Subsystem Identifier (SSID). Die Speicher-Array-Subsystem-Kennung
eines Volumes.

5. Wahlen Sie die Registerkarte Erweitert aus, um zusatzliche Konfigurationseinstellungen fir ein Volume in
einem Pool oder in einer Volume-Gruppe zu andern.
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Felddetails
Einstellung

Applikations- und
Workload-Informationen

Quality of Service-
Einstellungen

Controller-Eigentum

Beschreibung

Wahrend der Volume-Erstellung kénnen applikationsspezifische oder
andere Workloads erstellt werden. Falls zutreffend, werden fir das
ausgewahlte Volume der Workload-Name, der Applikationstyp und der
Volume-Typ angezeigt. Bei Bedarf kdnnen Sie den Workload-Namen
andern.

Data Assurance dauerhaft deaktivieren — Diese Einstellung wird nur
angezeigt, wenn das Volume Data Assurance (da) aktiviert ist. DA
Uberprift und korrigiert Fehler, die auftreten kdnnen, wenn Daten durch die
Controller zu den Laufwerken tUbertragen werden. Verwenden Sie diese
Option, um da auf dem ausgewahlten Volume dauerhaft zu deaktivieren.
Wenn diese Option deaktiviert ist, kann da fiir dieses Volume nicht erneut
aktiviert werden. VorableseRedundanzpriifung aktivieren — Diese
Einstellung wird nur angezeigt, wenn das Volumen ein dickes Volumen ist.
Die vorab gelesene Redundanz pruft, ob die Daten auf einem Volume
konsistent sind, jederzeit, wenn ein Lesevorgang durchgefuhrt wird. Ein
Volume, auf dem diese Funktion aktiviert ist, gibt Lesefehler zurlick, wenn
die Daten von der Controller-Firmware als unvereinbar erkannt werden.

Definiert den Controller, der als Eigentiimer des Volume oder als primarer
Controller des Volume bezeichnet wird. Die Eigentimerschaft der
Controller ist sehr wichtig und sollte sorgfaltig geplant werden. Controller
sollten fur eine Gesamtl/OS so eng wie mdglich ausgeglichen werden.

65



66

Einstellung

SegmentgroRen

Prioritat fir Anderungen

Caching

Beschreibung

Zeigt die Einstellung fur die Segmentgréfien, die nur fir Volumes in einer
Volume-Gruppe angezeigt wird. Sie konnen die Segmentgrée andern, um
die Leistung zu optimieren. Zuldssige Segmentgrofen-

Uberginge — das System bestimmt die zuléssigen SegmentgréRen-
Ubergénge. Segmentgrofen, bei denen es sich um unangemessene
Ubergénge aus der aktuellen SegmentgréRe handelt, sind in der
Dropdown-Liste nicht verfiigbar. Zulassige Ubergénge sind in der Regel
doppelt oder halb so grof3 wie das aktuelle Segment. Wenn die aktuelle
Volume-Segmentgrolle beispielsweise 32 KiB betragt, ist eine neue
Volume-Segmentgroe von entweder 16 KiB oder 64 KiB zulassig. SSD
Cache-fahige Volumes — Sie kdnnen eine 4-KiB-Segmentgrofe fur SSD
Cache-fahige Volumes angeben. Vergewissern Sie sich, dass Sie die 4-
KiB-SegmentgréflRe nur fur SSD-Cache-fahige Volumes auswahlen, die
I/O-Vorgange mit kleinen Blocken bearbeiten (beispielsweise 16 KiB-1/O-
BlockgréRRen oder kleiner). Die Performance kdnnte beeintrachtigt werden,
wenn Sie 4 als SegmentgroRe fur SSD Cache-fahige Volumes auswahlen,
die sequenzielle Operationen von grof3en Blocken bearbeiten. Zeitdauer
zum Andern der SegmentgréBe. die Zeit, die zur Anderung der
SegmentgroRe eines Volumes erforderlich ist, hangt von diesen Variablen
ab:

* Die I/O-Last vom Host

+ Die Anderungsprioritat des Volumes

Die Anzahl der Laufwerke in der Volume-Gruppe

Die Anzahl der Laufwerkskanale

Die Verarbeitungsleistung der Speicher-Array-Controller

Wenn Sie die SegmentgroRe fur ein Volume andern, wirkt sich die 1/0-
Performance auf die I1/O-Performance aus, doch die Daten bleiben
verfugbar.

Zeigt die Einstellung fiir die Anderungsprioritat an, die nur fiir Volumes in
einer Volume-Gruppe angezeigt wird. Die Anderungsprioritat definiert, wie
viel Verarbeitungszeit im Verhaltnis zur Systemperformance fir Volume-
Anderungsprozesse zugewiesen wird. Sie kénnen die Anderungsprioritat
fur das Volume erhéhen, obwohl dies unter Umstéanden die System-
Performance beeintrachtigen kann. Verschieben Sie die Schieberegler, um
eine Prioritatsebene auszuwahlen. Modifizierung Prioritatsstufen — die
niedrigste Prioritatsrate profitiert von der Systemleistung, aber der
Anderungsvorgang dauert langer. Die hochste Prioritatsstufe fihrt zu
Anderungen, die System-Performance kann jedoch beeintréachtigt werden.

Zeigt die Caching-Einstellung, die Sie andern kénnen, um die gesamte 1/O-
Performance eines Volumes zu beeintrachtigen.



Einstellung Beschreibung

SSD Cache (Diese Funktion ist auf dem EF600 oder EF300-Speichersystem nicht
verflgbar.) Zeigt die Einstellung fiir SSD Cache, die Sie auf kompatiblen
Volumes aktivieren kénnen, um die schreibgeschiitzte Performance zu
verbessern. Volumes sind kompatibel, wenn sie sich dieselben
Laufwerkssicherheitsfunktionen und Data Assurance nutzen. Die SSD
Cache Funktion verwendet eine oder mehrere Solid State Disks (SSDs)
zur Implementierung eines Lese-Caches. Die Applikations-Performance
wird durch die schnelleren Lesezeiten fur SSDs verbessert. Da sich der
Lese-Cache im Storage Array befindet, wird das Caching von allen
Applikationen genutzt, die das Storage Array verwenden. Wahlen Sie
einfach das Volume aus, das Sie zwischenspeichern méchten. Caching
erfolgt dann automatisch und dynamisch.

6. Klicken Sie Auf Speichern.

Ergebnis
Die Lautstarkeeinstellungen werden basierend auf lhrer Auswahl geéndert.

Fiigen Sie Volumes zum Workload im SANtricity Speicher-Plug-in fiir vCenter hinzu

Sie kdnnen einem vorhandenen oder neuen Workload nicht zugewiesene Volumes
hinzufugen.

Uber diese Aufgabe

Volumes sind keinem Workload zugeordnet, wenn sie mithilfe der Befehlszeilenschnittstelle (CLI) erstellt
wurden oder aus einem anderen Storage-Array migriert (importiert/exportiert) wurden.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, die Sie hinzufligen
mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie die Registerkarte * Anwendungen & Workloads* aus.
Die Ansicht Applikationen und Workloads wird angezeigt.

4. Wahlen Sie zu Workload hinzufiigen.
Das Dialogfeld ,Workload auswahlen® wird angezeigt.

5. Fuhren Sie eine der folgenden Aktionen aus:

o Hinzufiigen von Volumes zu einem bestehenden Workload — Wahlen Sie diese Option, um einem
vorhandenen Workload Volumes hinzuzufiigen. Wahlen Sie einen Workload aus der Dropdown-Liste
aus. Der zugehorige Applikationstyp des Workloads wird den Volumes zugewiesen, die Sie diesem
Workload hinzuftigen.

o Hinzufiigen von Volumes zu einem neuen Workload — Wahlen Sie diese Option aus, um einen
neuen Workload fir einen Anwendungstyp zu definieren und dem neuen Workload Volumes
hinzuzufigen.
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6. Wahlen Sie Weiter, um mit der Add to Workload-Sequenz fortzufahren.
Das Dialogfeld Volumes auswahlen wird angezeigt.

7. Wahlen Sie die Volumes aus, die Sie dem Workload hinzufiigen méchten.
8. Priifen Sie die Volumes, die Sie dem ausgewahlten Workload hinzufiigen mochten.

9. Wenn Sie mit Ihrer Workload-Konfiguration zufrieden sind, klicken Sie auf Fertig stellen.

Andern Sie die Workload-Einstellungen im SANtricity Storage Plug-in fiir vCenter

Sie kdnnen den Namen fur einen Workload andern und den zugehadrigen Applikationstyp
anzeigen.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das den Workload enthalt, den Sie andern
mdchten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie die Registerkarte * Anwendungen & Workloads™ aus.
Die Ansicht Applikationen und Workloads wird angezeigt.

4. Wahlen Sie den Workload aus, den Sie andern mdchten, und wahlen Sie dann Einstellungen
anzeigen/bearbeiten aus.

Das Dialogfeld ,Anwendungen und Workloads-Einstellungen® wird angezeigt.

5. (Optional) Andern Sie den vom Benutzer bereitgestellten Namen des Workloads.
6. Klicken Sie Auf Speichern.

Initialisieren Sie Volumes im SANtricity Speicher-Plug-in fiir vCenter

Ein Volume wird beim ersten Erstellen automatisch initialisiert. Moglicherweise empfiehlt
der Recovery Guru jedoch, ein Volume manuell zu initialisieren, um eine
Wiederherstellung nach bestimmten Fehlerbedingungen durchzuflhren.

Verwenden Sie diese Option nur unter Anleitung des technischen Supports. Sie kdnnen ein oder mehrere
Volumes fiir die Initialisierung auswahlen.

Bevor Sie beginnen
« Alle I/O-Vorgange wurden angehalten.

+ Alle Gerate oder Dateisysteme auf den Volumes, die Sie initialisieren moéchten, missen abgehangt
werden.

+ Die Lautstarke ist optimal und es werden keine Anderungsvorgénge auf dem Volume ausgefiihrt.*Achtung:
*Nach dem Start kann der Vorgang nicht mehr abgebrochen werden. Alle Volume-Daten werden geldscht.
Versuchen Sie diese Operation nur, wenn der Recovery Guru Sie dazu rat. Wenden Sie sich vor Beginn
dieses Verfahrens an den technischen Support.

Uber diese Aufgabe
Bei der Initialisierung eines Volume bleiben die WWN, Host-Zuweisungen, zugewiesene Kapazitat und
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reservierte Kapazitat des Volume erhalten. Zudem werden dieselben Data Assurance (da)-Einstellungen und
Sicherheitseinstellungen beibehalten.

Die folgenden Volume-Typen kdnnen nicht initialisiert werden:

» Basis-Volume eines Snapshot-Volumes

» Primares Volume in einer Spiegelbeziehung

» Sekundares Volume in einer Spiegelbeziehung
* Quell-Volume in einer Volume-Kopie
 Ziel-Volume in einer Volume-Kopie

» Volume, fiir das bereits eine Initialisierung lauft
Dieser Vorgang gilt nur flr Standard-Volumes, die aus Pools oder Volume-Gruppen erstellt wurden.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, die Sie initialisieren
mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].
3. Wahlen Sie ein beliebiges Volume aus, und wahlen Sie dann Menl:Mehr[Initialisieren von Volumes].

Das Dialogfeld Volumes initialisieren wird angezeigt. In diesem Dialogfeld werden alle Volumes im
Speicher-Array angezeigt.

4. Wahlen Sie ein oder mehrere Volumes aus, die Sie initialisieren mdchten, und bestatigen Sie, dass Sie den
Vorgang durchfiihren méchten.

Ergebnisse
Das System flhrt die folgenden Aktionen durch:

» Loscht alle Daten aus den Volumes, die initialisiert wurden.

+ Loscht die Blockindizes, was dazu flhrt, dass nicht geschriebene Blocke gelesen werden, als ob sie null
gefullt sind (das Volume scheint vollstandig leer zu sein).

Dieser Vorgang kann langwierig sein und die System-Performance beeintrachtigen.

Verteilen Sie Volumes im SANtricity Speicher-Plug-in fir vCenter neu

Sie verteilen Volumes neu, um Volumes zurlck zu ihren bevorzugten Controller-Besitzern
zu verschieben. In der Regel verschieben Multipath-Treiber Volumes vom bevorzugten
Controller-Eigentimer, wenn entlang des Datenpfads zwischen dem Host und dem
Storage Array ein Problem auftritt.

Bevor Sie beginnen
» Die Volumes, die neu verteilt werden sollen, werden nicht verwendet, sonst treten 1/O-Fehler auf.
* Ein Multipath-Treiber wird auf allen Hosts installiert, die die Volumes verwenden, die Sie neu verteilen
mdchten, sonst treten 1/O-Fehler auf. Wenn Sie Volumes ohne Multipath-Treiber auf den Hosts neu

verteilen mdéchten, missen alle 1/0-Aktivitaten auf die Volumes wahrend der Umverteilung unterbrochen
werden, um Applikationsfehler zu vermeiden.
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Uber diese Aufgabe

Die meisten Host Multipath-Treiber versuchen, auf jedes Volume auf einem Pfad zu seinem bevorzugten
Controller-Eigentiimer zuzugreifen. Falls dieser bevorzugte Pfad jedoch nicht mehr verflgbar ist, erfolgt ein
Failover des Multipath-Treibers auf dem Host zu einem alternativen Pfad. Dieser Failover kann dazu flihren,
dass sich die Volume-Inhaberschaft auf den alternativen Controller andert. Nachdem Sie die Bedingung
behoben haben, die den Failover verursacht hat, verschieben einige Hosts moglicherweise automatisch die
Volume-Eigentiimerschaft zurlick zu dem bevorzugten Controller-Eigentimer. In einigen Fallen missen Sie die
Volumes jedoch méglicherweise manuell neu verteilen.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Storage-Array aus, das die Volumes enthalt, die Sie neu verteilen
mdchten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].
3. Wahlen Sie Menu:Mehr[Umverteilung von Volumes].
Das Dialogfeld Volumes neu verteilen wird angezeigt. Alle Volumes im Storage-Array, deren bevorzugter

Controller-Eigentiimer nicht mit dem aktuellen Eigentimer Gbereinstimmt, werden in diesem Dialogfeld
angezeigt.

4. Wahlen Sie ein oder mehrere Volumes aus, die Sie neu verteilen mochten, und bestatigen Sie, dass Sie
den Vorgang ausflihren méchten.

Ergebnis

Das System verschiebt die ausgewahlten Volumes in die bevorzugten Controller-Eigentiimer oder ein
Dialogfeld zum Neuverteilen von Volumes ist nicht erforderlich.

Andern Sie die Controller-Eigentiimerschaft eines Volumes im SANtricity-Speicher-
Plug-in fiir vCenter

Sie kdnnen den bevorzugten Controller-Besitz eines Volumes andern, sodass die I/O-
Vorgange fur Host-Applikationen durch den neuen Pfad geleitet werden.

Bevor Sie beginnen

Falls Sie keinen Multipath-Treiber verwenden, missen alle Host-Applikationen, die derzeit das Volume
verwenden, heruntergefahren werden. Dadurch werden Anwendungsfehler verhindert, wenn sich der 1/0-Pfad
andert.

Uber diese Aufgabe

Sie kénnen die Controller-Eigentumsrechte flr ein oder mehrere Volumes in einem Pool oder einer Volume-
Gruppe andern.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Storage-Array aus, das die Volumes enthalt, fur die Sie den
Controller-Besitz andern mdchten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie ein beliebiges Volume aus, und wahlen Sie dann Menu:Mehr[Eigentimerschaft andern].

Das Dialogfeld Volume-Eigentimer andern wird angezeigt. In diesem Dialogfeld werden alle Volumes im
Speicher-Array angezeigt.

4. Verwenden Sie die Dropdown-Liste bevorzugter Eigentiimer, um den bevorzugten Controller fiir jedes zu
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andernden Volume zu andern, und bestatigen Sie, dass Sie den Vorgang ausflihren méchten.

Ergebnisse
* Das System andert den Controller-Eigentimer des Volume. Die I/O-Vorgange zum Volume werden jetzt
durch diesen I/O-Pfad geleitet.

» Auf dem Volume wird mdglicherweise der neue 1/0-Pfad erst dann verwendet, wenn der Multipath-Treiber
den neuen Pfad erkennt.

Diese Aktion dauert in der Regel weniger als funf Minuten.

Andern Sie die Cache-Einstellungen fiir ein Volume im SANtricity Storage Plug-in
fur vCenter

Sie konnen die Einstellungen fur den Lese-Cache und den Schreib-Cache andern, um
die gesamte 1/O-Performance eines Volumes zu beeintrachtigen.

Uber diese Aufgabe
Beachten Sie bei der Anderung der Cache-Einstellungen fiir ein Volume die folgenden Richtlinien:

+ Nach dem Offnen des Dialogfelds Cache-Einstellungen dndern wird moglicherweise ein Symbol neben den
ausgewahlten Cache-Eigenschaften angezeigt. Dieses Symbol zeigt an, dass der Controller
vorubergehend Zwischenspeichervorgange ausgesetzt hat. Diese Aktion kann auftreten, wenn ein neuer
Akku geladen wird, wenn ein Controller entfernt wurde oder wenn vom Controller eine Diskrepanz bei den
CachegrofRen festgestellt wurde. Nach dem Loéschen der Bedingung werden die im Dialogfeld
ausgewahlten Cache-Eigenschaften aktiv. Wenn die ausgewahlten Cache-Eigenschaften nicht aktiv
werden, wenden Sie sich an den technischen Support.

« Sie kénnen die Cache-Einstellungen fir ein einzelnes Volume oder fir mehrere Volumes in einem Storage-
Array andern. Sie kénnen die Cache-Einstellungen fir alle Volumes gleichzeitig &ndern.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, fiir die Sie die
Cache-Einstellungen andern mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Wahlen Sie ein beliebiges Volume aus, und wahlen Sie dann Menu:Mehr[Cache-Einstellungen andern].

Das Dialogfeld Cache-Einstellungen andern wird angezeigt. In diesem Dialogfeld werden alle Volumes im
Speicher-Array angezeigt.

4. Wahlen Sie die Registerkarte Basic, um die Einstellungen fur Lese-Cache und Schreib-Caching zu
andern.
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Felddetails

Cache-Einstellung

Lese-Caching

Schreib-Caching

Beschreibung

Der Lese-Cache ist ein Puffer, der Daten speichert, die von den
Laufwerken gelesen wurden. Die Daten fir einen Lesevorgang befinden
sich moglicherweise bereits im Cache eines friiheren Vorgangs, sodass
kein Zugriff auf die Laufwerke erforderlich ist. Die Daten bleiben so lange
im Lese-Cache, bis sie entfernt werden.

Der Schreib-Cache ist ein Puffer, der Daten des Hosts speichert, die noch
nicht auf die Laufwerke geschrieben wurden. Die Daten bleiben im
Schreib-Cache, bis sie auf die Laufwerke geschrieben werden. Caching
von Schreibzugriffen kann die 1/0-Performance steigern. Der Cache wird
automatisch gesplult, nachdem das Write Caching fiir ein Volume
deaktiviert wurde.

5. Wahlen Sie die Registerkarte Erweitert aus, um die erweiterten Einstellungen fir Thick Volumes zu
andern. Die erweiterten Cache-Einstellungen sind nur fur Thick Volumes verfugbar.
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Felddetails

Einstellung

Vorwort Fir
Dynamischen Lese-
Cache

Schreiben Sie das
Caching ohne
Batterien

Schreib-Caching mit
Spiegelung

Beschreibung

Mit dem Dynamic Cache Read Prefetch kann der Controller zusatzliche
sequenzielle Datenblécke in den Cache kopieren, wahrend Datenblécke
von einem Laufwerk in den Cache gelesen werden. Dadurch erhéht sich
die Wahrscheinlichkeit, dass zukinftige Datenanfragen aus dem Cache
gefullt werden kénnen. Der dynamische Cache-Lese-Prefetch ist fur
Multimedia-Anwendungen, die sequenzielle 1/0 verwenden, wichtig Die
Rate und die Menge der Daten, die im Cache abgerufen werden, passen
sich automatisch an die Rate und die Anfragegrofe des Host-Leseens an.
Ein wahlfreier Zugriff bewirkt nicht, dass Daten im Cache abgerufen
werden. Diese Funktion gilt nicht, wenn das Lese-Caching deaktiviert ist.

Die Einstellung Write Caching ohne Batterien ermoglicht die Fortsetzung
des Schreib-Cache auch dann, wenn die Batterien fehlen, ausfallen,
vollstandig entladen oder nicht vollstandig geladen sind. Die Wahl des
Schreib-Caching ohne Batterien ist in der Regel nicht empfohlen, da die
Daten verloren gehen kénnen, wenn die Stromversorgung verloren geht. In
der Regel wird das Schreibcache vortibergehend vom Controller
deaktiviert, bis die Akkus geladen sind oder eine fehlerhafte Batterie
ausgetauscht wird. ACHTUNG: Moglicher Datenverlust — Wenn Sie
diese Option wahlen und keine universelle Stromversorgung zum Schutz
haben, konnten Sie Daten verlieren. Darliber hinaus konnten Sie Daten
verlieren, wenn Sie keine Controller-Batterien haben und Sie die Write
Caching ohne Batterien Option aktivieren.

Das Schreib-Caching mit Spiegelung erfolgt, wenn die Daten, die auf den
Cache-Speicher eines Controllers geschrieben wurden, auch in den
Cache-Speicher des anderen Controllers geschrieben werden. Wenn also
ein Controller ausfallt, kann der andere alle ausstehenden
Schreibvorgange ausfihren. Write Cache Mirroring ist nur verfligbar, wenn
Write Caching aktiviert ist und zwei Controller vorhanden sind. Schreib-
Caching mit Spiegelung ist die Standardeinstellung bei der Volume-
Erstellung.

6. Klicken Sie auf Speichern, um die Cache-Einstellungen zu andern.

Andern Sie die Einstellungen fiir die Medienscan fiir ein Volume im SANTtricity
Speicher-Plug-in fiir vCenter

Ein Medien-Scan ist ein Hintergrundvorgang, der alle Daten und

Redundanzinformationen auf dem Volume scannt. Verwenden Sie diese Option, um die

Einstellungen fur den Medienscan fur ein oder mehrere Volumes zu aktivieren oder zu
deaktivieren oder die Scandauer zu andern.

Bevor Sie beginnen
Verstehen Sie Folgendes:

» Die Medien-Scans werden kontinuierlich mit konstanter Geschwindigkeit ausgefiihrt, basierend auf der zu
scannenden Kapazitat und der Scandauer. Hintergrundscans kénnen vortbergehend durch eine
Hintergrundaufgabe mit héherer Prioritédt ausgesetzt werden (z. B. Rekonstruktion), werden aber mit
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derselben konstanten Geschwindigkeit fortgesetzt.

* Ein Volume wird nur dann gescannt, wenn die Option zum Scannen von Medien fir das Storage-Array und
fur das entsprechende Volume aktiviert ist. Wenn auch die Redundanzprifung fur das Volume aktiviert ist,
werden die Redundanzinformationen auf dem Volume auf Konsistenz mit Daten Gberprift, sofern das
Volume Uber Redundanz verfugt. Der Medien-Scan mit Redundanzprifung ist standardmaRig fir jedes
Volume bei seiner Erstellung aktiviert.

* Wenn wahrend des Scans ein nicht behebbarer Medienfehler auftritt, werden die Daten gegebenenfalls
durch Redundanzinformationen repariert.

So stehen beispielsweise Informationen zur Redundanz in optimalen RAID 5-Volumes oder in RAID 6-
Volumes zur Verfiigung, die optimal sind oder nur ein Laufwerk ausfallt. Wenn der nicht behebbare Fehler
nicht mithilfe von Redundanzinformationen behoben werden kann, wird der Datenblock zum unlesbaren
Sektor-Log hinzugefiigt. Das Event-Protokoll wird sowohl korrigierbare als auch nicht korrigierbare
Medienfehler gemeldet.

* Wenn die Redundanzprifung eine Inkonsistenz zwischen Daten und den Redundanzinformationen findet,
wird sie dem Ereignisprotokoll gemeldet.

Uber diese Aufgabe

Medienprifungen erkennen und reparieren Medienfehler auf Festplattenlaufwerken, die selten von
Applikationen gelesen werden. Dadurch wird Datenverlust bei einem Laufwerksausfall verhindert, da die Daten
der ausgefallenen Laufwerke durch Redundanzinformationen und die Daten anderer Laufwerke in der Volume-
Gruppe oder dem Pool rekonstruiert werden.

Sie kdnnen folgende Aktionen ausflihren:

« Aktivieren oder Deaktivieren von Medienprtfungen im Hintergrund flr das gesamte Storage-Array
+ Andern Sie die Scandauer fiir das gesamte Storage Array
« Aktivieren oder deaktivieren Sie die MedienUberpriifung fir ein oder mehrere Volumes

« Aktivieren oder deaktivieren Sie die Redundanzpriifung auf ein oder mehrere Volumes

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, fur die Sie die
Einstellungen fir die MedienlUberprifung andern mdchten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].
3. Wahlen Sie eine beliebige Lautstarke aus, und wahlen Sie dann Menl:Mehr[Einstellungen fiir Medienscan
andern].

Das Dialogfeld Einstellungen fir Laufwerkmedienscan andern wird angezeigt. In diesem Dialogfeld werden
alle Volumes im Speicher-Array angezeigt.

4. Um den Medienscan zu aktivieren, aktivieren Sie das Kontrollkastchen Medien scannen liber.... Wenn
Sie das Kontrollkastchen Medien-Scan deaktivieren, werden alle Einstellungen fir den Medienscan
unterbrochen.

5. Geben Sie die Anzahl der Tage an, Uber die der Medienscan ausgefiihrt werden soll.

6. Aktivieren Sie das Kontrollkastchen Media Scan fir jedes Volume, auf dem Sie einen Medien-Scan
durchfihren méchten. Das System aktiviert die Option Redundanzprifung fur jedes Volume, auf dem Sie
einen Medien-Scan ausflihren méchten. Wenn es einzelne Volumes gibt, fir die Sie keine
Redundanzprifung durchfihren méchten, deaktivieren Sie das Kontrollkdstchen Redundanzpriifung.

7. Klicken Sie Auf Speichern.
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Ergebnis
Das System wendet basierend auf Ihrer Auswahl Anderungen an Medien-Scans im Hintergrund an.

Loschen Sie das Volume im SANtricity Speicher-Plug-in fiir vCenter

Sie kénnen ein oder mehrere Volumes léschen, um die freie Kapazitat eines Pools oder
einer Volume-Gruppe zu erhdhen.

Bevor Sie beginnen
Stellen Sie bei den zu I6schenden Volumes Folgendes sicher:

 Alle Daten werden gesichert.
« Alle Eingange/Ausgange (E/A) werden angehalten.

* Alle Gerate und Dateisysteme werden abgehangt.

Uber diese Aufgabe
Normalerweise |6schen Sie Volumes, wenn die Volumes mit falschen Parametern oder Kapazitat erstellt

wurden oder die Anforderungen der Storage-Konfiguration nicht mehr erfiillt werden. Durch das Loschen eines

Volumes wird die freie Kapazitat im Pool oder der Volume-Gruppe erhdht.
@ Das Ldschen eines Volumes verursacht den Verlust aller Daten auf diesen Volumes.

Beachten Sie, dass Sie * ein Volume mit einer der folgenden Bedingungen nicht I6schen kénnen:

* Das Volume wird initialisiert.
* Das Volume wird wiederhergestellt.

» Das Volume ist Teil einer Volume-Gruppe, die ein Laufwerk enthalt, das einen Copyback-Vorgang
durchlauft.

+ Das Volume wird in einem Anderungsvorgang wie z. B. einer Anderung der SegmentgréRe ausgefihrt,
sofern sich das Volume jetzt nicht mehr im Status ,ausgefallen” befindet.

» Das Volume halt jede Art von persistenter Reservierung.

» Das Volume ist ein Quell-Volume oder ein Ziel-Volume in einem Copy-Volume mit dem Status
»LAusstehend", ,in Bearbeitung“ oder ,fehlgeschlagen®.

Wenn ein Volume eine bestimmte Grofie Uberschreitet (derzeit 128 TB), wird der Léschvorgang
im Hintergrund durchgefiihrt, wobei der freigegebene Speicherplatz méglicherweise nicht sofort
verflgbar ist.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus, das die Volumes enthalt, die Sie I6schen
mochten.

2. Wahlen Sie MENU:Provisioning[Volumes verwalten].

3. Klicken Sie Auf Léschen.
Das Dialogfeld Volumes I6schen wird angezeigt.

4. Wahlen Sie ein oder mehrere Volumes aus, die Sie [6schen mdchten, und bestatigen Sie anschlief3end,
dass Sie den Vorgang ausfiihren mochten.
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5. Klicken Sie Auf Loschen.

Hosts konfigurieren

Erfahren Sie mehr iliber die Hosterstellung im SANtricity Speicher-Plug-in fur
vCenter

FUr das Storage-Management mit dem Storage Plug-in fur vCenter missen Sie jeden
Host im Netzwerk ermitteln oder definieren. Ein Host ist ein Server, der I/0 an ein Volume
auf einem Storage-Array sendet.

Manuelle Hosterstellung

Das Erstellen eines Hosts ist einer der Schritte, die erforderlich sind, damit das Storage-Array wissen kann, an
welche Hosts angeschlossen sind und um den 1/0O-Zugriff auf die Volumes zu ermdéglichen. Ein Host kann
manuell erstellt werden.

* Manuell —wahrend der manuellen Hosterstellung verknlipfen Sie Host-Port-IDs, indem Sie sie aus einer
Liste auswahlen oder manuell eingeben. Nachdem Sie einen Host erstellt haben, kdnnen Sie ihm Volumes
zuweisen oder einem Host Cluster hinzufligen, wenn Sie den Zugriff auf Volumes freigeben mdchten.

Wie Volumes zugewiesen werden

Damit ein Host I/O an ein Volume sendet, missen Sie das Volume ihm zuweisen. Sie kdnnen entweder einen
Host oder ein Host-Cluster auswahlen, wenn Sie ein Volume erstellen, oder Sie kdnnen ein Volume spater
einem Host oder Host-Cluster zuweisen. Ein Host-Cluster ist eine Gruppe von Hosts. Sie erstellen ein Host-
Cluster, damit Sie mehrere Hosts dieselben Volumes ganz einfach zuweisen kénnen.

Das Zuweisen von Volumes zu Hosts ist flexibel und somit an lhre spezifischen Storage-Anforderungen
angepasst.

» Stand-alone Host, nicht Teil eines Host Clusters — Sie kdnnen ein Volume einem einzelnen Host
zuweisen. Auf das Volume kann nur von einem Host zugegriffen werden.

* Host Cluster — Sie konnen ein Volume einem Host-Cluster zuweisen. Auf das Volume kann von allen
Hosts im Host-Cluster zugegriffen werden.

* Host innerhalb eines Host-Clusters — Sie kdnnen ein Volume einem einzelnen Host zuweisen, der Teil
eines Host-Clusters ist. Obwohl der Host Teil eines Host Clusters ist, kann das Volume nur vom
individuellen Host und nicht von anderen Hosts im Host-Cluster abgerufen werden.

Bei Erstellung von Volumes werden automatisch LUNs (Logical Unit Numbers) zugewiesen. Die LUN dient als

Adresse zwischen dem Host und dem Controller wahrend 1/0O-Vorgangen. Sie kdnnen LUNs nach der
Erstellung des Volume andern.

Erstellen Sie den Hostzugriff im SANtricity Speicher-Plug-in fiir vCenter

FUr das Storage-Management mit dem Storage Plug-in fur vCenter mussen Sie jeden
Host im Netzwerk ermitteln oder definieren.

Uber diese Aufgabe

Durch die Erstellung eines Hosts definieren Sie die Hostparameter, um eine Verbindung zum Speicher-Array
und I/O-Zugriff auf die Volumes herzustellen.
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Wenn Sie einen Host erstellen, beachten Sie folgende Richtlinien:

» Sie miUssen die dem Host zugeordneten Host-ldentifier-Ports definieren.

« Stellen Sie sicher, dass Sie denselben Namen wie den zugewiesenen Systemnamen des Hosts angeben.

 Dieser Vorgang ist nicht erfolgreich, wenn der gewahlte Name bereits verwendet wird.

* Die Lange des Namens darf nicht mehr als 30 Zeichen umfassen.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit der Hostverbindung aus.

2. Wahlen Sie Menu:Bereitstellung [Hosts konfigurieren].
Die Seite Hosts konfigurieren wird geoffnet.

3. Klicken Sie auf Menu:Create[Host].
Das Dialogfeld Host erstellen wird angezeigt.

4. Wahlen Sie die entsprechenden Einstellungen fir den Host aus.
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Felddetails

Einstellung

Name

Host-Betriebssystem-
Typ

Host-Schnittstellentyp

Host-Ports

Legen Sie den CHAP-
Initiatorschlissel fest

78

Beschreibung

Geben Sie einen Namen fiir den neuen Host ein.

Wabhlen Sie aus der Dropdown-Liste das auf dem neuen Host ausgefiihrte
Betriebssystem aus.

(Optional) Wenn auf Ihrem Speicherarray mehr als eine Host-Schnittstelle
unterstitzt wird, wahlen Sie den Host-Schnittstellentyp aus, den Sie
verwenden mochten.

FUhren Sie einen der folgenden Schritte aus:

 1/0-Schnittstelle auswahlen — generell sollten sich die Host-Ports
angemeldet haben und Uber die Dropdown-Liste verfigbar sein. Sie
konnen die Host-Port-IDs aus der Liste auswahlen.

* Manuelles Hinzufiigen — Wenn eine Host-Port-ID nicht in der Liste
angezeigt wird, bedeutet dies, dass der Host-Port nicht angemeldet ist.
Mithilfe eines HBA-Dienstprogramms oder des iSCSI-Initiator-
Dienstprogramms kénnen die Host-Port-IDs ermittelt und mit dem Host
verknlpft werden. Sie kdnnen die Host-Port-IDs manuell eingeben
oder sie aus dem Dienstprogramm (nacheinander) in das Feld Host-
Ports kopieren/einfligen. Sie missen eine Host-Port-ID gleichzeitig
auswahlen, um sie dem Host zuzuordnen. Sie kénnen jedoch weiterhin
so viele Kennungen auswahlen, die dem Host zugeordnet sind. Jede
Kennung wird im Feld Host-Ports angezeigt. Bei Bedarf kdnnen Sie
auch einen Bezeichner entfernen, indem Sie neben ihm die X-Option
auswahlen.

(Optional) Wenn Sie einen Host-Port mit einem iSCSI-IQN ausgewahlt
oder manuell eingegeben haben und wenn Sie einen Host bendtigen
mdchten, der versucht, auf das Speicher-Array zuzugreifen, um sich mit
dem Challenge Handshake Authentication Protocol (CHAP) zu
authentifizieren, aktivieren Sie das Kontrollkastchen ,CHAP Initiator Secret
festlegen®. Gehen Sie flr jeden ausgewahlten oder manuell eingegebenen
iISCSI-Host-Port wie folgt vor:

* Geben Sie denselben CHAP-Schlissel ein, der auf jedem iSCSI-
Hostinitiator fur die CHAP-Authentifizierung festgelegt wurde. Wenn
Sie die gegenseitige CHAP-Authentifizierung verwenden (zwei-Wege-
Authentifizierung, die es einem Host ermoglicht, sich am Speicher-
Array zu validieren, und damit sich ein Speicher-Array am Host
validieren kann), missen Sie auch den CHAP-Schlussel fur das
Speicher-Array bei der Ersteinrichtung oder durch Andern von
Einstellungen festlegen.

* Wenn Sie keine Host-Authentifizierung bendtigen, lassen Sie das Feld
leer. Derzeit wird nur CHAP verwendet.



5. Klicken Sie Auf Erstellen.
6. Wenn Sie die Hostinformationen aktualisieren miissen, wéhlen Sie den Host aus der Tabelle aus und
klicken Sie auf Einstellungen anzeigen/bearbeiten.
Ergebnis

Nachdem der Host erfolgreich erstellt wurde, erstellt das System fir jeden Host-Port, der fir den Host
konfiguriert wurde (Benutzungsbezeichnung) einen Standardnamen. Der Standard-Alias ist <Hostname Port
Number>. Der Standard-Alias fiir den ersten Port, der fiir das Host-IPT erstellt wurde, ist beispielsweise

IPT 1.

Nachdem Sie fertig sind

Sie mussen ein Volume einem Host zuweisen, damit es fur I/O-Vorgange verwendet werden kann. Gehen Sie
zu "Weisen Sie Hosts Volumes zu".

Erstellen Sie im SANtricity-Speichermodul fiir vCenter einen Hostcluster

Wenn zwei oder mehr Hosts 1/0-Zugriff auf dieselben Volumes bendtigen, kdnnen Sie ein
Host-Cluster erstellen.

Uber diese Aufgabe
Beachten Sie beim Erstellen eines Host-Clusters die folgenden Richtlinien:

 Dieser Vorgang startet nicht, wenn zum Erstellen des Clusters zwei oder mehr Hosts zur Verfligung
stehen.

* Hosts in Host-Clustern kdnnen verschiedene Betriebssysteme (heterogen) haben.
* NVMe-Hosts in Host-Clustern kénnen nicht mit nicht-NVMe-Hosts kombiniert werden.

» Um ein fur Data Assurance (da) fahiges Volume zu erstellen, muss die Host-Verbindung, die Sie
verwenden mochten, da unterstitzen.

Wenn eine der Host-Verbindungen auf den Controllern im Speicher-Array keine Unterstltzung fir da bietet,
kénnen die zugeordneten Hosts auf da-fahige Volumes keinen Zugriff auf Daten haben.

« Dieser Vorgang ist nicht erfolgreich, wenn der gewahlte Name bereits verwendet wird.

» Die Lange des Namens darf nicht mehr als 30 Zeichen umfassen.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit der Hostverbindung aus.

2. Wahlen Sie MenU:Bereitstellung [Hosts konfigurieren].
Die Seite Hosts konfigurieren wird geoffnet.

3. Wahlen Sie Menu:Create[Host Cluster].
Das Dialogfeld Host-Cluster erstellen wird angezeigt.

4. Wahlen Sie die entsprechenden Einstellungen fir den Host-Cluster aus.
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Einstellung Beschreibung

Name Geben Sie den Namen fur das neue Host-Cluster
ein.

Wahlen Sie Hosts aus, die den Zugriff auf das Wahlen Sie zwei oder mehr Hosts aus der

Volume gemeinsam nutzen sollen Dropdown-Liste aus. In der Liste werden nur die

Hosts angezeigt, die nicht bereits Teil eines Host-
Clusters sind.

5. Klicken Sie Auf Erstellen.

Wenn die ausgewahlten Hosts an Schnittstellentypen mit unterschiedlichen Funktionen zur Data
Assurance (da) angeschlossen sind, wird ein Dialogfeld mit der Meldung angezeigt, dass da auf dem Host-
Cluster nicht verfligbar ist. Durch diese Nichtverfiigbarkeit wird verhindert, dass dem Host-Cluster DA-
fahige Volumes hinzugefligt werden. Wahlen Sie Ja, um fortzufahren, oder Nein, um den Vorgang
abzubrechen.

DA erhoht die Datenintegritat im gesamten Storage-System. DA ermdglicht es dem Storage-Array, nach
Fehlern zu suchen, die auftreten kénnen, wenn Daten zwischen Hosts und Laufwerken verschoben
werden. Die Verwendung von da flir das neue Volume stellt sicher, dass alle Fehler erkannt werden.

Ergebnis
Der neue Hostcluster wird in der Tabelle mit den zugewiesenen Hosts in den Zeilen darunter angezeigt.

Nachdem Sie fertig sind

Sie mussen ein Volume einem Host-Cluster zuweisen, damit es fur I/O-Vorgange verwendet werden kann.
Gehen Sie zu "Weisen Sie Hosts Volumes zu".

Weisen Sie Hosts im SANtricity Speicher-Plug-in fiir vCenter Volumes zu

Sie mussen ein Volume einem Host oder Host-Cluster zuweisen, damit es fur 1/0O-
Vorgange verwendet werden kann.

Bevor Sie beginnen
Beachten Sie bei der Zuweisung von Volumes zu Hosts die folgenden Richtlinien:

« Sie kénnen ein Volume gleichzeitig nur einem Host oder Host-Cluster zuweisen.
« Zugewiesene Volumes werden von den Controllern im Storage-Array gemeinsam genutzt.

* Die gleiche Logical Unit Number (LUN) kann nicht zweimal von einem Host oder einem Host-Cluster
verwendet werden, um auf ein Volume zuzugreifen. Sie mussen eine eindeutige LUN verwenden.

* Wenn Sie bei neuen Volume-Gruppen warten, bis alle Volumes erstellt und initialisiert wurden, bevor Sie
sie einem Host zuweisen, wird die Initialisierungszeit des Volumes verkurzt. Beachten Sie, dass sobald ein
mit der Volume-Gruppe assoziiertes Volume zugeordnet ist, alle Volumes auf die langsamere Initialisierung
zuruckgesetzt werden.

Uber diese Aufgabe

Eine Volume-Zuweisung gewahrt einem Host oder Host-Cluster Zugriff auf dieses Volume in einem Storage-
Array.

Wahrend dieser Aufgabe werden alle nicht zugewiesenen Volumes angezeigt, aber Funktionen fir Hosts mit
oder ohne Data Assurance (da) gelten wie folgt:
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* FUr einen da-fahigen Host kdnnen Sie Volumes auswahlen, die entweder als da aktiviert oder nicht als da-
aktiviert aktiviert sind.

* Wenn Sie bei einem Host, der nicht flir das da-fahig ist, ein Volume auswahlen, das fir das da-aktiviert ist,
wird in einer Warnung angegeben, dass das System vor der Zuweisung des Volumes automatisch das da-
on-Volume ausschalten muss.

Unter diesen Bedingungen schlagt die Zuweisung eines Volumes fehl:

* Alle Volumes werden zugewiesen.

» Das Volume ist bereits einem anderen Host oder Host-Cluster zugewiesen. Die Mdglichkeit, ein Volume
zuzuweisen, ist unter folgenden Bedingungen nicht verfugbar:

* Es sind keine gultigen Hosts oder Host Cluster vorhanden.
» FUr den Host wurden keine Host-Port-IDs definiert.

* Alle Volume-Zuweisungen wurden definiert.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit der Hostverbindung aus.

2. Wahlen Sie MenU:Bereitstellung [Hosts konfigurieren].
Die Seite Hosts konfigurieren wird gedffnet.

3. Wahlen Sie den Host oder Host-Cluster aus, dem Sie Volumes zuweisen mochten, und klicken Sie dann
auf Volumes zuweisen.

Es wird ein Dialogfeld angezeigt, in dem alle Volumes aufgelistet werden, die zugewiesen werden kénnen.
Sie kdnnen jede der Spalten sortieren oder etwas in das Filter-Feld eingeben, um bestimmte Volumes
einfacher zu finden.

4. Aktivieren Sie das Kontrollkdstchen neben jedem Volume, das Sie zuweisen mochten, oder aktivieren Sie
das Kontrollkastchen in der Tabellentberschrift, um alle Volumes auszuwahlen.

5. Klicken Sie auf Zuweisen, um den Vorgang abzuschliel3en.

Ergebnisse

Nachdem ein Volume oder ein Volume erfolgreich einem Host oder Host-Cluster zugewiesen wurde, fiihrt das
System folgende Aktionen durch:

» Das zugewiesene Volume erhalt die nachste verfligbare LUN-Nummer. Der Host verwendet die LUN-
Nummer flr den Zugriff auf das Volume.

« Der vom Benutzer bereitgestellte Volume-Name wird in den Volume-Listen angezeigt, die dem Host
zugeordnet sind. Falls zutreffend, wird das werkseitig konfigurierte Zugriffsvolume auch in den Volume-
Listen angezeigt, die dem Host zugeordnet sind.

Heben Sie die Zuweisung von Volumes im SANtricity Speicher-Plug-in fur vCenter
auf

Wenn Sie keinen I/O-Zugriff mehr auf ein Volume bendtigen, kdnnen Sie die Zuweisung
vom Host oder Host-Cluster aufheben.

Uber diese Aufgabe
Beachten Sie bei der Zuweisung von Volumes die folgenden Richtlinien:

81



* Wenn Sie das zuletzt zugewiesene Volume aus einem Host-Cluster entfernen und zudem Uber Hosts mit
spezifischen zugewiesenen Volumes verfligen, stellen Sie sicher, dass Sie diese Zuweisungen entfernen
oder verschieben, bevor Sie die letzte Zuweisung fir den Host-Cluster entfernen.

* Wenn ein Host-Cluster, ein Host oder ein Host-Port einem Volume zugewiesen ist, das beim
Betriebssystem registriert ist, missen Sie diese Registrierung I6schen, bevor Sie diese Knoten entfernen
koénnen.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit der Hostverbindung aus.

2. Wahlen Sie MenU:Bereitstellung [Hosts konfigurieren].
Die Seite Hosts konfigurieren wird geoffnet.

3. Wahlen Sie den Host oder Host-Cluster aus, den Sie bearbeiten mochten, und klicken Sie dann auf
Zuweisen von Volumes.

Es wird ein Dialogfeld angezeigt, in dem alle Volumes angezeigt werden, die derzeit zugewiesen sind.

4. Aktivieren Sie das Kontrollkastchen neben jedem Volume, das Sie aufheben moéchten, oder aktivieren Sie
das Kontrollkastchen in der Tabellentberschrift, um alle Volumes auszuwahlen.

5. Klicken Sie Auf Zuweisung Aufheben.

Ergebnisse
+ Die nicht zugewiesenen Volumes sind flir eine neue Zuweisung verflgbar.

+ Bis die Anderungen auf dem Host konfiguriert sind, wird das Volume weiterhin vom Host-Betriebssystem
erkannt.

Andern Sie die Einstellungen fiir einen Host im SANtricity Speicher-Plug-in fiir
vCenter

Sie kdnnen den Namen, den Host-Betriebssystem-Typ und die zugehorigen Host-Cluster
fur einen Host oder Host-Cluster andern.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit der Hostverbindung aus.

2. Wahlen Sie Menu:Bereitstellung [Hosts konfigurieren].
Die Seite Hosts konfigurieren wird gedffnet.

3. Wahlen Sie den Host aus, den Sie bearbeiten méchten, und klicken Sie dann auf Einstellungen
anzeigen/bearbeiten.

Es wird ein Dialogfeld angezeigt, in dem die aktuellen Hosteinstellungen angezeigt werden.

4. Um die Host-Eigenschaften zu @andern, stellen Sie sicher, dass die Registerkarte Eigenschaften
ausgewahlt ist, und andern Sie dann die entsprechenden Einstellungen.
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Felddetails
Einstellung

Name

Zugehoriger Host-
Cluster

Host-Betriebssystem-
Typ

Beschreibung

Sie kénnen den vom Benutzer bereitgestellten Namen des Hosts andern.
Die Angabe eines Namens fiir den Host ist erforderlich.

Sie kdnnen eine der folgenden Optionen auswahlen:

» Keine — der Host bleibt ein eigenstandiger Host. Wenn der Host
einem Host-Cluster zugewiesen war, wird der Host vom Cluster
entfernt.

» <Host Cluster>—das System ordnet den Host dem ausgewahlten
Cluster zu.

Sie kdnnen den Typ des Betriebssystems andern, das auf dem von Ihnen
definierten Host ausgefihrt wird.

5. Um die Porteinstellungen zu andern, klicken Sie auf die Registerkarte Host Ports und andern Sie dann die
entsprechenden Einstellungen.
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Felddetails

Einstellung Beschreibung

Host Port Sie kénnen eine der folgenden Optionen auswahlen:

* Add — Verwenden Sie Add, um dem Host eine neue Host-Port-ID
zuzuordnen. Die Lange des Namens der Host-Port-Kennung wird
durch die Host-Schnittstellentechnologie bestimmt. Die Namen der
Fibre Channel- und InfiniBand-Host-Port-ID missen 16 Zeichen lang
sein. Die Namen der iSCSI-Host-Port-ID dirfen maximal 223 Zeichen
lang sein. Der Port muss eindeutig sein. Eine bereits konfigurierte
Portnummer ist nicht zulassig.

» Loschen — Verwenden Sie Loschen, um eine Host-Port-ID zu
entfernen (Zuordnung aufheben). Mit der Option Léschen wird der
Host-Port nicht physisch entfernt. Mit dieser Option wird die Zuordnung
zwischen dem Host-Port und dem Host entfernt. Sofern Sie den Host
Bus Adapter oder den iSCSI-Initiator nicht entfernen, wird der Host-
Port noch vom Controller erkannt.

Wenn Sie eine Host-Port-ID 16schen, ist sie diesem Host

@ nicht mehr zugeordnet. Dartiber hinaus verliert der Host
Uber diese Host-Port-Kennung den Zugriff auf jedes seiner
zugewiesenen Volumes.

Etikett Um den Namen der Portbezeichnung zu andern, klicken Sie auf das
Symbol Bearbeiten (Bleistift). Der Name des Port-Etiketts muss eindeutig
sein. Ein bereits konfigurierter Etikettenname ist nicht zulassig.

CHAP-Schlissel Erscheint nur fir iSCSI-Hosts. Sie kbnnen den CHAP-Schlissel fur die
Initiatoren (iISCSI-Hosts) festlegen oder andern. Das System verwendet die
CHAP-Methode (Challenge Handshake Authentication Protocol), mit der
die Identitat von Zielen und Initiatoren wahrend der ersten Verbindung
Uberprift wird. Die Authentifizierung basiert auf einem gemeinsamen
Sicherheitsschlissel, dem CHAP-Schlussel.

6. Klicken Sie Auf Speichern.

Loschen Sie einen Host oder einen Host-Cluster im SANtricity-Speicher-Plug-in fur
vCenter

Sie konnen einen Host oder Host-Cluster entfernen, sodass Volumes diesem Host nicht
mehr zugewiesen sind.

Uber diese Aufgabe
Beachten Sie beim Léschen eines Hosts oder Host-Clusters folgende Richtlinien:

* Alle spezifischen Volume-Zuweisungen werden geléscht, und die zugeordneten Volumes stehen fiir eine
neue Zuweisung zur Verfligung.
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* Wenn der Host Teil eines Hostclusters ist, das seine eigenen spezifischen Zuweisungen hat, ist der Host-
Cluster nicht betroffen. Wenn der Host jedoch Teil eines Host-Clusters ist, das keine anderen Zuweisungen
besitzt, Gbernehmen der Host-Cluster und andere zugeordnete Hosts oder Host-Port-IDs die
Standardzuweisungen.

* Alle dem Host zugeordneten Host-Port-IDs werden undefiniert.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit der Hostverbindung aus.

2. Wahlen Sie Menu:Bereitstellung [Hosts konfigurieren].
Die Seite Hosts konfigurieren wird geoffnet.

3. Wahlen Sie den Host oder Host-Cluster aus, den Sie l6schen mdchten, und klicken Sie dann auf Loschen.
Das Bestatigungsdialogfeld wird angezeigt.

4. Bestatigen Sie, dass Sie den Vorgang ausfliihren méchten, und klicken Sie dann auf Léschen.

Ergebnisse
Wenn Sie einen Host geléscht haben, fiihrt das System die folgenden Aktionen durch:

* Léscht den Host und entfernt ihn ggf. aus dem Host-Cluster.
* Entfernt den Zugriff auf alle zugewiesenen Volumes.
 Gibt die zugeordneten Volumes in einen nicht zugewiesenen Status zuruck.

* Gibt alle dem Host zugeordneten Host-Port-IDs in einen nicht zugeordneten Status zurlick. Wenn Sie ein
Host-Cluster geldscht haben, flhrt das System die folgenden Aktionen aus:

o Léscht das Host-Cluster und die zugehdrigen Hosts (falls vorhanden).
o Entfernt den Zugriff auf alle zugewiesenen Volumes.
> Gibt die zugeordneten Volumes in einen nicht zugewiesenen Status zurtck.

> Gibt alle Host-Port-IDs zurtick, die den Hosts zugeordnet sind, in einen nicht zugeordneten Status.

Konfiguration von Pools und Volume-Gruppen

Informieren Sie sich im SANtricity Storage Plug-in fiir vCenter uiber Speicherpools
und Volume-Gruppen

Um Speicher im Speicher-Plugin fur vCenter bereitzustellen, erstellen Sie entweder einen
Pool oder eine Volume-Gruppe, die die Festplatten (HDD) oder Solid State Disk (SSD)
Laufwerke enthalten, die Sie in Ihrem Speicher-Array verwenden mochten.

Bereitstellung

Physische Hardware wird in logischen Komponenten bereitgestellt, sodass Daten organisiert und einfach
abgerufen werden kdnnen. Es werden zwei Arten von Gruppierungen unterstutzt:

e Pools

* Volume-Gruppen
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Pools und Volume-Gruppen sind die obersten Storage-Einheiten in einem Storage Array: Sie teilen die
Kapazitat von Laufwerken in einfach zu verwaltende Abteilungen. Innerhalb dieser logischen Unterteilungen
sind die einzelnen Volumes oder LUNSs, in denen die Daten gespeichert werden.

Wenn ein Storage-System implementiert wird, miissen die verschiedenen Hosts Uber die verfligbare
Laufwerkskapazitat verfigen:

* Erstellen von Pools oder Volume-Gruppen mit ausreichender Kapazitat

* Flgen Sie die Anzahl der erforderlichen Laufwerke hinzu, um den Performance-Anforderungen des Pools
oder der Volume-Gruppe zu entsprechen

» Wahlen Sie die gewlinschte RAID-Schutzstufe (bei Nutzung der Volume-Gruppen) aus, um den
spezifischen geschaftlichen Anforderungen gerecht zu werden

Es kdnnen zwar Pools oder Volume-Gruppen auf demselben Speichersystem vorhanden sein, ein Laufwerk
kann jedoch nicht mehr als ein Pool oder eine Volume-Gruppe umfassen. Volumes, die Hosts fiir I/0O-Vorgange
zur Verfigung gestellt werden, werden dann unter Verwendung des Speicherplatzes im Pool oder der Volume-
Gruppe erstellt.

Pools

Pools wurden entwickelt, um physische Festplatten in einem grof3en Storage-Bereich zu aggregieren und
bieten dafur besseren RAID-Schutz. Ein Pool erstellt viele virtuelle RAID-Satze von der Gesamtzahl der
Laufwerke, die dem Pool zugewiesen sind. Dabei werden die Daten gleichmafig auf alle teilinehmenden
Laufwerke verteilt. Wenn ein Laufwerk verloren geht oder hinzugefligt wird, gleicht das System die Daten
dynamisch Uber alle aktiven Laufwerke aus.

Pools funktionieren als weitere RAID-Ebene und virtualisieren die zugrunde liegende RAID-Architektur, um die
Performance und Flexibilitat bei Aufgaben wie Neuaufbau, Laufwerkserweiterung und Handhabung von
Laufwerksausfallen zu optimieren. Das System legt den RAID-Level in einer 8+2-Konfiguration automatisch auf
6 fest (acht Datenfestplatten plus zwei Paritatslaufwerke).

Abstimmung des Laufwerks

Es besteht die Méglichkeit, entweder HDDs oder SSDs zur Nutzung in Pools zur Verfligung zu stellen.
Allerdings mussen wie bei Volume-Gruppen alle Laufwerke im Pool dieselbe Technologie verwenden. Die
Controller wahlen automatisch aus, welche Laufwerke enthalten sollen. Sie missen daher sicherstellen, dass
Sie Uber eine ausreichende Anzahl an Laufwerken fur die von lhnen gewahlte Technologie verfligen.

Verwalten ausgefallener Laufwerke

Pools haben eine minimale Kapazitat von 11 Laufwerken; allerdings ist die Kapazitat eines Laufwerks im Wert
von einer Ersatzkapazitat bei einem Laufwerksausfall reserviert. Diese freie Kapazitat wird als
~Erhaltungskapazitat® bezeichnet.

Wenn Pools erstellt werden, wird eine bestimmte Menge an Kapazitat fir den Notfall-Einsatz erhalten. Diese
Kapazitat wird in Form einer Anzahl von Laufwerken ausgedrtickt, die tatsachliche Implementierung wird
jedoch Uber alle Festplatten-Pools hinweg verteilt. Die vorbehaltenen Kapazitatsmengen basieren auf der
Anzahl der Laufwerke im Pool.

Nach der Erstellung des Pools kdnnen Sie den Wert der Erhaltungskapazitat auf mehr oder weniger Kapazitat
andern oder sogar auf keine Erhaltungskapazitat einstellen (Wert 0 Laufwerk). Die maximale Kapazitat, die
erhalten bleiben kann (ausgedriickt als Anzahl an Laufwerken), ist 10, die verfligbare Kapazitat kann jedoch
aufgrund der Gesamtzahl der Laufwerke im Pool kleiner sein.
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Volume-Gruppen

Volume-Gruppen definieren, wie Kapazitat im Storage-System Volumes zugewiesen wird. Festplattenlaufwerke
sind in RAID-Gruppen eingeteilt und Volumes befinden sich tGber die Laufwerke in einer RAID-Gruppe hinweg.
Aus diesem Grund identifizieren die Konfigurationseinstellungen der Volume-Gruppe, welche Laufwerke Teil
der Gruppe sind und welches RAID-Level verwendet wird.

Wenn Sie eine Volume-Gruppe erstellen, wahlen Controller automatisch die Laufwerke aus, die in die Gruppe
aufgenommen werden sollen. Sie missen manuell die RAID-Ebene fiir die Gruppe auswahlen. Die Kapazitat
der Volume-Gruppe entspricht der Gesamtzahl der ausgewahlten Laufwerke, multipliziert mit ihrer Kapazitat.

Abstimmung des Laufwerks

Fur die Grélie und Performance mussen die Laufwerke in der Volume-Gruppe Ubereinstimmen. Wenn in der
Volume-Gruppe kleinere und groRere Laufwerke vorhanden sind, werden alle Laufwerke als die kleinste
Kapazitatsgrofie erkannt. Wenn es langsamere und schnellere Laufwerke in der Volume-Gruppe gibt, werden
alle Laufwerke mit der langsamsten Geschwindigkeit erkannt. Diese Faktoren wirken sich auf die Performance
und die Gesamtkapazitat des Storage-Systems aus.

Es ist nicht méglich, unterschiedliche Laufwerktechnologien (HDD- und SSD-Laufwerke) miteinander zu
kombinieren. RAID 3, 5 und 6 sind auf maximal 30 Laufwerke begrenzt. RAID 1 und RAID 10 verwenden eine
Spiegelung, daher missen diese Volume-Gruppen eine gleichmaRige Anzahl an Festplatten aufweisen.

Verwalten ausgefallener Laufwerke

Volume-Gruppen verwenden Hot-Spare-Laufwerke als Standby, falls ein Laufwerk in RAID 1/10-, RAID 3-,
RAID 5- oder RAID 6-Volumes einer Volume-Gruppe ausfallt. Ein Hot-Spare-Laufwerk enthalt keine Daten und
fugt lhrem Speicher-Array eine weitere Ebene von Redundanz hinzu.

Wenn ein Laufwerk im Speicher-Array ausfallt, wird das Hot-Spare-Laufwerk automatisch durch das
ausgefallene Laufwerk ersetzt, ohne dass ein physischer Austausch erforderlich ist. Wenn das Hot-Spare-
Laufwerk verflgbar ist, wenn ein Laufwerk ausfallt, verwendet der Controller Redundanzdaten, um die Daten
von dem ausgefallenen Laufwerk auf dem Hot-Spare-Laufwerk zu rekonstruieren.

Entscheiden Sie, ob Pools oder Volume-Gruppen verwendet werden sollen

Wahlen Sie einen Pool aus

* Wenn Sie schnellere Laufwerk-Rebuilds und eine vereinfachte Storage-Administration benétigen, und/oder
einen hochzufalligen Workload haben.

» Wenn Sie die Daten fir jedes Volume zufallig iber eine Gruppe von Laufwerken verteilen méchten, die den
Pool umfassen.Sie kdnnen das RAID-Level von Pools oder die Volumes in den Pools nicht festlegen oder
andern. Pools verwenden RAID Level 6.

Wahlen Sie eine Volume-Gruppe aus

* Wenn Sie die maximale Netzwerkbandbreite des Systems bendtigen, die Moglichkeit zur Anpassung von
Storage-Einstellungen und einen stark sequenziellen Workload bendtigen.

* Wenn Sie die Daten basierend auf RAID-Level Uber die Laufwerke verteilen mochten. Sie konnen den
RAID-Level beim Erstellen der Volume-Gruppe angeben.

* Wenn Sie die Daten fir jedes Volume sequenziell Gber die Laufwerke schreiben méchten, die die Volume-
Gruppe umfassen.
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@ Da Pools mit Volume-Gruppen nebeneinander bestehen kénnen, kann ein Storage-Array sowohl
Pools als auch Volume-Gruppen enthalten.

Automatische Erstellung von Pools gegeniiber manueller Poolanlage

Je nach lhrer Storage-Konfiguration kdnnen Sie es dem System ermdglichen, automatisch Pools zu erstellen,
oder Sie kdnnen sie manuell selbst erstellen. Ein Pool ist eine Gruppe von logisch gruppierten Laufwerken.

Bevor Sie Pools erstellen und verwalten, prifen Sie die folgenden Abschnitte, wie Pools automatisch erstellt
werden und wann Sie sie mdglicherweise manuell erstellen missen.

Automatische Erstellung

Wenn das System nicht zugewiesene Kapazitaten im Speicher-Array erkennt, wird die automatische
Poolerstellung initiiert, wenn das System nicht zugewiesene Kapazitaten in einem Speicher-Array erkennt. Sie
werden automatisch aufgefordert, einen oder mehrere Pools zu erstellen, oder die nicht zugewiesene
Kapazitat einem vorhandenen oder beiden Pool hinzuzuftugen.

Automatische Poolerstellung tritt auf, wenn eine dieser Bedingungen zutrifft:

* Pools sind nicht im Speicher-Array vorhanden, und es gibt genligend ahnliche Laufwerke, um einen neuen
Pool zu erstellen.

* Neue Laufwerke werden einem Storage-Array hinzugefligt, das mindestens einen Pool hat.jedes Laufwerk
in einem Pool muss vom gleichen Laufwerkstyp (HDD oder SSD) sein und eine dhnliche Kapazitat haben.
Sie werden vom System aufgefordert, die folgenden Aufgaben auszufiihren:

* Erstellen Sie einen einzelnen Pool, wenn eine ausreichende Anzahl von Laufwerken dieser Typen
vorhanden ist.

« Erstellen Sie mehrere Pools, wenn die nicht zugewiesene Kapazitat aus verschiedenen Laufwerkstypen
besteht.

» Flgen Sie die Laufwerke zum vorhandenen Pool hinzu, wenn bereits ein Pool im Speicher-Array definiert
ist, und figen Sie dem Pool neue Laufwerke desselben Laufwerkstyps hinzu.

* Flgen Sie die Laufwerke desselben Laufwerkstyps zum vorhandenen Pool hinzu. Erstellen Sie dann
mithilfe der anderen Laufwerktypen verschiedene Pools, wenn die neuen Laufwerke unterschiedliche
Laufwerkstypen haben.

Manuelle Erstellung

Sie méchten mdglicherweise einen Pool manuell erstellen, wenn die automatische Erstellung die beste
Konfiguration nicht bestimmen kann. Diese Situation kann aus einem der folgenden Griinde auftreten:

* Die neuen Laufwerke konnen potenziell mehr als einem Pool hinzugefligt werden.

* Mindestens eine der neuen Poolkandidaten kann einen Shelf-Verlust-Schutz oder Schubladenschutz
verwenden.

* Ein oder mehrere der aktuellen Poolkandidaten kénnen ihren Schutz vor Shelf-Verlust oder den Schutz vor
Schubladenverlust nicht beibehalten.moglicherweise mdochten Sie auch einen Pool manuell erstellen, wenn
Sie mehrere Anwendungen auf lhrem Speicher-Array haben und nicht mdchten, dass sie mit denselben
Laufwerkressourcen konkurrieren. In diesem Fall kdnnten Sie erwagen, manuell einen kleineren Pool fur
eine oder mehrere Anwendungen zu erstellen. Sie kdnnen nur ein oder zwei Volumes zuweisen, statt den
Workload einem grofsen Pool mit vielen Volumes zuzuweisen, iber die die Daten verteilt werden sollen.
Durch die manuelle Erstellung eines separaten Pools, der dem Workload einer bestimmten Applikation
zugewiesen ist, kann die Performance von Storage-Array-Operationen mit weniger Konflikten schneller
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erfolgen.

Erstellen Sie automatisch einen Pool im SANtricity-Speichermodul fir vCenter

Sie kdnnen Pools automatisch erstellen, wenn das System mindestens 11 nicht
zugewiesene Laufwerke erkennt oder ein nicht zugewiesenes Laufwerk erkennt, das fur
einen vorhandenen Pool geeignet ist. Ein Pool ist eine Gruppe von logisch gruppierten
Laufwerken.

Bevor Sie beginnen

Sie kénnen das Dialogfeld ,automatische Konfiguration des Pools* starten, wenn eine der folgenden
Bedingungen zutrifft:

* Es wurde mindestens ein nicht zugewiesenes Laufwerk erkannt, das einem vorhandenen Pool mit
ahnlichen Laufwerktypen hinzugefiigt werden kann.

» Es wurden elf (11) oder mehr nicht zugewiesene Laufwerke erkannt, die zur Erstellung eines neuen Pools
verwendet werden konnen (wenn sie aufgrund unterschiedlicher Antriebstypen nicht zu einem
vorhandenen Pool hinzugefiigt werden kénnen).

Uber diese Aufgabe
Mithilfe der automatischen Pool-Erstellung kénnen alle nicht zugewiesenen Laufwerke im Speicher-Array in
einem Pool konfiguriert und Laufwerke zu vorhandenen Pools hinzugefligt werden.

Beachten Sie Folgendes:

* Wenn Sie einem Speicher-Array Laufwerke hinzufligen, erkennt das System automatisch die Laufwerke
und fordert Sie auf, basierend auf dem Laufwerkstyp und der aktuellen Konfiguration einen einzelnen Pool
oder mehrere Pools zu erstellen.

* Wenn zuvor Pools definiert wurden, fordert das System Sie automatisch auf, die kompatiblen Laufwerke
einem vorhandenen Pool hinzuzufligen. Wenn zu einem vorhandenen Pool neue Laufwerke hinzugefligt
werden, verteilt das System die Daten automatisch auf die neue Kapazitat, die jetzt die neuen Laufwerke
enthalt, die Sie hinzugeflgt haben.

» Wenn Sie ein EF600 oder EF300 Storage-Array konfigurieren, stellen Sie sicher, dass jeder Controller in
den ersten 12 Steckplatzen und in den letzten 12 Steckplatzen Zugriff auf eine gleiche Anzahl von
Laufwerken hat. Mit dieser Konfiguration konnen die Controller beide PCle-Busse auf der Laufwerkseite
effektiver nutzen. Fur die Erstellung von Pools sollten Sie alle Laufwerke im Speicher-Array verwenden.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array fir den Pool aus.

2. Wahlen Sie Menu:Provisioning[Pools und Volume-Gruppen konfigurieren].
3. Wahlen Sie MENU:Mehr[Pool Auto-Configuration starten].

In der Ergebnistabelle werden neue Pools, vorhandene Pools mit hinzugefligten Laufwerken oder beides
aufgefuhrt. Ein neuer Pool wird standardmafig mit einer sequenziellen Nummer benannt.

Beachten Sie, dass das System folgende Schritte vornimmt:

o Erstellt einen einzelnen Pool, wenn es eine ausreichende Anzahl von Laufwerken mit demselben
Laufwerkstyp (HDD oder SSD) und ahnliche Kapazitat gibt.

o Erstellt mehrere Pools, wenn die nicht zugewiesene Kapazitat aus verschiedenen Laufwerkstypen
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besteht.

o Flugt die Laufwerke einem vorhandenen Pool hinzu, wenn bereits ein Pool im Speicher-Array definiert
ist, und Sie figen dem Pool neue Laufwerke desselben Laufwerkstyps hinzu.

o Fugt dem vorhandenen Pool die Laufwerke desselben Laufwerkstyps hinzu und erstellt mithilfe der
anderen Laufwerktypen verschiedene Pools, wenn die neuen Laufwerke unterschiedliche
Laufwerkstypen haben.

4. Um den Namen eines neuen Pools zu andern, klicken Sie auf das Symbol Bearbeiten (der Stift).

5. Um zusatzliche Merkmale des Pools anzuzeigen, positionieren Sie den Cursor tUber oder berlhren Sie das
Symbol Details (die Seite).

Es werden Informationen zum Laufwerkstyp, zur Sicherheitsfunktion, zur Data Assurance (da)-Funktion,
zum Schutz vor Shelf-Verlust und zum Schutz vor Schubladenverlust angezeigt.

Bei EF600 und EF300 Storage-Arrays werden die Einstellungen auch fir die Ressourcenbereitstellung und
Volume-BlockgréRen angezeigt.

6. Klicken Sie Auf Akzeptieren.

Erstellen Sie manuell einen Pool im SANtricity-Speichermodul fur vCenter

Sie kdénnen einen Pool manuell erstellen, wenn lhr Setup die Anforderungen fur die
automatische Poolkonfiguration nicht erfullt. Ein Pool ist eine Gruppe von logisch
gruppierten Laufwerken.

Bevor Sie beginnen
» Sie missen mindestens 11 Laufwerke desselben Typs (HDD oder SSD) haben.

e Zum Schutz vor Shelf-Schaden missen sich die Laufwerke aus dem Pool in mindestens sechs
verschiedenen Laufwerk-Shelfs befinden und es gibt nicht mehr als zwei Laufwerke in einem einzelnen
Laufwerk-Shelf.

» Der Schutz vor Schubladenverlust erfordert, dass sich die Laufwerke aus dem Pool in mindestens finf
verschiedenen Schubladen befinden und der Pool eine gleiche Anzahl von Laufwerk-Shelfs von jedem
Fach enthalt.

» Wenn Sie ein EF600 oder EF300 Storage-Array konfigurieren, stellen Sie sicher, dass jeder Controller in
den ersten 12 Steckplatzen und in den letzten 12 Steckplatzen Zugriff auf eine gleiche Anzahl von
Laufwerken hat. Mit dieser Konfiguration konnen die Controller beide PCle-Busse auf der Laufwerkseite
effektiver nutzen. Fur die Erstellung von Pools sollten Sie alle Laufwerke im Speicher-Array verwenden.

Uber diese Aufgabe

Bei der Erstellung von Pools legen Sie deren Merkmale fest, z. B. Laufwerkstyp, Sicherheitsfunktionen, Data
Assurance (da)-Funktion, Shelf-Verlust-Schutz und Schutz vor Schubladenverlust.

Fiar EF600 und EF300 Storage-Arrays umfassen die Einstellungen auch die Ressourcen-Bereitstellung und
Volume-Blockgroen.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array fur den Pool aus.

2. Wahlen Sie MenU:Provisioning[Pools und Volume-Gruppen konfigurieren].
3. Klicken Sie auf Ment:Create[Pool].
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Das Dialogfeld Pool erstellen wird angezeigt.

4. Geben Sie einen Namen flr den Pool ein.

5. (Optional) Wenn Sie mehr als einen Laufwerkstyp im Speicher-Array haben, wahlen Sie den Laufwerkstyp
aus, den Sie verwenden mdchten.

Die Ergebnistabelle enthalt alle mdglichen Pools, die Sie erstellen kdnnen.

6. Wahlen Sie den Pool-Kandidaten aus, den Sie anhand der folgenden Eigenschaften verwenden maochten,
und klicken Sie dann auf Erstellen.
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Felddetails

Charakteristisch

Freie Kapazitat

Laufwerke Insgesamt

Laufwerksblockgrofie
(nur EF300 und EF600)

Sicher

Sicherheit Aktivieren?

Nutzung

Zeigt die freie Kapazitat des Poolkandidaten in gib an. Wahlen Sie einen
Pool-Kandidaten mit der Kapazitat fir die Speicheranforderungen lhrer
Anwendung aus. Die Erhaltungskapazitat (freie) wird ebenfalls im
gesamten Pool verteilt und ist nicht Teil der freien Kapazitdtsmenge.

Zeigt die Anzahl der im Pool-Kandidaten verfiigbaren Laufwerke an. Das
System reserviert automatisch so viele Laufwerke wie moglich zur
Erhaltung der Kapazitat (fir alle sechs Laufwerke eines Pools reserviert
das System ein Laufwerk zur Erhaltung der Kapazitat). Bei einem
Laufwerksausfall werden die rekonstruierten Daten anhand der
Festplattenkapazitat gespeichert.

Zeigt die Blockgrofie (SektorgrofRe) an, die die Laufwerke im Pool
schreiben kdnnen. Die Werte kénnen Folgendes umfassen:

* 512 — 512-Byte-SektorgroRe.
* 4K — 4,096 Byte Sektorgrofde.

Zeigt an, ob dieser Pool-Kandidat vollstandig aus sicheren Laufwerken
besteht, bei denen es sich entweder um vollstandige
Festplattenverschlisselung (Full Disk Encryption, FDE) oder FIPS-
Laufwerke (Federal Information Processing Standard) handeln kann.

» Sie kdnnen Ihren Pool mit Laufwerkssicherheit schitzen, aber alle
Laufwerke missen sicher sein, damit diese Funktion verwendet
werden kann.

* Wenn Sie einen nur-FDE-Pool erstellen mdchten, suchen Sie in der
Spalte Secure-fahiger nach Yes - FDE. Wenn Sie einen nur-FIPS-Pool
erstellen mochten, suchen Sie nach Ja - FIPS oder Ja - FIPS
(gemischt). ,Mixed" zeigt eine Mischung aus 140-2- und 140-3-Level-
Laufwerken an. Wenn Sie eine Mischung dieser Ebenen verwenden,
beachten Sie, dass der Pool dann mit der niedrigeren Sicherheitsstufe
(140-2) funktioniert.

+ Sie kénnen einen Pool aus Laufwerken erstellen, die mdglicherweise
sicher sein kdnnen oder nicht, oder die eine Kombination aus
Sicherheitsstufen sind. Wenn die Laufwerke im Pool Laufwerke
enthalten, die nicht sicher sind, konnen Sie den Pool nicht sichern.

Bietet die Moglichkeit, die Sicherheitsfunktion des Laufwerks mit sicheren
Laufwerken zu aktivieren. Wenn der Pool sicher-fahig ist und Sie einen
Sicherheitsschlissel erstellt haben, konnen Sie die Sicherheit aktivieren,
indem Sie das Kontrollkastchen aktivieren.

Die einzige Moéglichkeit, die Laufwerksicherheit zu
@ entfernen, nachdem sie aktiviert ist, ist, den Pool zu [6schen
und die Laufwerke zu l6schen.



Charakteristisch

DA-fahig

Resource Provisioning-
fahig (nur EF300 und
EF600)

Schutz Vor Shelf-
Verlust

Schutz Vor
Schubladenverlust

Unterstutzte Volume-
Block-GroRen (nur
EF300 und EF600)

Nutzung

Gibt an, ob Data Assurance (da) fiir diesen Pool-Kandidaten verfiigbar ist.
DA Uberprift und korrigiert Fehler, die auftreten kdnnen, wenn Daten durch
die Controller zu den Laufwerken Ubertragen werden. Wenn Sie da
verwenden mdchten, wahlen Sie einen Pool aus, der fir das da-fahig ist.
Diese Option ist nur verfiigbar, wenn die da-Funktion aktiviert wurde. Ein
Pool kann Laufwerke enthalten, die fir da-fahig sind oder nicht fir da-fahig
sind. Alle Laufwerke miissen jedoch fir die Verwendung dieser Funktion
als da-fahig sein.

Zeigt an, ob fiir diesen Pool-Kandidaten Ressourcen-Provisioning
verflgbar ist. Resource Provisioning ist eine Funktion, die in den EF300-
und EF600-Speicher-Arrays zur Verfugung steht und die es ermdglicht,
Volumes ohne Hintergrundinitialisierung sofort in Betrieb zu nehmen.

Zeigt an, ob Regalverlustschutz verfligbar ist. Der Schutz vor Shelf-
Datenverlusten garantiert den Zugriff auf die Daten auf den Volumes in
einem Pool, wenn ein vollstandiger Verlust der Kommunikation mit einem
einzelnen Festplatten-Shelf auftritt.

Zeigt an, ob ein Schubladenschutz verflgbar ist, der nur zur Verfliigung
steht, wenn Sie ein Laufwerk-Shelf mit Schubladen verwenden. Der Schutz
vor Schubladenausfall garantiert den Zugriff auf die Daten auf den
Volumes in einem Pool, falls ein vollstandiger Verlust der Kommunikation
mit einer einzelnen Schublade in einem Festplatten-Shelf auftritt.

Zeigt die BlockgroRen an, die fur die Volumes im Pool erstellt werden
kdénnen:

* 512 n— 512 Bytes nativ.

* 512 e — 512 Bytes emuliert.

+ 4K— 4,096 Byte.

Erstellen Sie im SANtricity Speicher-Plug-in fur vCenter eine Volume-Gruppe

Sie kdnnen eine Volume-Gruppe fur ein oder mehrere Volumes erstellen, auf die der Host
zugreifen kann. Eine Volume-Gruppe ist ein Container fur Volumes mit gemeinsam
genutzten Merkmalen wie RAID-Level und Kapazitat.

Bevor Sie beginnen

Lesen Sie sich die folgenden Richtlinien durch:

 Sie bendtigen mindestens ein nicht zugewiesenes Laufwerk.

» Einschrankungen gibt es hinsichtlich der Laufwerkskapazitat, die Sie in einer einzelnen Volume-Gruppe
haben kdénnen. Diese Einschrankungen variieren je nach Hosttyp.

* Um einen Verlust von Shelfs/Schubladen zu erméglichen, missen Sie eine Volume-Gruppe erstellen, die
Laufwerke in mindestens drei Shelfs oder Schubladen verwendet, es sei denn, Sie verwenden RAID 1, wo
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mindestens zwei Shelfs/Schubladen verwendet werden.

* Wenn Sie ein EF600 oder EF300 Storage-Array konfigurieren, stellen Sie sicher, dass jeder Controller in
den ersten 12 Steckplatzen und in den letzten 12 Steckplatzen Zugriff auf eine gleiche Anzahl von
Laufwerken hat. Mit dieser Konfiguration kénnen die Controller beide PCle-Busse auf der Laufwerkseite
effektiver nutzen. Das System ermoglicht derzeit die Laufwerkauswahl unter der Funktion Erweitert, wenn
eine Volume-Gruppe erstellt wird.

Uberpriifen Sie, wie sich die RAID-Auswahl auf die resultierende Kapazitat der Volume-Gruppe auswirkt.

* Wenn Sie RAID 1 auswahlen, missen Sie jeweils zwei Laufwerke hinzufigen, um sicherzustellen, dass ein
gespiegeltes Paar ausgewahlt ist. Spiegelung und Striping (bekannt als RAID 10 oder RAID 1+0) wird
erreicht, wenn vier oder mehr Laufwerke ausgewahlt werden.

* Wenn Sie RAID 5 auswahlen, missen Sie mindestens drei Laufwerke hinzufligen, um die Volume-Gruppe
zu erstellen.

* Wenn Sie RAID 6 auswahlen, missen Sie mindestens finf Laufwerke hinzufigen, um die Volume-Gruppe
zu erstellen.

Uber diese Aufgabe

Bei der Erstellung von Volume-Gruppen bestimmen Sie die Gruppenmerkmale, z. B. die Anzahl an
Laufwerken, die Sicherheitsfunktion, die Data Assurance (da)-Funktion, den Schutz vor Shelf-Datenverlusten
und den Schutz vor Schubladenverlust.

Fir EF600 und EF300 Storage-Arrays umfassen die Einstellungen auch die Ressourcenbereitstellung, die
LaufwerksblockgroRen und die Volume-Blockgrofien.

Mit Laufwerken mit grofRerer Kapazitat und der Moglichkeit, Volumes Gber Controller hinweg zu
verteilen, bietet das Erstellen von mehr als einem Volume pro Volume-Gruppe eine gute
Moglichkeit, die Storage-Kapazitat zu nutzen und die Daten zu sichern.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array fiir die Volume-Gruppe aus.

2. Wahlen Sie MenU:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Klicken Sie auf Menu:Erstellen[Volume Group].
Das Dialogfeld Volume-Gruppe erstellen wird angezeigt.

4. Geben Sie einen Namen fur die Volume-Gruppe ein.

5. Wahlen Sie das RAID Level aus, das lhre Anforderungen an Storage und Datensicherheit am besten
erfullt. Die Kandidatentabelle fir die Volume-Gruppe wird angezeigt und zeigt nur die Kandidaten an, die
die ausgewahlte RAID-Ebene unterstitzen.

6. (Optional) Wenn Sie mehr als einen Laufwerkstyp im Speicher-Array haben, wahlen Sie den Laufwerkstyp
aus, den Sie verwenden mochten.

Die Kandidatentabelle fur die Volume-Gruppe wird angezeigt und zeigt nur die Kandidaten an, die den
ausgewahlten Laufwerkstyp und den ausgewahlten RAID-Level unterstiitzen.

7. (Optional) Sie kénnen entweder die automatische oder die manuelle Methode auswahlen, um festzulegen,

welche Laufwerke in der Volume-Gruppe verwendet werden sollen. Die automatische Methode ist die
Standardauswabhl.
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@ Verwenden Sie die manuelle Methode nur, wenn Sie ein Experte sind, der die Redundanz
und die optimale Laufwerkskonfiguration versteht.

Um Laufwerke manuell auszuwahlen, klicken Sie auf den Link Manuelle Auswahl von Laufwerken
(erweitert). Wenn Sie auf diese Schaltflache klicken, wird die Option automatisch Laufwerke auswahlen
(erweitert).

Mit der manuellen Methode kénnen Sie auswahlen, welche spezifischen Laufwerke die Volume-Gruppe
umfassen. Wahlen Sie bestimmte nicht zugewiesene Laufwerke aus, um die erforderliche Kapazitat
abzurufen. Wenn das Speicher-Array Laufwerke mit unterschiedlichen Medientypen oder unterschiedlichen
Schnittstellentypen enthalt, kdnnen Sie nur die nicht konfigurierte Kapazitat fir einen einzelnen
Laufwerkstyp auswahlen, um die neue Volume-Gruppe zu erstellen.

8. Wahlen Sie basierend auf den angezeigten Laufwerkeigenschaften die Laufwerke aus, die Sie in der
Volume-Gruppe verwenden mdéchten, und klicken Sie dann auf Erstellen.

Die angezeigten Laufwerkeigenschaften hadngen davon ab, ob Sie die automatische oder die manuelle
Methode ausgewahlt haben. Weitere Informationen finden Sie in der Dokumentation zum SANTtricity System
Manager "Erstellen einer Volume-Gruppe".

Figen Sie Kapazitat zu einem Pool oder einer Volume-Gruppe im SANTtricity
Speicher-Plug-in fur vCenter hinzu

Sie kdnnen Laufwerke hinzufigen, um die freie Kapazitat in einem vorhandenen Pool
oder einer vorhandenen Volume-Gruppe zu erweitern.

Bevor Sie beginnen
» Die Laufwerke mussen sich im optimalen Zustand befinden.

» Laufwerke muissen Uber den gleichen Festplattentyp (HDD oder SSD) verfugen.
* Der Pool oder die Volume-Gruppe muss den Status ,,optimal“ aufweisen.

* Wenn der Pool oder die Volume-Gruppe alle sicheren Laufwerke enthalt, fligen Sie nur Laufwerke hinzu,
die sicher sind, damit sie weiterhin die Verschliisselungsfunktionen der sicheren Laufwerke nutzen kénnen.

Sichere Laufwerke kdnnen entweder vollstandige Festplattenverschlisselung (Full Disk Encryption, FDE) oder
FIPS-Laufwerke (Federal Information Processing Standard) sein.

Uber diese Aufgabe

Bei dieser Aufgabe konnen Sie die freie Kapazitat hinzufligen, die in den Pool bzw. die Volume-Gruppe
integriert werden kann. Sie kdnnen diese freie Kapazitdt nutzen, um zusatzliche Volumes zu erstellen. Der
Zugriff auf die Daten in den Volumes bleibt wahrend dieses Vorgangs erhalten.

Fir Pools kdnnen Sie maximal 60 Laufwerke gleichzeitig hinzufiigen. Fir Volume-Gruppen kdnnen Sie
maximal zwei Laufwerke gleichzeitig hinzufligen. Wenn Sie mehr als die maximale Anzahl an Laufwerken
hinzufigen missen, wiederholen Sie das Verfahren. (Ein Pool darf nicht mehr Laufwerke enthalten als das
Hochstlimit eines Speicher-Arrays.)

@ Mit zusatzlichen Festplatten muss moglicherweise die Aufbewahrungskapazitat erhoht werden.
Sie sollten Ihre reservierte Kapazitat nach einem Erweiterungsvorgang erhdhen.
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https://docs.netapp.com/us-en/e-series-santricity/sm-storage/create-volume-group.html

Vermeiden Sie die Verwendung von Laufwerken, die Data Assurance (da) sind, die Kapazitat zu

@ einem Pool oder einer Volume-Gruppe hinzufligen kénnen, die nicht Gber da-fahig ist. Der Pool
oder die Volume-Gruppe konnen die Funktionen des da-fahigen Laufwerks nicht nutzen. Ziehen
Sie in Betracht, Laufwerke zu verwenden, die in dieser Situation nicht flr da geeignet sind.

Schritte

1

. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit dem Pool oder der Volume-Gruppe aus.

2. Wahlen Sie MenU:Provisioning[ Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie den Pool oder die Volume-Gruppe aus, dem Sie Laufwerke hinzufligen mdchten, und klicken

96

Sie dann auf Kapazitat hinzufiigen.

Das Dialogfeld Kapazitat hinzufiigen wird angezeigt. Es werden nur die nicht zugewiesenen Laufwerke
angezeigt, die mit dem Pool oder der Volume-Gruppe kompatibel sind.

Wahlen Sie unter Wahlen Sie Laufwerke aus, um Kapazitat hinzuzufiigen... ein oder mehrere
Laufwerke aus, die Sie dem vorhandenen Pool oder der Volume-Gruppe hinzuflgen mdchten.

Die Controller-Firmware ordnet die nicht zugewiesenen Laufwerke den besten Optionen zu, die oben
aufgefiihrt sind. Die dem Pool oder der Volume-Gruppe hinzugefligte freie Gesamtkapazitat wird unterhalb
der Liste in gewdhlte Gesamtkapazitat angezeigt.



Felddetails

Feld
Shelf

Bucht

Kapazitat (gib)

Sicher

Beschreibung

Zeigt den Shelf-Standort des Laufwerks an.

Zeigt die Einschubposition des Laufwerks an

Zeigt die Laufwerkskapazitat an.

Wahlen Sie nach Mdglichkeit Laufwerke aus, die eine Kapazitat haben,
die den Kapazitaten der aktuellen Laufwerke im Pool oder der Volume-
Gruppe entspricht.

Wenn nicht zugewiesene Laufwerke mit kleinerer Kapazitat
hinzugeflgt werden missen, mussen Sie beachten, dass die nutzbare
Kapazitat jedes Laufwerks, das sich derzeit im Pool bzw. der Volume-
Gruppe befindet, reduziert wird. Daher ist die Laufwerkskapazitat fiir
den Pool oder die Volume-Gruppe gleich.

Wenn nicht zugewiesene Laufwerke mit héherer Kapazitat hinzugefiigt
werden mussen, ist zu beachten, dass die nutzbare Kapazitat der nicht
zugewiesenen Laufwerke, die hinzugefligt werden, reduziert wird,
damit sie den aktuellen Kapazitaten der Laufwerke im Pool bzw. der
Volume-Gruppe entsprechen.

Zeigt an, ob das Laufwerk sicher ist.

Sie kdnnen Ihre Pool- oder Volume-Gruppe mit der
Laufwerkssicherheitsfunktion schiitzen, aber alle Laufwerke missen
sicher sein, um diese Funktion verwenden zu konnen.

Es ist zwar moglich, einen Pool oder eine Volume-Gruppe mit einer
Kombination aus sicheren und nicht sicheren Laufwerken zu erstellen,
die Sicherheitsfunktion des Laufwerks kann jedoch nicht aktiviert
werden.

Ein Pool oder eine Volume-Gruppe mit allen sicheren Laufwerken kann
kein nicht sicheres Laufwerk flir Sparing oder Expansion akzeptieren,
auch wenn die Verschlisselungsfunktion nicht verwendet wird.

Sichere Laufwerke kdnnen entweder vollstandige
Festplattenverschlisselung (Full Disk Encryption, FDE) oder FIPS-
Laufwerke (Federal Information Processing Standard) sein. Ein FIPS-
Laufwerk kann die Level 140-2 oder 140-3 sein, wobei Level 140-3 als
hoéheres Sicherheitsniveau gilt. Wenn Sie eine Mischung aus 140-2-
und 140-3-Laufwerken auswahlen, arbeitet die Pool- oder Volume-
Gruppe dann auf niedrigerer Sicherheitsstufe (140-2).
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Feld Beschreibung
DA-fahig Gibt an, ob das Laufwerk Data Assurance (da)-fahig ist.

» Es wird nicht empfohlen, Laufwerke zu verwenden, die nicht Data
Assurance (da) sind, die Kapazitat zu einem da-fahigen Pool oder
einer Volume-Gruppe hinzufiigen kénnen. Der Pool oder die Volume-
Gruppe verfiigt nicht mehr Uber da-Funktionen, und Sie haben nicht
mehr die Option, da fiir neu erstellte Volumes innerhalb des Pools oder
der Volume-Gruppe zu aktivieren.

* Die Verwendung von Laufwerken, die Data Assurance (da) sind, die
Kapazitat zu einem Pool oder einer Volume-Gruppe hinzufiigen
koénnen, die nicht fiir da geeignet ist, wird nicht empfohlen, da dieser
Pool oder die Volume-Gruppe die Funktionen des da-fahigen
Laufwerks nicht nutzen kann (die Laufwerkattribute stimmen nicht
Uberein). Ziehen Sie in Betracht, Laufwerke zu verwenden, die in
dieser Situation nicht da-fahig sind.

DULBE-fahig Gibt an, ob das Laufwerk Uber die Option flr dezugewiesene oder nicht
geschriebene logische Blockfehler (DULBE) verfugt. DULBE ist eine
Option auf NVMe-Laufwerken, mit der das EF300- oder EF600-Storage-
Array ressourcenbereitgestellte Volumes unterstitzt.

5. Klicken Sie Auf Hinzufiigen.

Wenn Sie Laufwerke zu einem Pool oder einer Volume-Gruppe hinzufligen, wird ein Bestatigungsdialogfeld
angezeigt, wenn Sie ein Laufwerk ausgewahlt haben, das dazu flihrt, dass der Pool oder die Volume-
Gruppe nicht mehr Gber eines oder mehrere der folgenden Attribute verfugt:

o Schutz vor Regalverlust

o Schutz vor Schubladenverlust

o Vollstandige Festplattenverschlisselung

o Data Assurance

o DULBE-Fahigkeit

6. Klicken Sie zum Fortfahren auf Ja, oder klicken Sie auf Abbrechen.

Ergebnis

Nachdem Sie die nicht zugewiesenen Laufwerke einem Pool oder einer Volume-Gruppe hinzugefligt haben,
werden die Daten in jedem Volume des Pools oder der Volume-Gruppe neu verteilt, um auch die zusatzlichen
Laufwerke einzubeziehen.

Erstellen Sie ein SSD-Cache im SANtricity-Speicher-Plug-in fiir vCenter

Zur dynamischen Beschleunigung der System-Performance konnen Sie die SSD Cache
Funktion verwenden, um die am haufigsten abgerufenen Daten (,hei3e” Daten) auf Solid
State Drives (SSDs) mit niedrigerer Latenz zu zwischenspeichern. SSD Cache wird
ausschliel3lich fur Host-Lesevorgange verwendet.
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Bevor Sie beginnen
Ihr Speicher-Array muss einige SSD-Laufwerke enthalten.

@ SSD-Cache ist auf dem EF600 oder EF300 Storage-System nicht verfiigbar.

Uber diese Aufgabe

Wenn Sie SSD Cache erstellen, konnen Sie ein oder mehrere Laufwerke verwenden. Da sich der Lese-Cache
im Storage Array befindet, wird das Caching von allen Applikationen genutzt, die das Storage Array
verwenden. Sie wahlen die Volumes aus, die zwischengespeichert werden sollen. Das Caching erfolgt dann
automatisch und dynamisch.

Beachten Sie bei der Erstellung von SSD Cache die folgenden Richtlinien.

« Sie kdnnen die Sicherheit im SSD-Cache nur aktivieren, wenn Sie sie erstellen, und nicht spater.
* Pro Storage Array wird nur ein SSD-Cache unterstitzt.

* Die maximale nutzbare SSD-Cache-Kapazitat auf einem Speicher-Array hangt von der primaren Cache-
Kapazitat des Controllers ab.

» SSD Cache wird von Snapshot Images nicht unterstitzt.

* Wenn Sie Volumes importieren oder exportieren, die SSD Cache aktiviert oder deaktiviert sind, werden die
zwischengespeicherten Daten nicht importiert oder exportiert.

« Jedes Volume, das der Nutzung des SSD-Caches eines Controllers zugewiesen ist, kann keine
automatische Lastverteilung durchfiihren.

» Wenn die zugehdrigen Volumes fir die Sicherheit aktiviert sind, erstellen Sie einen sicheren SSD-Cache.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array fiir den Cache aus.

2. Wahlen Sie Men(:Provisioning[Pools und Volume-Gruppen konfigurieren].
3. Klicken Sie auf Men(:Create[SSD Cache].

Das Dialogfeld SSD-Cache erstellen wird angezeigt.

4. Geben Sie einen Namen fiir den SSD-Cache ein.

5. Wahlen Sie den Kandidaten fir den SSD-Cache aus, den Sie basierend auf folgenden Merkmalen
verwenden mochten.
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Felddetails

Charakteristisch Nutzung

Kapazitat Zeigt die verfugbare Kapazitat in gib an. Wahlen Sie die Kapazitat fir die
Speicheranforderungen lhrer Anwendung aus. Die maximale Kapazitat fur
SSD Cache hangt von der primaren Cache-Kapazitat des Controllers ab.
Wenn Sie SSD-Cache mehr als die maximale Menge zuweisen, ist diese
zusatzliche Kapazitat nicht nutzbar. Die SSD-Cache-Kapazitat wird fir die
Ihrer gesamten zugewiesenen Kapazitat gezahilt.

Laufwerke insgesamt Zeigt die Anzahl der fir diesen SSD-Cache verfligbaren Laufwerke an.
Wabhlen Sie den SSD-Kandidaten mit der Anzahl der gewiinschten
Laufwerke aus

Sicher Gibt an, ob SSD Cache Kandidaten vollstandig aus sicheren Laufwerken
bestehen, bei denen es sich entweder um vollstandige
Festplattenverschlisselung (Full Disk Encryption, FDE)-Laufwerke oder um
FIPS-Laufwerke (Federal Information Processing Standard) handeln kann.
Wenn Sie einen sicheren aktivierten SSD-Cache erstellen mdchten,
suchen Sie in der Spalte mit sicherem Zugriff ,Ja — FDE" oder ,Ja — FIPS*.

Sicherheit aktivieren? Bietet die Moglichkeit, die Sicherheitsfunktion des Laufwerks mit sicheren
Laufwerken zu aktivieren. Wenn Sie einen sicheren SSD-Cache erstellen
mochten, aktivieren Sie das Kontrollkastchen Sicherheit aktivieren.
HINWEIS: Sobald die Option aktiviert ist, kann die Sicherheit nicht
deaktiviert werden. Sie kdnnen die Sicherheit im SSD-Cache nur
aktivieren, wenn Sie sie erstellen, und nicht spater.

DA-fahig Gibt an, ob Data Assurance (da) fir diesen SSD-Cache-Kandidaten
verflgbar ist. Data Assurance (da) Uberprift und korrigiert Fehler, die
auftreten konnen, wenn Daten durch die Controller zu den Laufwerken
Ubertragen werden. Wenn Sie da verwenden mdchten, wahlen Sie einen
SSD-Cache-Kandidaten aus, der fiir da geeignet ist. Diese Option ist nur
verfligbar, wenn die da-Funktion aktiviert wurde. SSD Cache kann sowohl
da-fahige als auch nicht-da-fahige Laufwerke enthalten, aber alle
Laufwerke missen fir Sie da-fahig sein, da zu verwenden.

6. Verbinden Sie den SSD-Cache mit den Volumes, fiir die Sie SSD-Lese-Caching implementieren méchten.
Um SSD-Cache auf kompatiblen Volumes sofort zu aktivieren, aktivieren Sie das Kontrollkastchen SSD-
Cache aktivieren auf vorhandenen kompatiblen Volumes, die Hosts zugeordnet sind.

Volumes sind kompatibel, wenn sie die gleichen Laufwerksicherheit- und da-Funktionen nutzen.

7. Klicken Sie Auf Erstellen.

Andern Sie die Konfigurationseinstellungen fiir einen Pool im SANtricity-
Speichermodul fiir vCenter

Sie konnen die Einstellungen fur einen Pool bearbeiten, einschliel3lich Name,
Kapazitatswarnungen, Anderungsprioritaten und Erhaltungskapazitét.

Uber diese Aufgabe
In dieser Aufgabe wird beschrieben, wie die Konfigurationseinstellungen fur einen Pool geandert werden.
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@ Sie kdnnen den RAID-Level eines Pools nicht mit der Plugin-Schnittstelle andern. Das Plugin
konfiguriert Pools automatisch als RAID 6.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit dem Pool aus.

2. Wahlen Sie Menu:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie den Pool aus, den Sie bearbeiten méchten, und klicken Sie dann auf Einstellungen
anzeigen/bearbeiten.

Das Dialogfeld Pool-Einstellungen wird angezeigt.

4. Wahlen Sie die Registerkarte Einstellungen aus, und bearbeiten Sie anschlieRend die Pooleinstellungen
entsprechend.
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Felddetails

Einstellung

Name

Kapazitatswarnungen

Beschreibung

Sie kénnen den vom Benutzer bereitgestellten Namen des Pools &ndern.
Die Angabe eines Namens flr einen Pool ist erforderlich.

Sie kdnnen Benachrichtigungen senden, wenn die freie Kapazitat in einem
Pool einen bestimmten Schwellenwert erreicht oder Uberschreitet. Wenn
die im Pool gespeicherten Daten den angegebenen Schwellenwert
Uberschreiten, sendet das Plugin eine Nachricht, sodass Sie mehr
Speicherplatz hinzuftigen oder unnétige Objekte I6schen kénnen.
Warnmeldungen werden im Bereich Benachrichtigungen auf dem
Dashboard angezeigt und kénnen per E-Mail und SNMP-Trap-Nachrichten
vom Server an Administratoren gesendet werden. Sie kénnen die
folgenden Kapazitatswarnungen definieren:

* Critical Alert — Diese kritische Warnmeldung informiert Sie, wenn die
freie Kapazitat im Pool den angegebenen Schwellenwert erreicht oder
Uberschreitet. Verwenden Sie die Spinner-Regler, um den
Schwellenwert in Prozent einzustellen. Aktivieren Sie das
Kontrollkdstchen, um diese Benachrichtigung zu deaktivieren.

* Friihwarnung — Diese Friihwarnung informiert Sie, wenn die freie
Kapazitat in einem Pool einen bestimmten Schwellenwert erreicht.
Verwenden Sie die Spinner-Regler, um den Schwellenwert in Prozent
einzustellen. Aktivieren Sie das Kontrollkdstchen, um diese
Benachrichtigung zu deaktivieren.



Einstellung

Anderungsprioritaten

Beschreibung

Sie kénnen die Prioritatsstufen fir Anderungsvorgange in einem Pool
relativ zur Systemleistung festlegen. Eine héhere Prioritat fir
Anderungsvorgénge in einem Pool fiihrt dazu, dass ein Vorgang schneller
abgeschlossen wird, die Host-l/O-Performance jedoch beeintrachtigt wird.
Bei geringerer Prioritat dauern Vorgange langer, bis die 1/0-Performance
des Hosts weniger beeintrachtigt ist. Sie kdnnen aus funf Prioritatsstufen
wahlen: Niedrigste, niedrige, mittlere, hochste und héchste. Je hoher die
Prioritat, desto groRer ist die Auswirkung auf die Host-I/O und System-
Performance.

 Kritische Rekonstruktionsprioritat — dieser Schieberegler bestimmt
die Prioritat eines Datenrekonstruktionsvorgangs, wenn mehrere
Laufwerksausfalle zu einem Zustand fihren, in dem einige Daten keine
Redundanz aufweisen und ein zusatzlicher Laufwerksausfall zu
Datenverlust fihren kann.

» Degradierte Rekonstruktionsprioritiat — dieser Schieberegler
bestimmt die Prioritdt des Datenrekonstruktionsvorgangs bei einem
Laufwerksausfall, aber die Daten haben noch Redundanz und ein
zusatzlicher Laufwerksausfall flihrt nicht zu Datenverlust.

» Background Operation Priority — dieser Schieberegler bestimmt die
Prioritat der Pool-Hintergrundoperationen, die auftreten, wahrend sich
der Pool in einem optimalen Zustand befindet. Zu diesen Vorgangen
gehdren dynamische Volume-Erweiterung (DVE), Instant Availability
Format (IAF) und die Migration von Daten auf ein ersetztes oder
hinzugefligtes Laufwerk.
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Einstellung Beschreibung

Dauerhafte Kapazitat Preservation Capacity — Sie kdnnen die Anzahl der Laufwerke
(,Optimierungskapazitat definieren, um die Kapazitat zu bestimmen, die im Pool reserviert ist, um
“fur die EF600 oder potenzielle Laufwerksausfalle zu unterstitzen. Bei einem Laufwerksausfall
EF300) werden die rekonstruierten Daten anhand der Festplattenkapazitat
gespeichert. Pools verwenden wahrend der Datenrekonstruktion freie
Kapazitaten anstelle von Hot-Spare-Laufwerken, die in Volume-Gruppen
verwendet werden. Passen Sie mit den Spinner-Steuerungen die Anzahl
der Antriebe an. Je nach Anzahl der Laufwerke wird die
Konservierungskapazitat im Pool neben der Spinner Box angezeigt.
Berucksichtigen Sie die folgenden Hinweise zur Konservierungskapazitat.

» Da die Konservierungskapazitat von der gesamten freien Kapazitat
eines Pools abgezogen wird, wirkt sich die Menge der reservierten
Kapazitat darauf aus, wie viel freie Kapazitat zur Erstellung von
Volumes zur Verfliigung steht. Wenn Sie fir die Erhaltungskapazitat 0
angeben, wird die gesamte freie Kapazitat im Pool zur Volume-
Erstellung genutzt.

« Wenn Sie die Konservierungskapazitat verringern, erhéhen Sie die
Kapazitat, die fir Pool Volumes genutzt werden kann.

Zusatzliche Optimierungskapazitat (nur EF600 und EF300

Arrays) — Wenn ein Pool erstellt wird, wird eine empfohlene
Optimierungskapazitat generiert, die ein ausgewogenes Verhaltnis
zwischen verfugbarer Kapazitat und Performance sowie
Laufwerksabnutzung bietet. Sie kdnnen diese Balance anpassen, indem
Sie den Schieberegler nach rechts bewegen, um eine bessere
Performance zu erzielen und den Verschleil3 zu erhéhen. Wenn Sie die
verflgbare Kapazitat in die linke Seite verschieben, kdnnen Sie die
verfugbare Kapazitat auf Kosten einer besseren Performance und eines
héheren VerschleilRes der Laufwerke erh6hen. SSD-Laufwerke haben eine
langere Lebensdauer und eine bessere maximale Schreib-Performance,
wenn ein Teil ihrer Kapazitat nicht zugewiesen ist. Bei Laufwerken, die
einem Pool zugeordnet sind, besteht nicht zugewiesene Kapazitat aus der
Erhaltungskapazitat eines Pools, der freien Kapazitat (nicht von Volumes
genutzte Kapazitat) und einem Teil der nutzbaren Kapazitat, der als
zusatzliche Optimierungskapazitat zur Verfligung steht. Die zusatzliche
Optimierungskapazitat stellt ein Mindestmall an Optimierungskapazitat zur
Verfliigung, indem die nutzbare Kapazitat reduziert wird. Somit ist fur die
Volume-Erstellung nicht verfigbar.

5. Klicken Sie Auf Speichern.

Andern Sie die Konfigurationseinstellungen fiir eine Volume-Gruppe im SANtricity
Storage Plug-in fur vCenter

Sie konnen die Einstellungen fur eine Volume-Gruppe einschliel3lich Name und RAID-
Level bearbeiten.

Bevor Sie beginnen
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Wenn Sie die RAID-Ebene andern, um die Performance-Anforderungen der Applikationen, die auf die Volume-
Gruppe zugreifen, zu erfiillen, missen Sie die folgenden Voraussetzungen erfiillen:

* Die Volume-Gruppe muss den optimalen Status haben.

» Sie missen Uber gentigend Kapazitat in der Volume-Gruppe verfligen, um auf das neue RAID-Level zu

konvertieren.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit der Volume-Gruppe aus.

2. Wahlen Sie MenU:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie die Volume-Gruppe aus, die Sie bearbeiten mdchten, und klicken Sie dann auf Einstellungen
anzeigen/bearbeiten.

Das Dialogfeld Volume Group Settings wird angezeigt.

4. Wahlen Sie die Registerkarte Einstellungen aus, und bearbeiten Sie anschlie3end die Einstellungen fir
die Volume-Gruppe.
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Felddetails

Einstellung

Name

RAID-Level

Beschreibung

Sie kdnnen den vom Benutzer bereitgestellten Namen der Volume-Gruppe
andern. Die Angabe eines Namens flir eine Volume-Gruppe ist
erforderlich.

Wabhlen Sie den neuen RAID-Level aus dem Dropdown-Menu aus.

RAID 0 Striping — bietet eine hohe Leistung, aber keine
Datenredundanz. Wenn ein einzelnes Laufwerk in der Volume-Gruppe
ausfallt, fallen alle zugehoérigen Volumes aus und alle Daten gehen
verloren. Eine Striping-RAID-Gruppe fasst zwei oder mehr Laufwerke
zu einem grof3en logischen Laufwerk zusammen.

RAID 1 Mirroring — bietet eine hohe Leistung und beste
Datenverfligbarkeit und eignet sich zur Speicherung sensibler Daten
auf Unternehmens- oder Personlichkeitsebene. Schitzt Ihre Daten,
indem der Inhalt eines Laufwerks automatisch auf das zweite Laufwerk
im gespiegelten Paar gespiegelt wird. Er bietet Schutz bei Ausfall eines
einzigen Laufwerks.

RAID 10 Striping/Spiegelung — bietet eine Kombination aus RAID 0
(Striping) und RAID 1 (Spiegelung) und wird erreicht, wenn vier oder
mehr Laufwerke ausgewahlt werden. RAID 10 ist fir
Transaktionsapplikationen mit hohem Volumen, z. B. fir eine
Datenbank mit hohen Performance- und Fehlertoleranz, geeignet.

RAID 5 — optimal fir Umgebungen mit mehreren Benutzern (wie
Datenbank- oder Dateisystemspeicher), in denen die typische 1/0-
Grolde klein ist und ein hoher Anteil an Leseaktivitaten besteht.

RAID 6 - optimal fur Umgebungen, die einen Redundanzschutz tber
RAID 5 hinaus benétigen, jedoch keine hohe Schreib-Performance
erfordern. RAID 3 kann nur Volume-Gruppen Uber die
Befehlszeilenschnittstelle (CLI) zugewiesen werden. Wenn Sie den
RAID-Level andern, kénnen Sie diesen Vorgang nach seinem Start
nicht mehr abbrechen. Wahrend der Anderung bleiben |hre Daten
verflgbar.



Einstellung

Optimierungskapazitat
(nur EF600 Arrays)

5. Klicken Sie Auf Speichern.

Beschreibung

Wenn eine Volume-Gruppe erstellt wird, wird eine empfohlene
Optimierungskapazitat generiert, die ein Gleichgewicht zwischen der
verfigbaren Kapazitat und Performance sowie dem Verschleil von
Laufwerken bietet. Sie kdnnen diese Balance anpassen, indem Sie den
Schieberegler nach rechts bewegen, um eine bessere Performance zu
erzielen und den Verschleil zu erhéhen. Wenn Sie die verfiigbare
Kapazitat in die linke Seite verschieben, kdnnen Sie die verfligbare
Kapazitat auf Kosten einer besseren Performance und eines héheren
Verschleil3es der Laufwerke erhdhen. SSD-Laufwerke haben eine langere
Lebensdauer und eine bessere maximale Schreib-Performance, wenn ein
Teil ihrer Kapazitat nicht zugewiesen ist. Bei Laufwerken, die einer Volume-
Gruppe zugeordnet sind, besteht die nicht zugewiesene Kapazitat aus der
freien Kapazitat einer Gruppe (nicht von Volumes genutzte Kapazitat) und
einem Teil der nutzbaren Kapazitat, der als zusatzliche
Optimierungskapazitat zur Verfligung steht. Die zusatzliche
Optimierungskapazitat stellt ein Mindestmal} an Optimierungskapazitat zur
Verfligung, indem die nutzbare Kapazitat reduziert wird. Somit ist fir die
Volume-Erstellung nicht verflgbar.

Wenn die Kapazitat reduziert wird, die Volume-Redundanz verloren geht oder der Schutz vor Shelf-
/Schubladenverlust infolge einer Anderung auf RAID-Ebene verloren geht, wird ein Bestatigungsdialogfeld mit
dem Kunden angezeigt. Wahlen Sie Ja, um fortzufahren. Klicken Sie andernfalls auf Nein.

Ergebnis

Wenn Sie den RAID-Level fur eine Volume-Gruppe andern, andert das Plugin die RAID-Level jedes Volumes,
das die Volume-Gruppe enthalt. Die Leistung kann wahrend des Betriebs leicht beeintrachtigt werden.

Andern Sie die SSD-Cache-Einstellungen im SANtricity Storage Plug-in fiir vCenter

Sie konnen den Namen des SSD-Caches bearbeiten und seinen Status, die maximale
und aktuelle Kapazitat, den Status der Laufwerksicherheit und Data Assurance sowie die
zugehorigen Volumes und Laufwerke anzeigen.

@ Diese Funktion steht nicht auf dem EF600 oder EF300-Storage-System zur Verfligung.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit SSD-Cache aus.

2. Wahlen Sie Menu:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie den SSD-Cache aus, den Sie bearbeiten mdchten, und klicken Sie dann auf Einstellungen

anzeigen/bearbeiten.

Das Dialogfeld SSD-Cache-Einstellungen wird angezeigt.

4. Uberpriifen oder bearbeiten Sie die SSD-Cache-Einstellungen nach Bedarf.
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Felddetails

Einstellung Beschreibung

Name Zeigt den Namen des SSD-Caches an, den Sie andern kénnen. Ein Name
fur den SSD-Cache ist erforderlich.

Merkmale Zeigt den Status des SSD-Caches an. Mdgliche Status sind:

* Optimal
* Unbekannt

* Beeintrachtigt

Fehlgeschlagen (ein fehlgeschlagener Zustand fiihrt zu einem
kritischen MEL-Ereignis.)

Ausgesetzt

Kapazitat Zeigt die aktuelle Kapazitat und die maximale Kapazitat, die fiir den SSD-
Cache zulassig ist. Die maximale fir den SSD-Cache zulassige Kapazitat
hangt von der GroRRe des primaren Caches des Controllers ab:

* Bis zu 1 gib

* 1 gib bis 2 gib
* 2 gib bis 4 gib
* Mehr als 4 gib

Sicherheit und da Zeigt den Status der Laufwerksicherheit und Data Assurance flr den SSD-
Cache an.

» Secure-fahig --gibt an, ob der SSD Cache vollstandig aus sicheren
Laufwerken besteht. Bei einem sicheren Laufwerk handelt es sich um
ein Self-Encrypting Drive, das seine Daten vor unberechtigtem Zugriff
schitzt.

» Secure-Enabled — gibt an, ob die Sicherheit auf dem SSD Cache
aktiviert ist.

» Da-fahig — zeigt an, ob der SSD-Cache vollstandig aus da-fahigen
Laufwerken besteht. Ein da-fahiges Laufwerk kann auf Fehler
Uberprifen und beheben, die auftreten kbnnen, wenn Daten zwischen
dem Host und dem Speicher-Array kommuniziert werden.

Zugeordnete Objekte Zeigt die Volumes und Laufwerke, die dem SSD-Cache zugeordnet sind.

5. Klicken Sie Auf Speichern.

Zeigen Sie die SSD-Cache-Statistiken im SANtricity Speicher-Plug-in fiir vCenter an

Sie kdnnen Statistiken fir den SSD-Cache anzeigen, z. B. Lese-, Schreib-, Cache-Treffer,
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Cache-Zuweisung in Prozent, Und Cache-Auslastung in Prozent.

@ Diese Funktion steht nicht auf dem EF600 oder EF300-Storage-System zur Verfligung.

Uber diese Aufgabe

Die nominalen Statistiken, bei denen es sich um eine Untergruppe der detaillierten Statistiken handelt, werden

im Dialogfeld ,View SSD Cache Statistics“ angezeigt. Sie kdnnen detaillierte Statistiken fliir den SSD-Cache

nur anzeigen, wenn Sie alle SSD-Statistiken in eine .csv-Datei exportieren.

Wahrend Sie die Statistiken Uberprifen und interpretieren, beachten Sie, dass einige Interpretationen durch

die Prifung einer Kombination von Statistiken abgeleitet werden.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit SSD-Cache aus.

2. Wahlen Sie Men(:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie den SSD-Cache aus, fur den Sie Statistiken anzeigen mdchten, und klicken Sie dann auf
Meni:Mehr Statistik[View SSD Cache].

Das Dialogfeld SSD-Cache-Statistiken anzeigen wird angezeigt und zeigt die nominalen Statistiken fiir den
ausgewahlten SSD-Cache an.

Felddetails

Einstellung

Lesezugriffe

Schreibvorgédnge

Cache-Treffer
Cache-Treffer %

Cache-Zuweisung %

Cache-Auslastung in

%

Alle Exportieren

Beschreibung

Zeigt die Gesamtzahl der Host-Lesevorgange aus den SSD Volumes mit
Cache-Aktivierung an. Je mehr das Verhaltnis von Lese- zu
Schreibzugriffen ist, desto besser ist der Betrieb des Cache.

Die Gesamtzahl der Host-Schreibvorgange auf den SSD-Cache-fahigen
Volumes, Je mehr das Verhaltnis von Lese- zu Schreibzugriffen ist, desto
besser ist der Betrieb des Cache.

Zeigt die Anzahl der Cache-Treffer an.

Zeigt den Prozentsatz von Cache-Treffern an. Diese Zahl leitet sich aus
Cache-Hits / (Lese- + Schreibvorgange) ab. Der Cache-Trefferprozentsatz
sollte im Hinblick auf einen effektiven SSD-Cache-Vorgang groRer als 50
Prozent sein.

Zeigt den Prozentsatz des zugewiesenen SSD-Cache-Speichers an,
ausgedriickt als Prozentsatz des SSD-Cache-Speichers, der flr diesen
Controller verfugbar ist und aus zugewiesenen Bytes/verfligbaren Bytes
abgeleitet wird.

Zeigt den Prozentsatz von SSD-Cache-Storage, der Daten von aktivierten
Volumes enthalt, die in Prozent des zugewiesenen SSD-Cache-Storage
angegeben sind. Diese Menge stellt die Auslastung oder Dichte des SSD-
Cache dar. Abgeleitet von zugewiesenen Bytes/verfigbaren Bytes.

Exportiert alle SSD-Cache-Statistiken in ein CSV-Format. Die exportierte
Datei enthalt alle verfigbaren Statistiken fur den SSD-Cache (nominal und
detailliert).

109



4. Klicken Sie auf Abbrechen, um das Dialogfeld zu schliel3en.

Prufen Sie die Volume-Redundanz im SANtricity Storage Plug-in fur vCenter

Mithilfe des technischen Supports oder der Anleitung durch den Recovery Guru konnen
Sie die Redundanz auf einem Volume in einem Pool oder einer Volume-Gruppe
Uberpriufen, um zu ermitteln, ob die Daten auf diesem Volume konsistent sind.

Redundanzdaten dienen der schnellen Rekonstruktion von Informationen Uber das Ersatzlaufwerk, wenn eines
der Laufwerke im Pool oder der Volume-Gruppe ausfallt.

Bevor Sie beginnen
* Der Status des Pools oder der Volume-Gruppe muss optimal sein.

+ Der Pool oder die Volume-Gruppe darf keine Anderungsvorgange fiir das Volume ausfihren.

 Sie kdnnen Redundanz auf jeder RAID-Ebene aufRer RAID 0 prifen, da RAID 0 keine Datenredundanz
hat. (Pools sind nur als RAID 6 konfiguriert.)

@ Prifen Sie die Volume-Redundanz nur dann, wenn Sie vom Recovery Guru zur Verfugung
stehen und unter Anleitung des technischen Supports dies tun.

Uber diese Aufgabe

Sie kénnen diese Prifung nur fir einen Pool oder eine Volume-Gruppe gleichzeitig durchfiihren. Bei einer
Volume-Redundanzprifung werden folgende Aktionen durchgefiihrt:

» Scannt die Datenbldcke in einem RAID 3-Volume, einem RAID 5-Volume oder einem RAID 6-Volume und
Uberprift die Redundanzinformationen fiir jeden Block. (RAID 3 kann Volume-Gruppen nur Gber die
Befehlszeilenschnittstelle zugewiesen werden.)

* Vergleicht die Datenbldcke auf gespiegelten RAID 1-Laufwerken.

» Gibt Redundanzfehler zurlick, wenn die Controller-Firmware feststellt, dass die Daten inkonsistent sind.

Eine sofortige Durchfiihrung einer Redundanzprifung auf demselben Pool oder derselben

@ Volume-Gruppe kann zu einem Fehler fihren. Um dieses Problem zu vermeiden, warten Sie ein
bis zwei Minuten, bevor Sie eine weitere Redundanzprifung auf demselben Pool oder
derselben Volume-Gruppe durchfiihren.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit dem Pool oder der Volume-Gruppe aus.

2. Wahlen Sie MenU:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Menu wahlen:Sonstige Aufgaben[Volumenredundanz prifen].
Das Dialogfeld Redundanz prifen wird angezeigt.

4. Wahlen Sie die Volumes aus, die Sie prifen mdchten, und geben Sie anschlieRend Check ein, um zu
bestatigen, dass Sie diesen Vorgang ausfihren mochten.

5. Klicken Sie Auf Priifen.
Der Vorgang ,Volume-Redundanz prifen® wird gestartet. Die Volumes im Pool oder in der Volume-Gruppe

werden sequenziell gescannt. Sie beginnen dabei von oben in der Tabelle im Dialogfeld. Diese Aktionen
werden beim Scannen der einzelnen Volumes ausgefihrt:
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o Das Volume wird in der Volume-Tabelle ausgewahit.

o Der Status der Redundanzprifung wird in der Spalte Status angezeigt.

o Die Prifung wird bei einem Datentrager- oder Paritatsfehler angehalten und meldet dann den Fehler.
Die folgende Tabelle bietet weitere Informationen zum Status der Redundanzprifung:

Felddetails

Status

Ausstehend

Priifen

Bestanden

Fehlgeschlagen

Medienfehler

Paritatsfehler

Beschreibung

Dies ist das erste zu scannende Volume, und Sie haben nicht auf Start
geklickt, um die Redundanzprifung zu starten. -Oder- die
Redundanzprifung wird auf anderen Volumes im Pool oder der Volume-
Gruppe durchgeflihrt.

Das Volumen wird durch die Redundanzprifung geprtift.

Das Volume bestand die Redundanzprifung. In den
Redundanzinformationen wurden keine Inkonsistenzen gefunden.

Das Volume hat die Redundanzprifung nicht bestanden. In den
Redundanzinformationen wurden Inkonsistenzen gefunden.

Das Laufwerkmedium ist defekt und unlesbar. Befolgen Sie die
Anweisungen im Recovery Guru.

Die Paritat ist nicht, was sie fur einen bestimmten Teil der Daten sein sollte.

Ein Paritatsfehler ist potenziell schwerwiegend und kann zu permanentem
Datenverlust fihren.

6. Klicken Sie auf Fertig, nachdem das letzte Volume im Pool oder der Volume-Gruppe Uberprift wurde.

Loschen Sie einen Pool oder eine Volume-Gruppe im SANtricity Speicher-Plug-in

fiir vCenter

Sie kdnnen einen Pool oder eine Volume-Gruppe I6schen, um mehr nicht zugewiesene
Kapazitat zu erstellen. Diese kdnnen Sie neu konfigurieren, um die Storage-
Anforderungen lhrer Applikation zu erftllen.

Bevor Sie beginnen

« Sie missen die Daten auf allen Volumes im Pool oder in der Volume-Gruppe gesichert haben.

» Sie missen alle ein-/Ausgange (E/A) angehalten haben.

» Sie missen die Bereitstellung von Dateisystemen auf den Volumes aufheben.

» Sie missen alle Spiegelbeziehungen im Pool oder in der Volume-Gruppe geldscht haben.

« Sie missen alle laufenden Volume-Kopiervorgang fir den Pool oder die Volume-Gruppe angehalten

haben.

 Der Pool oder die Volume-Gruppe darf nicht an einem asynchronen Spiegelungsvorgang teilnehmen.

 Die Laufwerke in der Volume-Gruppe durfen nicht Gber eine dauerhafte Reservierung verfligen.

Schritte

1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit dem Pool oder der Volume-Gruppe aus.
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2. Wahlen Sie Men(:Provisioning[Pools und Volume-Gruppen konfigurieren].
3. Wahlen Sie einen Pool oder eine Volume-Gruppe aus der Liste aus.

Sie kdnnen jeweils nur einen Pool oder eine Volume-Gruppe auswahlen. Scrollen Sie in der Liste nach
unten, um weitere Pools oder Volume-Gruppen zu sehen.

4. Wahlen Sie Menu:Sonstige Aufgaben[Ldschen] und bestéatigen Sie.

Ergebnisse
Das System fiihrt die folgenden Aktionen durch:

» Loscht alle Daten im Pool oder der Volume-Gruppe.
 Loscht alle Laufwerke, die dem Pool oder der Volume-Gruppe zugeordnet sind.

* Hebt die Zuweisung der zugehdrigen Laufwerke auf und ermdglicht die Wiederverwendung in neuen oder
vorhandenen Pools oder Volume-Gruppen.

Konsolidierung der freien Kapazitat fur eine Volume-Gruppe im SANTtricity
Speicher-Plug-in fur vCenter

Verwenden Sie die Option freie Kapazitat konsolidieren, um vorhandene freie
Erweiterungen auf einer ausgewahlten Volume-Gruppe zu konsolidieren. Durch diese
Aktion kdnnen Sie aus der maximalen freien Kapazitat in einer Volume-Gruppe
zusatzliche Volumes erstellen.

Bevor Sie beginnen
» Die Volume-Gruppe muss mindestens einen freien Kapazitatsbereich enthalten.
* Alle Volumes in der Volume-Gruppe mussen den Status ,Online” und ,optimal“ aufweisen.
+ Volume-Anderungsvorgange diirfen nicht ausgefiihrt werden, z. B. das Andern der SegmentgroRe eines
Volumes.

Uber diese Aufgabe

Sie kdnnen den Vorgang nach dem Start nicht mehr abbrechen. Der Zugriff auf Ihre Daten bleibt wahrend des
Konsolidierungsvorgangs erhalten.

Sie kénnen das Dialogfeld Freie Kapazitat konsolidieren mit einer der folgenden Methoden starten:

* Wenn fir eine Volume-Gruppe mindestens ein freier Kapazitatsbereich erkannt wird, erscheint die
Empfehlung zur Konsolidierung freier Kapazitat auf der Startseite im Benachrichtigungsbereich. Klicken Sie
auf den Link freie Kapazitat konsolidieren, um das Dialogfeld zu starten.

+ Sie kénnen das Dialogfeld ,freie Kapazitat konsolidieren* auch auf der Seite Pools & Volume Groups
starten, wie in der folgenden Aufgabe beschrieben.
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Mehr uber freie Kapazitiatsbereiche

Ein freier Kapazitatsbereich stellt die freie Kapazitat dar, die zum Ldschen eines Volumes oder zum
Nichtnutzen der gesamten verfiigbaren freien Kapazitat wahrend der Volume-Erstellung flihren kann.
Wenn Sie ein Volume in einer Volume-Gruppe mit einem oder mehreren freien Kapazitatsbereichen
erstellen, ist die Kapazitat des Volumes auf den gréRten freien Kapazitatsbereich in dieser Volume-
Gruppe beschrankt. Wenn beispielsweise eine Volume-Gruppe insgesamt 15 gib freie Kapazitat besitzt
und der groRte Bereich der freien Kapazitat 10 gib betragt, betragt das groRte Volume, das Sie erstellen
kénnen, 10 gib.

Sie konsolidieren freie Kapazitaten auf einer Volume-Gruppe, um die Schreib-Performance zu
verbessern. Die freie Kapazitat Ihrer Volume-Gruppe wird im Laufe der Zeit fragmentiert, wenn der Host
Dateien schreibt, andert und 16scht. SchlieRlich befindet sich die verfligbare Kapazitat nicht in einem
einzigen zusammenhangenden Block, sondern wird in kleinen Fragmenten Uber die Volume-Gruppe
verteilt. Dies fUhrt zu einer weiteren Dateifragmentierung, da der Host neue Dateien als Fragmente
schreiben muss, um sie in die verfugbaren Bereiche freier Cluster zu passen.

Durch die Konsolidierung der freien Kapazitat einer ausgewahlten Volume-Gruppe wird eine verbesserte
Performance des Filesystems erzielt, wenn der Host neue Dateien schreibt. Der Konsolidierungsvorgang

wird auch dazu beitragen, dass neue Dateien in Zukunft nicht fragmentiert werden.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit der Volume-Gruppe aus.

2. Wahlen Sie Men(:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie die Volume-Gruppe mit freier Kapazitat, die Sie konsolidieren mochten, und wahlen Sie dann

Men:Sonstige Aufgabenlfreie Kapazitat der Volume-Gruppe konsolidieren].
Das Dialogfeld Freie Kapazitat konsolidieren wird angezeigt.

4. Typ consolidate Um zu bestatigen, dass Sie diesen Vorgang ausfiihren méchten.

5. Klicken Sie Auf Konsolidieren.

Ergebnis

Das System beginnt die Konsolidierung (Defragmentierung) der freien Kapazitatsbereiche der Volume-Gruppe

in eine zusammenhangende Menge fir nachfolgende Speicherkonfigurationsaufgaben.

Nachdem Sie fertig sind
Wahlen Sie in der Navigationsleiste Operationen aus, um den Fortschritt des Vorgangs ,Freie Kapazitat

konsolidieren“ anzuzeigen. Dieser Vorgang kann langwierig sein und die System-Performance beeintrachtigen.

Schalten Sie die LED-Anzeigen auf einem Laufwerk im SANtricity-Speichermodul

fiir vCenter ein

Nach Laufwerken kdnnen Sie alle Laufwerke physisch identifizieren, die einen
ausgewahlten Pool, eine Volume-Gruppe oder SSD Cache umfassen. An jedem

Laufwerk im ausgewahlten Pool, der Volume-Gruppe oder dem SSD-Cache leuchtet eine

LED-Anzeige auf.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus.
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2. Wahlen Sie Men(:Provisioning[Pools und Volume-Gruppen konfigurieren].
3. Wahlen Sie den Pool, die Volume-Gruppe oder den SSD-Cache aus, den Sie suchen mdchten, und klicken
Sie dann auf MENU:Mehr[Locator Lights einschalten].

Es wird ein Dialogfeld angezeigt, in dem die Leuchten der Laufwerke angezeigt werden, die den
ausgewahlten Pool, die Volume-Gruppe oder den SSD-Cache enthalten.

4. Nachdem Sie die Laufwerke erfolgreich gefunden haben, klicken Sie auf Ausschalten.

Reduzieren Sie die Kapazitat eines vorhandenen Pools oder SSD-Caches im
SANTtricity Storage Plug-in fur vCenter

Sie kdénnen Laufwerke entfernen, um die Kapazitat eines vorhandenen Pools oder SSD-
Caches zu reduzieren.

Nach dem Entfernen von Laufwerken werden die Daten in jedem Volume des Pools oder SSD-Caches auf die
Ubrigen Laufwerke verteilt. Entfernte Laufwerke werden nicht zugewiesen, und ihre Kapazitat wird Teil der
gesamten freien Kapazitat des Speicher-Arrays.

Uber diese Aufgabe
Beachten Sie beim Entfernen der Kapazitat die folgenden Richtlinien:

 Sie kdnnen das letzte Laufwerk in einem SSD-Cache nicht entfernen, ohne zuerst den SSD-Cache zu
[6schen.
+ Sie kdnnen die Anzahl der Laufwerke in einem Pool nicht auf weniger als 11 Laufwerke reduzieren.

+ Sie kdnnen maximal 12 Laufwerke gleichzeitig entfernen. Wenn Sie mehr als 12 Laufwerke entfernen
mussen, wiederholen Sie den Vorgang.

» Laufwerke kdénnen nicht entfernt werden, wenn nicht gentigend freie Kapazitat im Pool oder SSD-Cache
vorhanden ist, um die Daten zu enthalten, wenn diese Daten auf die Ubrigen Laufwerke im Pool oder SSD-
Cache verteilt werden.

Im Folgenden finden Sie potenzielle Performance-Auswirkungen:
» Das Entfernen von Laufwerken aus einem Pool oder SSD Cache kann zu einer reduzierten Volume-

Performance fuhren.

 Die unveranderte Kapazitat wird nicht verbraucht, wenn Sie Kapazitat aus einem Pool oder SSD Cache
entfernen. Die Konservierungskapazitat kann sich jedoch aufgrund der Anzahl der im Pool verbliebenen
Laufwerke oder des SSD Cache verringern.

Folgende Auswirkungen haben sichere Laufwerke:

* Wenn Sie das letzte Laufwerk entfernen, das nicht sicher-fahig ist, wird der Pool mit allen sicheren
Laufwerken belassen. In dieser Situation haben Sie die Mdglichkeit, die Sicherheit fir den Pool zu
aktivieren.

* Wenn Sie das letzte Laufwerk entfernen, das nicht Data Assurance (da)-fahig ist, bleibt der Pool mit allen
da-fahigen Laufwerken.

* Alle neuen Volumes, die Sie auf dem Pool erstellen, sind da-fahig. Wenn vorhandene Volumes als da-fahig
sein sollen, missen Sie das Volume I6schen und dann neu erstellen.

Schritte
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1. Wahlen Sie auf der Seite Verwalten das Speicher-Array aus.
Wahlen Sie MenU:Provisioning[Pools und Volume-Gruppen konfigurieren].

2. Wabhlen Sie den Pool oder SSD Cache aus und klicken Sie dann auf Menu:Mehr[Kapazitat entfernen].
Das Dialogfeld Kapazitat entfernen wird angezeigt.

3. Wahlen Sie ein oder mehrere Laufwerke in der Liste aus.

Wenn Sie in der Liste Laufwerke auswahlen oder deauswahlen, wird das Feld fur die ausgewahlte
Gesamtkapazitat aktualisiert. Dieses Feld zeigt die Gesamtkapazitat des Pools oder SSD-Caches an, die
nach dem Entfernen der ausgewahlten Laufwerke Ergebnisse liefert.

4. Klicken Sie auf Entfernen und bestatigen Sie, dass Sie die Laufwerke entfernen mochten.

Ergebnis

Die neu reduzierte Kapazitat des Pool oder SSD-Cache wird in der Ansicht Pools und Volume-Gruppen
dargestellt.

Aktivieren Sie die Sicherheit fur einen Pool oder eine Volume-Gruppe im SANtricity
Speicher-Plug-in fiir vCenter

Sie kénnen die Laufwerkssicherheit flr einen Pool oder eine Volume-Gruppe aktivieren,
um unbefugten Zugriff auf die Daten auf den Laufwerken im Pool oder der Volume-
Gruppe zu verhindern.

Lese- und Schreibzugriff auf die Laufwerke ist nur Gber einen Controller verfligbar, der mit einem
Sicherheitsschlissel konfiguriert ist.

Bevor Sie beginnen
» Die Laufwerkssicherheitsfunktion muss aktiviert sein.

« Ein Sicherheitsschlissel muss erstellt werden.
* Der Pool oder die Volume-Gruppe muss sich im optimalen Zustand befinden.

» Alle Laufwerke im Pool oder in der Volume-Gruppe mussen sichere Laufwerke sein.

Uber diese Aufgabe

Wenn Sie die Laufwerkssicherheit verwenden mochten, wahlen Sie einen Pool oder eine Volume-Gruppe aus,
der sicher ist. Ein Pool oder eine Volume-Gruppe kann sowohl sichere als auch nicht sichere Laufwerke
enthalten. Zur Nutzung der Verschlisselungsfunktionen missen jedoch alle Laufwerke sicher sein.

Nach Aktivierung der Sicherheitskontrolle kdnnen Sie sie nur entfernen, indem Sie den Pool oder die Volume-
Gruppe l6schen und dann die Laufwerke 16schen.

Schritte
1. Wahlen Sie auf der Seite Verwalten das Speicher-Array mit dem Pool oder der Volume-Gruppe aus.

2. Wahlen Sie Men(:Provisioning[Pools und Volume-Gruppen konfigurieren].

3. Wahlen Sie den Pool oder die Volume-Gruppe aus, auf dem Sie die Sicherheit aktivieren mdchten, und
klicken Sie dann auf Menu:Mehr[Sicherheit aktivieren].

Das Dialogfeld Sicherheit bestatigen wird angezeigt.
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4. Bestatigen Sie, dass Sie die Sicherheit fur den ausgewahlten Pool oder die ausgewahlte Volume-Gruppe
aktivieren mochten, und klicken Sie dann auf Aktivieren.

Entfernen Sie das SANtricity Storage Plug-in fur vCenter

Sie kdnnen das Plugin von der vCenter Server Appliance entfernen und den Plugin
Webserver vom Anwendungs-Host deinstallieren.

Dies sind zwei verschiedene Schritte, die Sie in jeder Reihenfolge durchfiihren kénnen. Wenn Sie jedoch den
Plugin-Webserver vor der Registrierung des Plugins vom Anwendungs-Host entfernen mdochten, wird das

Registrierungsskript wahrend dieses Prozesses entfernt und Sie kdnnen die Registrierung nicht mit Methode 1
aufheben.

Registrieren Sie das Plug-in von einer vCenter Server Appliance

Um das Plugin von einer vCenter Server Appliance zu registrieren, wahlen Sie eine der folgenden Methoden
aus:

* Methode 1: Fuhren Sie das Registrierungsskript aus

* Methode 2: Verwenden Sie die vCenter Server Mob Seiten

Methode 1: Fiihren Sie das Registrierungsskript aus

1. Offnen Sie eine Eingabeaufforderung tiber die Befehlszeile, und navigieren Sie zum folgenden Verzeichnis:
<install directory>\vcenter-register\bin

2. Ausfliihren des vcenter-register.bat Datei:
vcenter-register.bat *
-—action unregisterPlugin *

-vcenterHostname <vCenter FQDN> *

-username <Administrator Username> *

3. Vergewissern Sie sich, dass das Skript erfolgreich ist.

Die Protokolle werden in gespeichert $install dir%/working/logs/vc-registration.log.

Methode 2: Verwenden Sie die vCenter Server Mob Seiten
1. Offnen Sie einen Webbrowser, und geben Sie die folgende url ein:

https://<FQDN][] Von vCenter Server>/mob

2. Melden Sie sich unter den Anmeldedaten des Administrators an.

3. Suchen Sie nach dem Eigenschaftsnamen von extensionManager Und klicken Sie auf den Link, der
dieser Eigenschaft zugeordnet ist.
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Erweitern Sie die Eigenschaftenliste, indem Sie auf Mehr... klicken Link unten in der Liste.

Uberpriifen Sie, ob die Erweiterung plugin.netapp.eseries Befindet sich in der Liste.

Wenn sie vorhanden ist, klicken Sie auf die Methode UnregisterExtension.

Geben Sie den Wert ein plugin.netapp.eseries Klicken Sie im Dialogfeld auf Methode aufrufen.
SchlieRen Sie das Dialogfeld, und aktualisieren Sie den Webbrowser.

Uberpriifen Sie das plugin.netapp.eseries Erweiterung ist nicht in der Liste.

Durch dieses Verfahren wird das Plugin von der vCenter Server Appliance registriert; es entfernt
jedoch keine Plugin-Paketdateien vom Server. Um Paketdateien zu entfernen, verwenden Sie
SSH, um auf die vCenter Server Appliance zuzugreifen und um zum folgenden Verzeichnis zu
navigieren: etc/vmware/vsphere-ui/vc-packages/vsphere-client-serenity/.
Entfernen Sie dann das mit dem Plugin verknUpfte Verzeichnis.

Entfernen Sie den Plugin-Webserver vom Anwendungs-Host

So entfernen Sie die Plugin-Software vom Anwendungs-Host:

1.
2.
3.

5.

Navigieren Sie vom Anwendungsserver zur Systemsteuerung.
Gehen Sie zu Apps & Features und wahlen Sie dann SANtricity Storage Plugin fiir vCenter.

Klicken Sie Auf Deinstallieren/Andern.

Ein Bestatigungsdialogfeld wird gedffnet.

Klicken Sie Auf Deinstallieren.

Nach Abschluss der Deinstallation wird eine Bestatigungsmeldung angezeigt.

Klicken Sie Auf Fertig.

FAQ zum SANTtricity Storage Plugin fur vCenter

Diese FAQ kann Ihnen helfen, wenn Sie nur nach einer schnellen Antwort auf eine Frage
suchen.

Welche Einstellungen werden importiert?

Die Funktion ,Importeinstellungen® ist ein Batch-Vorgang, bei dem Konfigurationen von einem Speicher-Array
auf mehrere Speicher-Arrays geladen werden.

Die wahrend dieses Vorgangs importierten Einstellungen hangen davon ab, wie das Quell-Speicher-Array in
System Manager konfiguriert ist. Die folgenden Einstellungen kénnen in mehrere Speicher-Arrays importiert
werden:

« E-Mail-Alarme — Einstellungen beinhalten eine E-Mail-Server-Adresse und die E-Mail-Adressen der

Warnungsempfanger.

» Syslog Alerts — Einstellungen beinhalten eine Syslog-Serveradresse und einen UDP-Port.

* SNMP Alerts — Einstellungen beinhalten einen Community-Namen und eine IP-Adresse fir den SNMP-

Server.
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* AutoSupport — Einstellungen umfassen die separaten Funktionen (Basic AutoSupport, AutoSupport
OnDemand und Remote Diagnostics), das Wartungsfenster, die Bereitstellungsmethode, Und dem
Versandplan.

* Directory Services — die Konfiguration umfasst den Domanennamen und die URL eines LDAP-Servers
(Lightweight Directory Access Protocol) sowie die Zuordnungen fir die Benutzergruppen des LDAP-
Servers zu den vordefinierten Rollen des Speicher-Arrays.

» Speicherkonfiguration — Konfigurationen umfassen Volumes (nur dicke und nur nicht-Repository-
Volumes), Volume-Gruppen, Pools und Hot-Spare-Laufwerkszuordnungen.

» Systemeinstellungen — Konfigurationen umfassen Medien-Scan-Einstellungen fir ein Volume, SSD-
Cache flr Controller und automatischen Lastausgleich (ohne Berichterstellung Gber Hostkonnektivitat).

Warum sehe ich nicht alle meine Storage Arrays?

Wahrend des Vorgangs ,Importeinstellungen® stehen einige Ihrer Speicherarrays moglicherweise nicht im
Dialogfeld ,Zielauswahl* zur Verfigung.

Speicher-Arrays werden moglicherweise aus den folgenden Griinden nicht angezeigt:

» Die Firmware-Version ist unter 8.50.
» Das Speicher-Array ist offline.

* Das System kann nicht mit diesem Array kommunizieren (z. B. verflgt das Array Uber Zertifikat-, Passwort-
oder Netzwerkprobleme).

Warum sind diese Volumes nicht mit einem Workload verbunden?

Volumes sind keinem Workload zugeordnet, wenn sie mithilfe der Befehlszeilenschnittstelle (CLI) erstellt
wurden oder aus einem anderen Storage-Array migriert (importiert/exportiert) wurden.

Wie wirkt sich mein ausgewahlter Workload auf die Erstellung des Volumes aus?

Wahrend der Volume-Erstellung werden Sie aufgefordert, Informationen Gber die Verwendung eines
Workloads zu erhalten. Das System erstellt anhand dieser Informationen eine optimale Volume-Konfiguration
fur Sie, die Sie nach Bedarf bearbeiten kénnen. Optional kdnnen Sie diesen Schritt in der Sequenz zur
Volume-Erstellung Uberspringen.

Ein Workload ist ein Storage-Objekt, das eine Applikation unterstitzt. Sie kdnnen einen oder mehrere
Workloads oder Instanzen pro Applikation definieren. Bei einigen Applikationen konfiguriert das System den
Workload so, dass er Volumes mit ahnlichen zugrunde liegenden Volume-Merkmalen enthalt. Diese Volume-
Merkmale werden basierend auf dem Applikationstyp optimiert, den der Workload unterstiitzt. Wenn Sie
beispielsweise einen Workload erstellen, der eine Microsoft SQL Server Applikation untersttitzt und
anschlieend Volumes fir diesen Workload erstellt, werden die zugrunde liegenden Volume-Merkmale zur
Unterstitzung von Microsoft SQL Server optimiert.

» Applikationsspezifisch — Wenn Sie Volumes mit einem anwendungsspezifischen Workload erstellen,
empfiehlt das System moglicherweise eine optimierte Volume-Konfiguration, um Konflikte zwischen
Applikations-Workload I/O und anderem Traffic aus Ihrer Anwendungsinstanz zu minimieren. Volume-
Merkmale wie 1/0-Typ, SegmentgroRe, Controller-Besitz und Lese- und Schreib-Cache werden
automatisch fir Workloads empfohlen und optimiert, die fur die folgenden Applikationstypen erstellt
wurden.

o Microsoft SQL Server
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> Microsoft Exchange Server
> Videouberwachungsapplikationen

o VMware ESXi (fir Volumes, die mit dem Virtual Machine File System verwendet werden sollen)

Sie kénnen die empfohlene Volume-Konfiguration prifen und die vom System empfohlenen Volumes
und Eigenschaften bearbeiten, hinzufiigen oder I6schen. Verwenden Sie dazu das Dialogfeld Volumes
hinzufligen/bearbeiten.

» Andere (oder Anwendungen ohne spezifische Unterstiitzung der Volumenerzeugung) — Bei anderen
Workloads wird eine Volume-Konfiguration verwendet, die manuell angegeben werden muss, wann ein
Workload erstellt werden soll, der nicht mit einer bestimmten Applikation verknipft ist, oder ob keine
integrierte Optimierung fiir die Applikation vorhanden ist, die Sie im Storage-Array verwenden moéchten. Sie
mussen die Volume-Konfiguration manuell Gber das Dialogfeld Volumes hinzufligen/bearbeiten angeben.

Warum sehe ich nicht alle meine Volumes, Hosts oder Host Cluster?

Snapshot-Volumes mit einem da-fahigen Basis-Volume kénnen nicht einem Host zugewiesen werden, der
nicht Data Assurance (da)-fahig ist. Sie missen das da auf dem Basisvolume deaktivieren, bevor ein
Snapshot-Volume einem Host zugewiesen werden kann, der nicht tiber da-fahig ist.

Beachten Sie die folgenden Richtlinien flr den Host, dem Sie das Snapshot-Volume zuweisen:

* Ein Host ist nicht da-fahig, wenn er Uber eine I/O-Schnittstelle, die nicht Gber da-fahig ist, mit dem
Speicher-Array verbunden ist.

 Ein Host-Cluster ist nicht da-fahig, wenn es mindestens ein Hostmitglied hat, das nicht da-fahig ist.

Sie kénnen da nicht auf einem Volume deaktivieren, das mit Snapshots (Konsistenzgruppen,

@ Snapshot-Gruppen, Snapshot-Images und Snapshot-Volumes), Volume-Kopien, Und
Spiegelungen. Alle zugeordneten Kapazitats- und Snapshot-Objekte miissen geldscht werden,
bevor das da auf dem Basis-Volume deaktiviert werden kann.

Warum kann ich den ausgewahlten Workload nicht Il6schen?

Dieser Workload besteht aus einer Gruppe von Volumes, die mithilfe der Befehlszeilenschnittstelle (CLI)
erstellt oder von einem anderen Storage Array migriert (importiert/exportiert) wurden. Daher sind die Volumes
in diesem Workload keinem applikationsspezifischen Workload zugeordnet, sodass der Workload nicht
geldscht werden kann.

Wie konnen mir applikationsspezifische Workloads beim Management meines
Storage Arrays helfen?

Die Volume-Merkmale lhres applikationsspezifischen Workloads diktieren, wie der Workload mit den
Komponenten des Storage-Arrays interagiert und die Performance lhrer Umgebung im Rahmen einer
bestimmten Konfiguration bestimmt.

Eine Applikation ist Software wie SQL Server oder Exchange. Sie definieren einen oder mehrere Workloads,
um jede Applikation zu unterstitzen. Fur einige Applikationen empfiehlt das System automatisch eine Volume-
Konfiguration zur Optimierung des Storage. Merkmale wie 1/0-Typ, SegmentgréRRe, Controller-Eigentiimer und
Lese- und Schreib-Cache sind in der Volume-Konfiguration enthalten.
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Was muss ich tun, um die erweiterte Kapazitat erkennen zu konnen?

Wenn Sie die Kapazitat fir ein Volume erhdhen, erkennt der Host méglicherweise nicht sofort den Anstieg der
Volume-Kapazitat.

Die meisten Betriebssysteme erkennen die erweiterte Volume-Kapazitat und werden nach dem Start der
Volume-Erweiterung automatisch erweitert. Einige kénnten jedoch nicht. Wenn lhr Betriebssystem die
erweiterte Volume-Kapazitat nicht automatisch erkennt, missen Sie moglicherweise eine erneute
Festplattentberprtfung durchfihren oder einen Neustart durchflihren.

Nachdem Sie die Volume-Kapazitat erweitert haben, missen Sie die Grofie des Dateisystems manuell
erhohen, um sie anzupassen. Wie Sie dies tun, hangt von dem Dateisystem ab, das Sie verwenden.

Weitere Informationen finden Sie in der Dokumentation lhres Host-Betriebssystems.

Wann soll ich die spatere Auswahl Host zuweisen verwenden?

Wenn Sie den Prozess zum Erstellen von Volumes beschleunigen mdchten, kdnnen Sie den
Hostzuordnungsschritt iberspringen, damit neu erstellte Volumes offline initialisiert werden.

Die neu erstellten Volumes mussen initialisiert werden. Das System kann sie mit einem von zwei Modi
initialisieren — entweder einem sofortigen verfigbaren Format (IAF)-Hintergrundinitialisierungsprozess oder
einem Offline-Prozess.

Wenn Sie ein Volume einem Host zuordnen, ist es erforderlich, dass alle Initialisierungsvolumes in dieser
Gruppe in eine Hintergrundinitialisierung tibergehen. Durch diesen Hintergrundinitialisierungsprozess kénnen
gleichzeitige Host-1/0-Vorgange erfolgen, was manchmal sehr zeitaufwendig sein kann.

Wenn keines der Volumes einer Volume-Gruppe zugeordnet ist, wird die Offline-Initialisierung durchgefihrt.
Der Offline-Prozess ist viel schneller als der Hintergrundprozess.

Was muss ich uber die Anforderungen der Host-BlockgroRe wissen?

Bei EF300- und EF600-Systemen kann ein Volume so eingestellt werden, dass es 512 Byte oder 4 KiB-
BlockgroRRen unterstitzt (auch als ,Sektorgrofie” bezeichnet). Sie missen den richtigen Wert wahrend der
Volume-Erstellung einstellen. Wenn mdglich, schlagt das System den entsprechenden Standardwert vor.

Bevor Sie die BlockgroRe des Volumes festlegen, lesen Sie die folgenden Einschrankungen und Richtlinien.

* Einige Betriebssysteme und Virtual Machines (vornehmlich VMware) erfordern derzeit eine 512-Byte-
BlockgroRe und unterstiitzen keine 4KiB. Achten Sie also darauf, die Host-Anforderungen zu kennen,
bevor Sie ein Volume erstellen. In der Regel kénnen Sie die beste Leistung erreichen, indem Sie ein
Volumen setzen, um eine 4KiB Block-Grof3e zu prasentieren; jedoch sicherstellen, dass Ihr Host fir 4KiB
(oder "4Kn") Blocke erlaubt.

* Der fur den Pool bzw. die Volume-Gruppe ausgewahlte Laufwerkstyp legt auRerdem fest, welche Volume-
BlockgréRRen unterstitzt werden:

> Wenn Sie eine Volume-Gruppe mit Laufwerken erstellen, die in 512-Byte-Bldcke schreiben, dann
kdénnen Sie nur Volumes mit 512-Byte-Bldocken erstellen.

> Wenn Sie eine Volume-Gruppe mit Laufwerken erstellen, die in 4KiB-Blocke schreiben, dann kénnen
Sie Volumes entweder mit 512-Byte- oder 4KiB-Blocken erstellen.

* Wenn das Array uber eine iISCSI-Host-Schnittstellenkarte verfligt, sind alle Volumes auf 512-Byte-Blocke
beschrankt (unabhangig von der Blockgrofie der Volume-Gruppe). Dies ist auf eine bestimmte Hardware-
Implementierung zurlickzufiihren.
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» Sobald die Blockgrofie festgelegt ist, kdnnen Sie sie nicht andern. Wenn Sie eine Blockgroe andern
mussen, missen Sie das Volume Idschen und neu erstellen.

Warum sollte ich ein Host-Cluster erstellen?

Sie mussen ein Host-Cluster erstellen, wenn Sie mindestens zwei Hosts Giber gemeinsamen Zugriff auf
dieselbe Gruppe von Volumes verfigen moéchten. Normalerweise sind auf den einzelnen Hosts Clustering-
Software installiert, um den Volume-Zugriff zu koordinieren.

Wie kann ich feststellen, welches Host-Betriebssystem richtig ist?

Das Feld Host-Betriebssystemtyp enthalt das Betriebssystem des Hosts. Sie kdnnen den empfohlenen Hosttyp
aus der Dropdown-Liste auswahlen.

Die Hosttypen, die in der Dropdown-Liste angezeigt werden, hangen vom Speicher-Array-Modell und der
Firmware-Version ab. Die neuesten Versionen zeigen zuerst die haufigsten Optionen an, die am
wahrscheinlichsten geeignet sind. Die Darstellung in dieser Liste impliziert nicht, dass die Option vollstandig
unterstutzt wird.

@ Weitere Informationen zur Host-Unterstlitzung finden Sie im "NetApp Interoperabilitats-Matrix-
Tool".

Einige der folgenden Host-Typen werden moéglicherweise in der Liste angezeigt:

Host-Betriebssystem Betriebssystem und Multipath-Treiber

Linux DM-MP (Kernel 3.10 oder héher) Unterstitzt Linux-Betriebssysteme mit einer Device
Mapper Multipath Failover-Losung mit einem 3.10
oder hoher Kernel.

VMware ESXi Unterstitzung fir VMware ESXi Betriebssysteme mit
der Nnativen Multipathing Plug-in-Architektur (NMP)
mit dem integrierten Storage Array Type Policy-Modul
SATP_ALUA von VMware.

Windows (Cluster oder nicht-Cluster) Unterstutzt Konfigurationen mit Windows-Clustern
oder nicht-Clustern, die den ATTO-Multipathing-
Treiber nicht ausfuhren.

ATTO Cluster (alle Betriebssysteme) Unterstutzt alle Clusterkonfigurationen unter
Verwendung des Multipathing-Treibers ATTO
Technology, Inc.

Linux (Veritas DMP) Unterstutzung von Linux Betriebssystemen mit einer
Veritas DMP-Multipathing-Losung.

Linux (ATTO) Unterstutzt Linux-Betriebssysteme unter Verwendung
eines ATTO Technology, Inc., Multipathing-Treibers.

Mac OS Unterstitzt Mac-Betriebssystemversionen mit einem
Multipathing-Treiber ATTO Technology, Inc.

Windows (ATTO) Unterstitzt Windows-Betriebssysteme mit einem
Multipathing-Treiber ATTO Technology, Inc.

IBM SVC Unterstutzt eine IBM SAN Volume Controller-

Konfiguration.
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Host-Betriebssystem Betriebssystem und Multipath-Treiber

Werkseitige Standardeinstellung Reserviert flr den Erststart des Speicher-Arrays.
Wenn Ihr Host-Betriebssystem auf Werkseinstellung
eingestellt ist, andern Sie es entsprechend dem Host-
Betriebssystem und dem Multipath-Treiber, der auf
dem angeschlossenen Host ausgeflhrt wird.

Linux DM-MP (Kernal 3.9 oder friiher) Unterstitzt Linux-Betriebssysteme mit einer Device
Mapper Multipath Failover-Lésung mit einem 3.9 oder
friheren Kernel.

Cluster-Fenster (veraltet) Wenn |hr Host-Betriebssystem-Typ auf diesen Wert
eingestellt ist, verwenden Sie stattdessen die
Windows-Einstellung (Cluster oder nicht-Cluster).

Wie Stelle ich die Host-Ports einem Host gegenuber?

Wenn Sie einen Host manuell erstellen, missen Sie zuerst das entsprechende HBA-Dienstprogramm (Host
Bus Adapter) verwenden, das auf dem Host verfigbar ist, um die Host-Port-IDs zu ermitteln, die mit jedem
HBA verknupft sind, der im Host installiert ist.

Wenn Sie Uber diese Informationen verfigen, wahlen Sie aus der Liste im Dialogfeld ,Host erstellen” die Host-
Port-IDs aus, die sich beim Speicher-Array angemeldet haben.

Stellen Sie sicher, dass Sie die entsprechenden Host-Port-IDs fir den von Ihnen erstellten Host
auswahlen. Wenn Sie die falschen Host-Port-IDs zuordnen, kdnnen Sie unbeabsichtigten Zugriff
von einem anderen Host auf diese Daten verursachen.

Was ist das Standard-Cluster?

Das Standard-Cluster ist eine systemdefinierte Einheit, die jedem nicht zugeordneten Host-Port-Identifier, der
beim Speicher-Array angemeldet ist, den Zugriff auf Volumes ermdoglicht, die dem Standardcluster zugewiesen
sind.

Eine nicht zugeordnete Host-Port-ID ist ein Host-Port, der nicht logisch einem bestimmten Host zugeordnet ist,
aber physisch in einem Host installiert und beim Speicher-Array angemeldet ist.

Wenn Hosts spezifischen Zugriff auf bestimmte Volumes im Storage-Array haben sollen, dirfen
Sie das Standardcluster nicht verwenden. Stattdessen mussen Sie die Host-Port-IDs den

@ entsprechenden Hosts zuordnen. Diese Aufgabe kann wahrend des Vorgangs ,Host erstellen”
manuell ausgefiihrt werden. Anschliel3end weisen Sie Volumes einem einzelnen Host oder
einem Host-Cluster zu.

Sie sollten das Standardcluster nur in besonderen Situationen verwenden, in denen lhre externe
Speicherumgebung geeignet ist, allen Hosts und allen angemeldeten Host-Port-IDs, die mit dem Speicher-
Array verbunden sind, Zugriff auf alle Volumes zu gewahren (All-Access-Modus). Ohne die Hosts dem Storage
Array oder der Benutzeroberflache bekannt zu machen.

Zunachst kdnnen Sie Volumes Uber die Befehlszeilenschnittstelle (CLI) nur dem Standard-Cluster zuweisen.

Nachdem Sie dem Standard-Cluster jedoch mindestens ein Volume zugewiesen haben, wird diese Einheit (als
Standard-Cluster bezeichnet) in der Benutzeroberflache angezeigt, in der Sie diese Einheit verwalten kdnnen.
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Was ist Redundanzprifung?

Durch eine Redundanzprifung wird ermittelt, ob die Daten auf einem Volume in einem Pool oder einer
Volume-Gruppe konsistent sind. Redundanzdaten dienen der schnellen Rekonstruktion von Informationen tber
das Ersatzlaufwerk, wenn eines der Laufwerke im Pool oder der Volume-Gruppe ausfallt.

Sie kénnen diese Prifung nur fir einen Pool oder eine Volume-Gruppe gleichzeitig durchfiihren. Bei einer
Volume-Redundanzprifung werden folgende Aktionen durchgefihrt:

« Scannt die Datenbldcke in einem RAID 3-Volume, einem RAID 5-Volume oder einem RAID 6-Volume und
Uberprift anschlieRend die Redundanzinformationen fir jeden Block. (RAID 3 kann Volume-Gruppen nur
Uber die Befehlszeilenschnittstelle zugewiesen werden.)

» Vergleicht die Datenbl6cke auf gespiegelten RAID 1-Laufwerken.

* Gibt Redundanzfehler zurtick, wenn die Daten von der Controller-Firmware uneinheitlich sind.

Eine sofortige Durchfiihrung einer Redundanzprifung auf demselben Pool oder derselben

@ Volume-Gruppe kann zu einem Fehler fihren. Um dieses Problem zu vermeiden, warten Sie ein
bis zwei Minuten, bevor Sie eine weitere Redundanzprifung auf demselben Pool oder
derselben Volume-Gruppe durchfihren.

Was ist Erhaltungskapazitat?

Bei der Konservierung wird die Kapazitat (Anzahl der Laufwerke) verwendet, die in einem Pool reserviert ist,
um potenzielle Laufwerksausfalle zu unterstitzen.

Wenn ein Pool erstellt wird, reserviert das System abhangig von der Anzahl der Laufwerke im Pool
automatisch eine standardmafige Anlagenkapazitat.

Pools nutzen wahrend der Rekonstruktion haltende Kapazitaten, wohingegen Volume-Gruppen Hot-Spare-
Festplatten zu demselben Zweck einsetzen. Die Methode zur Erhaltung der Kapazitat ist eine Verbesserung
gegenuber Hot-Spare-Festplatten, da sie eine schnellere Rekonstruktion ermdglicht. Die
Konservierungskapazitat wird bei einem Hot-Spare-Laufwerk Gber eine Anzahl von Laufwerken im Pool
verteilt, nicht auf einer Festplatte, sodass die Geschwindigkeit und Verfligbarkeit einer einzelnen Festplatte
nicht eingeschrankt ist.

Welches RAID-Level eignet sich am besten fiir meine Applikation?

Um die Performance einer Volume-Gruppe zu maximieren, missen Sie den entsprechenden RAID-Level
auswahlen.

Sie kdnnen den entsprechenden RAID-Level ermitteln, indem Sie die Prozentsatze fur Lese- und
Schreibvorgange fir die Anwendungen kennen, die auf die Volume-Gruppe zugreifen. Verwenden Sie die
Seite Performance, um diese Prozentsatze zu erhalten.

RAID-Level und Applikations-Performance

RAID verwendet eine Reihe von Konfigurationen, sogenannte Level, um zu ermitteln, wie Benutzer- und
Redundanzdaten von den Laufwerken geschrieben und abgerufen werden. Jedes RAID-Level stellt eigene
Performance-Funktionen bereit. Applikationen mit einem hohen Prozentsatz flir Lesevorgange kénnen
aufgrund der hervorragenden Lese-Performance der RAID 5- und RAID 6-Konfigurationen auch mit RAID 5-
Volumes oder RAID 6-Volumes arbeiten.

Applikationen mit einem niedrigen Read-Prozentsatz (schreibintensiv) erbringen keine gute Performance auf
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RAID 5 Volumes oder RAID 6 Volumes. Die Performance ist beeintrachtigt, und das Ergebnis ist die Art und
Weise, wie ein Controller Daten und Redundanzdaten auf die Laufwerke in einer RAID 5-Volume-Gruppe oder
einer RAID 6-Volume-Gruppe schreibt.

Wahlen Sie basierend auf den folgenden Informationen einen RAID-Level aus.

RAID 0

Beschreibung:

* Nicht-redundant, Striping-Modus.
* RAID 0 verteilt Daten auf alle Laufwerke der Volume-Gruppe.
Datenschutzfunktionen:
» RAID 0 wird fur hohe Verflugbarkeitsanforderungen nicht empfohlen. RAID 0 ist besser flr nicht-kritische
Daten.
* Wenn ein einzelnes Laufwerk in der Volume-Gruppe ausfallt, fallen alle zugehoérigen Volumes aus und alle
Daten gehen verloren.

Anzahl der Laufwerke:

» Fur RAID-Level 0 ist mindestens ein Laufwerk erforderlich.
* RAID 0-Volume-Gruppen kénnen mehr als 30 Laufwerke haben.

« Sie kénnen eine Volume-Gruppe erstellen, die alle Laufwerke im Speicher-Array umfasst.

RAID 1 oder RAID 10
Beschreibung:
« Striping/Mirror-Modus.
Wie es funktioniert:
* RAID 1 verwendet die Festplattenspiegelung, um Daten auf zwei doppelte Festplatten gleichzeitig zu

schreiben.

* RAID 10 nutzt Laufwerk-Striping, um Daten Uber eine Reihe gespiegelter Laufwerkpaare zu verteilen.
Datenschutzfunktionen:

* RAID 1 und RAID 10 bieten eine hohe Performance und eine beste Datenverfligbarkeit.

* RAID 1 und RAID 10 verwenden die Laufwerkspiegelung, um eine exakte Kopie von einem Laufwerk auf
ein anderes Laufwerk zu erstellen.

* Fallt eines der Laufwerke in einem Laufwerkspaar aus, kann das Storage-Array sofort auf ein anderes
Laufwerk umschalten, ohne dass Daten oder Service verloren gehen.

» Ein Ausfall eines Laufwerks flhrt dazu, dass zugehdrige Volumes beeintrachtigt werden. Das
Spiegellaufwerk ermdglicht den Zugriff auf die Daten.

* Ein Laufwerkausfall in einer Volume-Gruppe flhrt zu einem Ausfall aller damit verbundenen Volumes und
es kann zu einem Datenverlust kommen.

Anzahl der Laufwerke:
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* Fur RAID 1 sind mindestens zwei Laufwerke erforderlich: Ein Laufwerk fur die Benutzerdaten und ein
Laufwerk fir die gespiegelten Daten.

* Wenn Sie vier oder mehr Laufwerke auswahlen, wird RAID 10 automatisch fiir die gesamte Volume-
Gruppe konfiguriert: Zwei Laufwerke fir Benutzerdaten und zwei Laufwerke fiir die gespiegelten Daten.

» Sie missen eine gerade Anzahl von Laufwerken in der Volume-Gruppe haben. Wenn Sie nicht Gber eine
gerade Anzahl von Laufwerken verfliigen und noch einige nicht zugewiesene Laufwerke haben, gehen Sie
zu Pools & Volume Groups, um der Volume-Gruppe zusatzliche Laufwerke hinzuzufiigen, und
wiederholen Sie den Vorgang.

* RAID 1- und RAID 10-Volume-Gruppen kdénnen mehr als 30 Laufwerke haben. Es kann eine Volume-
Gruppe erstellt werden, die alle Laufwerke im Storage-Array umfasst.

RAID 5
Beschreibung:

* Hoher 1/0-Modus
Wie es funktioniert:

* Benutzerdaten und redundante Informationen (Paritat) werden auf die Laufwerke verteilt.

 Die entsprechende Kapazitat eines Laufwerks wird fir redundante Informationen verwendet.
Datenschutzfunktionen

* Wenn ein einzelnes Laufwerk in einer RAID 5-Volume-Gruppe ausfallt, werden alle zugehoérigen Volumes
beeintrachtigt. Durch die redundanten Informationen kann weiterhin auf die Daten zugegriffen werden.

* Wenn zwei oder mehr Laufwerke in einer RAID 5-Volume-Gruppe ausfallen, fallen alle damit verbundenen
Volumes aus und alle Daten gehen verloren.

Anzahl der Laufwerke:

» Sie mussen mindestens drei Laufwerke in der Volume-Gruppe haben.

* In der Regel sind Sie auf maximal 30 Laufwerke in der Volume-Gruppe begrenzt.
RAID 6

Beschreibung:
* Hoher I/O-Modus
Wie es funktioniert:

» Benutzerdaten und redundante Informationen (Dual Parity) werden auf die Laufwerke verteilt.

* Die entsprechende Kapazitat von zwei Laufwerken wird fiir redundante Informationen verwendet.

Datenschutzfunktionen:

* Wenn ein oder zwei Laufwerke in einer RAID 6-Volume-Gruppe ausfallen, werden alle zugehdérigen
Volumes beeintrachtigt, aber aufgrund der redundanten Informationen ist es moglich, weiterhin auf die
Daten zuzugreifen.

* Wenn drei oder mehr Laufwerke in einer RAID 6-Volume-Gruppe ausfallen, fallen alle damit verbundenen
Volumes aus und alle Daten gehen verloren.
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Anzahl der Laufwerke:

+ Sie mUssen mindestens funf Laufwerke in der Volume-Gruppe haben.

* In der Regel sind Sie auf maximal 30 Laufwerke in der Volume-Gruppe begrenzt.

@ Sie kdnnen den RAID-Level eines Pools nicht &ndern. Die Benutzeroberflache konfiguriert Pools
automatisch als RAID 6.

RAID-Level und Datensicherung

RAID 1-, RAID 5- und RAID 6-Daten fur Schreibredundanz auf den Datentrager fir Fehlertoleranz. Bei den
Redundanzdaten kann es sich um eine Kopie der Daten (gespiegelt) oder um einen aus den Daten
abgeleiteten, fehlerkorrigierenden Code handelt. Bei einem Laufwerksausfall kénnen Sie mithilfe der
Redundanzdaten schnell Informationen ber das Ersatzlaufwerk wiederherstellen.

Sie konfigurieren eine einzelne RAID-Ebene fiir eine einzelne Volume-Gruppe. Alle Redundanzdaten der
Volume-Gruppe werden innerhalb der Volume-Gruppe gespeichert. Die Kapazitat der Volume-Gruppe ist die
aggregierte Kapazitat der Mitgliedslaufwerke abzuglich der fiir Redundanzdaten reservierten Kapazitat. Die
Menge der zur Redundanz bendtigten Kapazitat hangt vom verwendeten RAID-Level ab.

Warum werden einige Laufwerke nicht angezeigt?

Im Dialogfeld Kapazitat hinzufligen stehen nicht alle Laufwerke zur Verfigung, um einem vorhandenen Pool
oder einer Volume-Gruppe Kapazitat hinzuzufugen.

Festplatten kénnen aus den folgenden Grinden nicht genutzt werden:

 Ein Laufwerk muss nicht zugewiesen und nicht sicher aktiviert sein. Laufwerke, die bereits zu einem
anderen Pool, einer anderen Volume-Gruppe oder als Hot Spare konfiguriert sind, sind nicht berechtigt.
Wenn ein Laufwerk nicht zugewiesen, aber sicher aktiviert ist, missen Sie dieses Laufwerk manuell
I6schen, damit es in Frage kommt.

» Ein Laufwerk in einem nicht optimalen Zustand ist nicht berechtigt.
* Wenn die Kapazitat eines Laufwerks zu klein ist, ist es nicht forderfahig.

» Der Laufwerkstyp muss innerhalb eines Pools oder einer Volume-Gruppe Ubereinstimmen. Sie kénnen
Folgendes nicht mischen:

o Festplattenlaufwerke (HDDs) mit Solid State Disks (SSDs)
o NVMe mit SAS-Laufwerken
o Laufwerke mit 512 Byte und 4 KiB Volume-Blockgrofen

» Wenn ein Pool oder eine Volume-Gruppe alle sicheren Laufwerke enthalt, werden nicht sichere Laufwerke
nicht aufgelistet.

* Wenn eine Pool- oder Volume-Gruppe alle FIPS-Laufwerke (Federal Information Processing Standards)
enthalt, werden Laufwerke aulRerhalb von FIPS nicht aufgefihrt.

» Wenn ein Pool oder eine Volume-Gruppe alle Data Assurance (da)-fahigen Laufwerke enthalt und
mindestens ein da-fahiges Volume im Pool oder in der Volume-Gruppe vorhanden ist, kann ein Laufwerk,
das nicht flr da geeignet ist, nicht zugelassen werden, sodass es diesem Pool oder dieser Volume-Gruppe
nicht hinzugefligt werden kann. Wenn sich jedoch kein da-fahiges Volume im Pool oder in der Volume-
Gruppe befindet, kann ein Laufwerk, das nicht Gber da-fahig ist, zu diesem Pool oder dieser Volume-
Gruppe hinzugefiigt werden. Wenn Sie sich fir eine Kombination dieser Laufwerke entscheiden, sollten
Sie bedenken, dass keine da-fahigen Volumes erstellt werden kénnen.
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@ Die Kapazitat kann im Speicher-Array erhdht werden, indem neue Laufwerke hinzugefligt oder
Pools oder Volume-Gruppen geldscht werden.

Warum kann ich meine Konservierungskapazitat nicht erhohen?

Wenn Sie Volumes auf allen verfiigbaren nutzbaren Kapazitaten erstellt haben, kdnnen Sie die dauerhafte
Kapazitat moglicherweise nicht erhdhen.

Bei der Festplattenkapazitat wird die in einem Pool reservierte Kapazitat zur Unterstitzung potenzieller
Laufwerksausfalle angegeben. Wenn ein Pool erstellt wird, reserviert das System abhangig von der Anzahl der
Laufwerke im Pool automatisch eine standardmaRige Anlagenkapazitat. Falls Sie Volumes auf allen
verfiigbaren nutzbaren Kapazitaten erstellt haben, kdnnen Sie die dauerhafte Kapazitat auch nicht vergréRern,
wenn Sie die Kapazitat zum Pool erweitern, indem Sie Laufwerke hinzufiigen oder Volumes I6schen.

Sie kénnen die Erhaltungskapazitat aus Pools & Volume-Gruppen andern. Wahlen Sie den Pool aus, den Sie
bearbeiten mochten. Klicken Sie auf Einstellungen anzeigen/bearbeiten und wahlen Sie dann die
Registerkarte Einstellungen.

@ Die dauerhafte Kapazitat wird als eine Reihe von Laufwerken festgelegt, auch wenn die
tatsachliche Festplattenkapazitat auf den Laufwerken im Pool verteilt ist.

Was ist Data Assurance?

Data Assurance (da) implementiert den T10 Protection Information (PI)-Standard. Dies erhéht die
Datenintegritat, indem Fehler geprift und korrigiert werden, die bei der Datenlbertragung entlang des 1/O-
Pfads auftreten kénnen.

Die typische Nutzung der Data Assurance Funktion Uberprift den Teil des 1/0-Pfads zwischen den Controllern
und Laufwerken. DA-Funktionen werden auf Pool- und Volume-Gruppenebene prasentiert.

Wenn diese Funktion aktiviert ist, hangt das Speicherarray die Fehlerpriifungscodes (auch zyklische
Redundanzprifungen oder CRCs genannt) an jeden Datenblock im Volume an. Nach dem Verschieben eines
Datenblocks ermittelt das Speicher-Array anhand dieser CRC-Codes, ob wahrend der Ubertragung Fehler
aufgetreten sind. Potenziell beschadigte Daten werden weder auf Festplatte geschrieben noch an den Host
zurlckgegeben. Wenn Sie die da-Funktion verwenden mdchten, wahlen Sie einen Pool oder eine Volume-
Gruppe aus, die bei der Erstellung eines neuen Volumes unterstiitzt wird (suchen Sie in der Tabelle mit den
Kandidaten flir Pool- und Volume-Gruppen nach ja neben da).

Stellen Sie sicher, dass Sie diese DA-fahigen Volumes einem Host Uber eine E/A-Schnittstelle zuweisen, die
Uber eine da-fahige Schnittstelle verfiigt. Zu den 1/O-Schnittstellen, die da fahig sind, gehdéren Fibre Channel,
SAS, iSCSI uber TCP/IP, NVMe/FC, NVMe/IB, NVME/RoCE und iSER over InfiniBand (iSCSI-Erweiterungen
fur RDMA/IB). DA wird von SRP nicht Uber InfiniBand unterstitzt.

Was ist FDE/FIPS-Sicherheit?

FDE/FIPS-Sicherheit bezieht sich auf sichere Laufwerke, die Daten bei Schreibvorgangen verschlisseln und
wahrend Lesevorgangen mit einem eindeutigen Verschllisselungsschlissel entschlisseln.

Diese sicheren Laufwerke verhindern unbefugten Zugriff auf die Daten auf einem Laufwerk, das physisch vom
Storage-Array entfernt wird. Sichere Laufwerke kénnen entweder vollstandige Festplattenverschlisselung (Full
Disk Encryption, FDE) oder FIPS-Laufwerke (Federal Information Processing Standard) sein. FIPS-Laufwerke
wurden getestet.
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Fir Volumes, die FIPS-Unterstiitzung erfordern, verwenden Sie nur FIPS-Laufwerke. Durch das
Mischen von FIPS- und FDE-Laufwerken in einer Volume-Gruppe oder einem Pool werden alle

@ Laufwerke als FDE-Laufwerke behandelt. AuRerdem kann ein FDE-Laufwerk nicht zu einer
Ersatzfestplatte in einer reinen FIPS-Volume-Gruppe oder einem Pool hinzugefligt oder
verwendet werden.

Was ist sicher-fahig (Drive Security)?

Drive Security ist eine Funktion, die bei Entfernung aus dem Speicher-Array unberechtigten Zugriff auf Daten
auf sicheren Laufwerken verhindert.

Dabei konnen es sich entweder um vollstandige Festplattenverschlisselung (Full Disk Encryption, FDE)-
Laufwerke oder um FIPS-Laufwerke (Federal Information Processing Standard) handeln.

Wie kann ich samtliche SSD Cache Statistiken anzeigen und interpretieren?
Sie kdbnnen nominale Statistiken und detaillierte Statistiken fiir SSD Cache anzeigen.

Die Nominalstatistiken sind eine Untergruppe der detaillierten Statistiken. Die detaillierten Statistiken konnen
nur angezeigt werden, wenn Sie alle SSD-Statistiken in eine .csv-Datei exportieren. Wahrend Sie die
Statistiken Uberprifen und interpretieren, beachten Sie, dass einige Interpretationen durch die Priifung einer
Kombination von Statistiken abgeleitet werden.

Nominale Statistiken

Um SSD Cache Statistiken anzuzeigen, gehen Sie zur Seite Verwalten. Wahlen Sie MenU:Provisioning[Pools
& Volume-Gruppen konfigurieren]. Wahlen Sie den SSD-Cache aus, fir den Sie Statistiken anzeigen mochten,
und wahlen Sie dann Menl:Mehr[Statistik anzeigen]. Die nominalen Statistiken werden im Dialogfeld ,View
SSD Cache Statistics“ angezeigt.

@ Diese Funktion steht nicht auf dem EF600 oder EF300-Storage-System zur Verfiigung.
Die Liste enthalt nominale Statistiken, die eine Untermenge der detaillierten Statistiken sind.

Detaillierte Statistiken

Die detaillierten Statistiken bestehen aus den Nominalstatistiken sowie zusatzlichen Statistiken. Diese
zusatzlichen Statistiken werden zusammen mit den nominalen Statistiken gespeichert, werden aber im
Gegensatz zu den nominalen Statistiken nicht im Dialogfeld ,View SSD Cache Statistics” angezeigt. Sie
koénnen die detaillierten Statistiken nur anzeigen, nachdem Sie die Statistiken in eine CSV-Datei exportiert
haben.

Die detaillierten Statistiken sind nach den Nominalstatistiken aufgelistet.

Was ist der Schutz vor Regalverlust und der Schutz vor Schubladenverlust?

Shelf-Schutz und Schutz vor Schubladenverlust sind Attribute von Pools und Volume-Gruppen, die es Ihnen
ermoglichen, den Datenzugriff bei Ausfall eines einzelnen Shelfs oder einer Schublade aufrechtzuerhalten.

Schutz vor Regalverlust

Ein Shelf ist das Gehause, das entweder die Laufwerke oder die Laufwerke und den Controller enthalt. Der
Shelf-Verlust-Schutz garantiert den Zugriff auf die Daten auf den Volumes in einem Pool oder einer Volume-
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Gruppe, wenn ein totaler Verlust der Kommunikation mit einem einzelnen Festplatten-Shelf auftritt. Ein Beispiel
fur einen volligen Verlust der Kommunikation kann ein Verlust an Strom am Festplatten-Shelf oder ein Ausfall
beider I/O-Module (IOMs) sein.

Der Schutz vor Shelf-Verlust ist nicht gewahrleistet, wenn ein Laufwerk bereits im Pool oder in

@ der Volume-Gruppe ausgefallen ist. In dieser Situation kommt es beim Verlust des Zugriffs auf
ein Festplatten-Shelf und folglich auch eines anderen Laufwerks im Pool oder der Volume-
Gruppe zu Datenverlusten.

Die Kriterien fir den Regalverlustschutz hangen von der Schutzmethode ab, wie in der folgenden Tabelle
beschrieben.

Ebene Kriterien fiir den Schutz vor Mindestanzahl der bendétigten
Regalverlust Shelves
Pool Der Pool muss Laufwerke von 5

mindestens finf Shelfs enthalten,
und es muss eine gleiche Anzahl
von Laufwerken in jedem Shelf
vorhanden sein. Der Schutz vor
Shelf-Datenverlusten ist nicht auf
Shelfs mit hoher Kapazitat
anwendbar. Wenn das System
kapazitatsstarke Shelfs enthalt,
finden Sie weitere Informationen
unter Abflussschutz.

RAID 6 Die Volume-Gruppe enthalt nicht 3
mehr als zwei Laufwerke in einem
einzigen Einschub.

RAID 3 oder RAID 5 Jedes Laufwerk in der Volume- 3
Gruppe befindet sich in einem
separaten Shelf.

RAID 1 Jedes Laufwerk in einem RAID-1- 2
Paar muss sich in einem separaten
Shelf befinden.
RAID 0 Shelf-Verlustschutz kann nicht Keine Angabe

erreicht werden.

Schutz vor Schubladenverlust

Eine Schublade ist eines der Facher eines Regals, das Sie herausziehen, um auf die Laufwerke zuzugreifen.
Nur die Regale mit hoher Kapazitat verfliigen Gber Schubladen. Der Schutz vor Schubladenverlust garantiert
den Zugriff auf die Daten auf den Volumes in einem Pool oder einer Volume-Gruppe, wenn ein vollstandiger
Verlust der Kommunikation mit einem einzelnen Fach auftritt. Ein Beispiel fir einen Totalverlust der
Kommunikation kann zu einem Stromausfall in der Schublade oder einem Ausfall einer internen Komponente
in der Schublade fuhren.

Der Schutz vor Schubladenverlust ist nicht gewahrleistet, wenn ein Laufwerk bereits im Pool

@ oder in der Volume-Gruppe ausgefallen ist. Wenn in dieser Situation der Zugriff auf eine
Schublade (und folglich ein anderes Laufwerk im Pool oder der Volume-Gruppe) verloren geht,
gehen Daten verloren.
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Die Kriterien fur den Schubladenschutz sind abhangig von der Schutzmethode, wie in der folgenden Tabelle

beschrieben:

Ebene

Pool

RAID 6

RAID 3 oder 5

RAID 1

RAID 0O

Kriterien fiir den Schutz vor
Schubladenverlust

Poolkandidaten miussen Laufwerke
aus allen Schubladen enthalten,
und in jedem Fach muss eine
gleiche Anzahl von Laufwerken
vorhanden sein. Der Pool muss
Laufwerke aus mindestens finf
Schubladen enthalten und in jeder
Schublade muss eine gleiche
Anzahl von Laufwerken vorhanden
sein. Ein Shelf mit 60 Laufwerken
kann einen Schubladenschutz
erreichen, wenn der Pool 15, 20,
25, 30, 35, 40, 45, 50, 55 oder 60
Laufwerke. Nach der ersten
Erstellung kénnen Vielfache von 5
dem Pool hinzugefligt werden.

Die Volume-Gruppe enthalt nicht
mehr als zwei Laufwerke in einem
einzigen Einschub.

Jedes Laufwerk in der Volume-
Gruppe befindet sich in einem
separaten Einschub

Jedes Laufwerk in einem
gespiegelten Paar muss sich in
einem separaten Fach befinden.

Der Schutz vor Schubladenverlust
kann nicht erreicht werden.

Mindestanzahl der benétigten

Schubladen
5

Keine Angabe

Wie kann ich den Schutz vor Schubladenausfall wahren?

Verwenden Sie die in der folgenden Tabelle aufgeflhrten Kriterien, um den Schutz vor Shelf- und
Schubladenverlusten flr einen Pool oder eine Volume-Gruppe aufrechtzuerhalten.

Ebene

Pool
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Kriterien fiir den Schutz vor
Shelf-/Schubladenverlust

Bei Shelfs darf der Pool nicht mehr
als zwei Laufwerke in einem
einzelnen Shelf enthalten. Bei
Schubladen muss der Pool eine
gleiche Anzahl von Laufwerken von
jeder Schublade enthalten.

Mindestanzahl an
Shelves/Schubladen erforderlich

6 flr Regale 5 fur Schubladen



Ebene Kriterien fiir den Schutz vor Mindestanzahl an
Shelf-/Schubladenverlust Shelves/Schubladen erforderlich

RAID 6 Die Volume-Gruppe enthalt nicht 3
mehr als zwei Laufwerke in einem
einzelnen Shelf oder einer
einzelnen Schublade.

RAID 3 oder RAID 5 Jedes Laufwerk in der Volume- 3
Gruppe befindet sich in einem
separaten Shelf oder einer
separaten Schublade.

RAID 1 Jedes Laufwerk in einem 2
gespiegelten Paar muss sich in
einem eigenen Shelf oder einer
separaten Schublade befinden.

RAID 0 Schutz vor Shelf- Keine Angabe
/Schubladenverlust kann nicht
erreicht werden.

Der Schutz vor Shelf-/Schubladenverlust bleibt nicht erhalten, wenn ein Laufwerk bereits in dem

@ Pool oder der Volume-Gruppe ausgefallen ist. Geht in dieser Situation der Zugriff auf ein
Festplatten-Shelf oder eine Laufwerksschublade verloren und somit ein weiteres Laufwerk im
Pool bzw. der Volume-Gruppe, geht es zu Datenverlusten.

Was ist die Optimierungskapazitat fur Pools?

SSD-Laufwerke haben eine langere Lebensdauer und eine bessere maximale Schreib-Performance, wenn ein
Teil ihrer Kapazitat nicht zugewiesen ist.

Bei Laufwerken, die einem Pool zugeordnet sind, besteht nicht zugewiesene Kapazitat aus der
Erhaltungskapazitat eines Pools, der freien Kapazitat (nicht von Volumes genutzte Kapazitat) und einem Teil
der nutzbaren Kapazitat, der als zusatzliche Optimierungskapazitat zur Verfligung steht. Die zusatzliche
Optimierungskapazitat stellt ein Mindestmalf’ an Optimierungskapazitat zur Verfligung, indem die nutzbare
Kapazitat reduziert wird. Somit ist fiir die Volume-Erstellung nicht verfiigbar.

Wenn ein Pool erstellt wird, wird eine empfohlene Optimierungskapazitat generiert, die ein ausgewogenes
Verhaltnis zwischen Performance, Laufwerksabnutzung und verfligbarer Kapazitat bietet. Der Schieberegler
,zusatzliche Optimierung der Kapazitat* im Dialogfeld ,Pooleinstellungen® ermoéglicht die Anpassung an die
Optimierungskapazitat des Pools. Durch das Anpassen des Schiebereglers erhalten Sie eine bessere
Performance und langere Lebensdauer der Laufwerke, und zwar auf Kosten der verfligbaren Kapazitat oder
zusatzlicher verfiigbarer Kapazitat, und zwar auf Kosten der Leistung und des Verschleiles der Laufwerke.

@ Der Schieberegler ,zusatzliche Optimierung der Kapazitat” ist nur fir Speichersysteme EF600
und EF300 verfigbar.

Was ist die Optimierungskapazitat flir Volume-Gruppen?

SSD-Laufwerke haben eine langere Lebensdauer und eine bessere maximale Schreib-Performance, wenn ein
Teil ihrer Kapazitat nicht zugewiesen ist.

Bei Laufwerken, die einer Volume-Gruppe zugeordnet sind, besteht nicht zugewiesene Kapazitat aus der

131



freien Kapazitat einer Volume-Gruppe (nicht von Volumes genutzte Kapazitat) und einem Teil der nutzbaren
Kapazitat, die als Optimierungskapazitat zur Verfigung gestellt werden. Die zusatzliche Optimierungskapazitat
stellt ein Mindestmalf’ an Optimierungskapazitat zur Verfiigung, indem die nutzbare Kapazitat reduziert wird.
Somit ist fir die Volume-Erstellung nicht verfligbar.

Wenn eine Volume-Gruppe erstellt wird, wird eine empfohlene Optimierungskapazitat generiert, die einen
Ausgleich zwischen Performance, Laufwerkverschleild und verfligbarer Kapazitat bietet. Mit dem Schieberegler
,zusatzliche Optimierung der Kapazitat* im Dialogfeld ,Einstellungen der Volume-Gruppe® kdnnen Sie die
Optimierungskapazitat einer Volume-Gruppe anpassen. Durch das Anpassen des Schiebereglers erhalten Sie
eine bessere Performance und langere Lebensdauer der Laufwerke, und zwar auf Kosten der verfligbaren
Kapazitat oder zusatzlicher verfligbarer Kapazitat, und zwar auf Kosten der Leistung und des Verschleil3es der
Laufwerke.

@ Der zusatzliche Schieberegler zur Optimierung der Kapazitat ist nur fiir Speichersysteme EF600
und EF300 verfiigbar.

Was ist die Fahigkeit zur Ressourcenbereitstellung?

Resource Provisioning ist eine Funktion, die in den EF300- und EF600-Speicher-Arrays zur Verfiigung steht
und die es ermdglicht, Volumes ohne Hintergrundinitialisierung sofort in Betrieb zu nehmen.

Ein vom Ressourcen bereitgestelltes Volume ist ein Thick Volume in einer SSD-Volume-Gruppe oder einem
Pool. Dabei wird bei der Erstellung des Volume die Laufwerkskapazitat zugewiesen (dem Volume
zugewiesen), die Laufwerksbldcke jedoch aufgehoben (nicht zugewiesen). In einem herkémmlichen Thick
Volume werden im Vergleich dazu alle Laufwerkbldcke wahrend der Initialisierung eines Volume im
Hintergrund zugeordnet oder zugewiesen, um die Felder fur den Schutz der Data Assurance zu initialisieren
und die Daten- und RAID-Paritat in jedem RAID Stripe konsistent zu gestalten. Bei einem Volume, das fiir die
Ressource bereitgestellt wird, gibt es keine zeitgebundene Hintergrundinitialisierung. Stattdessen wird jeder
RAID-Stripe nach dem ersten Schreibvorgang auf einen Volume-Block im Stripe initialisiert.

Uber Ressourcen bereitgestellte Volumes werden nur auf SSD-Volume-Gruppen und -Pools unterstitzt, wobei
alle Laufwerke in der Gruppe oder dem Pool die nicht zugewiesene oder nicht geschriebene DULBE-
Fehlerwiederherstellungsfunktion (Logical Block Error Enable) unterstiitzen. Bei der Erstellung eines Volume
mit Ressourcenbereitstellung werden alle dem Volume zugewiesenen Festplattenblocke wieder zugewiesen
(Zuordnung). Zudem kénnen Hosts mithilfe des NVMe-Datensatzmanagements logische Blocke im Volume
deallokalisieren. Die Deallokung von Blécken kann die SSD-Abnutzung verbessern und die maximale Schreib-
Performance erhdhen. Die Verbesserung variiert je nach Modell und Kapazitat der Laufwerke.

Was muss ich uber die Funktion der Ressourcen-bereitgestellten Volumes wissen?

Resource Provisioning ist eine Funktion, die in den EF300- und EF600-Speicher-Arrays zur Verfligung steht
und die es ermdglicht, Volumes ohne Hintergrundinitialisierung sofort in Betrieb zu nehmen.

Die Ressourcen-Provisioning-Funktion ist derzeit nicht verflugbar. In einigen Ansichten kdnnen

@ Komponenten als ressourcenschonende Bereitstellung gemeldet werden, aber die Moglichkeit,
mit Ressourcen bereitgestellte Volumes zu erstellen, wurde deaktiviert, bis sie in einem
zukUnftigen Update erneut aktiviert werden kann.

Volumes mit Ressourcenbereitstellung

Ein vom Ressourcen bereitgestelltes Volume ist ein Thick Volume in einer SSD-Volume-Gruppe oder einem
Pool. Dabei wird bei der Erstellung des Volume die Laufwerkskapazitat zugewiesen (dem Volume
zugewiesen), die Laufwerksbldcke jedoch aufgehoben (nicht zugewiesen). In einem herkémmlichen Thick
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Volume werden im Vergleich dazu alle Laufwerkblocke wahrend der Initialisierung eines Volume im
Hintergrund zugeordnet oder zugewiesen, um die Felder fir den Schutz der Data Assurance zu initialisieren
und die Daten- und RAID-Paritat in jedem RAID Stripe konsistent zu gestalten. Bei einem Volume, das fir die
Ressource bereitgestellt wird, gibt es keine zeitgebundene Hintergrundinitialisierung. Stattdessen wird jeder
RAID-Stripe nach dem ersten Schreibvorgang auf einen Volume-Block im Stripe initialisiert.

Uber Ressourcen bereitgestellte Volumes werden nur auf SSD-Volume-Gruppen und -Pools unterstiitzt, wobei
alle Laufwerke in der Gruppe oder dem Pool die nicht zugewiesene oder nicht geschriebene DULBE-
Fehlerwiederherstellungsfunktion (Logical Block Error Enable) unterstitzen. Bei der Erstellung eines Volume
mit Ressourcenbereitstellung werden alle dem Volume zugewiesenen Festplattenblécke wieder zugewiesen
(Zuordnung). Zudem kénnen Hosts mithilfe des NVMe-Datensatzmanagements logische Blocke im Volume
deallokalisieren. Die Deallokung von Blécken kann die SSD-Abnutzung verbessern und die maximale Schreib-
Performance erhéhen. Die Verbesserung variiert je nach Modell und Kapazitat der Laufwerke.

Aktivieren und Deaktivieren der Funktion

Die Ressourcenbereitstellung ist standardmafig auf Systemen aktiviert, auf denen die Laufwerke DULBE
unterstiitzen. Sie kdnnen diese Standardeinstellung in Pools und Volume-Gruppen deaktivieren. Die
Deaktivierung der Ressourcen-Bereitstellung ist eine permanente Aktion flr vorhandene Volumes und kann
nicht rickgangig gemacht werden (d. h. Sie kdnnen die Ressourcen-Bereitstellung fur diese Volume-Gruppen
und -Pools nicht erneut aktivieren).

Wenn Sie die Ressourcenbereitstellung jedoch fir alle von Ihnen erstellten neuen Volumes erneut aktivieren
mochten, kdnnen Sie dies Uber das Menu:Einstellungen[System] tun. Beachten Sie, dass bei der erneuten
Aktivierung der Ressourcenbereitstellung nur neu erstellte Volume-Gruppen und Pools betroffen sind. Alle
vorhandenen Volume-Gruppen und -Pools bleiben unverandert. Bei Bedarf kénnen Sie die
Ressourcenbereitstellung auch wieder tiber das Menu:Einstellungen[System] deaktivieren.

Worin besteht der Unterschied zwischen internem Sicherheitsschliissel und
externem Sicherheitsschliisselmanagement?

Wenn Sie die Laufwerksicherheit-Funktion implementieren, konnen Sie einen internen Sicherheitsschllissel
oder einen externen Sicherheitsschliissel verwenden, um Daten zu sperren, wenn ein sicheres Laufwerk aus
dem Speicher-Array entfernt wird.

Ein Sicherheitsschlissel ist eine Zeichenkette, die von den sicheren Laufwerken und Controllern in einem
Speicher-Array gemeinsam genutzt wird. Interne Schliissel befinden sich im persistenten Speicher des
Controllers. Externe Schlissel werden mithilfe eines Key Management Interoperability Protocol (KMIP) auf
einem separaten Verschlisselungsmanagement-Server aufbewahrt.

Was muss ich vor der Erstellung eines Sicherheitsschlissels wissen?

Ein Sicherheitsschllssel wird von Controllern und sicheren Laufwerken innerhalb eines Storage-Arrays
gemeinsam verwendet. Wenn ein sicheres Laufwerk aus dem Speicher-Array entfernt wird, schiitzt der
Sicherheitsschliissel die Daten vor unberechtigtem Zugriff.

Sie kdnnen Sicherheitsschlissel mit einer der folgenden Methoden erstellen und verwalten:

* Internes Verschllisselungsmanagement auf dem persistenten Speicher des Controllers.

« Externes Verschlisselungskeymanagement auf einem externen Verschlisselungsmanagement-Server.
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Internes Verschliisselungsmanagement

Interne Schliissel werden in einem nicht zuganglichen Ort im persistenten Speicher des Controllers gepflegt
und ,versteckt‘. Bevor Sie einen internen Sicherheitsschlissel erstellen, miissen Sie Folgendes tun:

1. Installieren Sie sichere Laufwerke im Speicher-Array. Es kénnen sich bei diesen Laufwerken um
vollstandige Festplattenverschlisselung (Full Disk Encryption, FDE) oder FIPS-Laufwerke (Federal
Information Processing Standard) handelt.

2. Stellen Sie sicher, dass die Laufwerksicherheit aktiviert ist. Wenden Sie sich bei Bedarf an lhren Storage-
Anbieter, um Anweisungen zur Aktivierung der Laufwerkssicherheitsfunktion zu erhalten.

Sie kénnen dann einen internen Sicherheitsschlissel erstellen, der die Definition einer Kennung und einer
Passphrase beinhaltet. Die Kennung ist eine Zeichenfolge, die dem Sicherheitsschlissel zugeordnet ist und
auf dem Controller und allen Laufwerken gespeichert ist, die mit dem Schlissel verknUpft sind. Der
Passphrase wird verwendet, um den Sicherheitsschlissel fur Sicherungszwecke zu verschlisseln. Wenn Sie
fertig sind, wird der Sicherheitsschliissel auf dem Controller an einem nicht zuganglichen Ort gespeichert.
Anschlielend kénnen sichere Volume-Gruppen und -Pools erstellt oder die Sicherheit fiir vorhandene Volume-
Gruppen und -Pools aktiviert werden.

Externes Verschliisselungskeymanagement

Externe Schlissel werden mithilfe eines Key Management Interoperability Protocol (KMIP) auf einem
separaten Verschlisselungsmanagement-Server aufbewahrt. Bevor Sie einen externen Sicherheitsschllssel
erstellen, missen Sie Folgendes tun:

1. Installieren Sie sichere Laufwerke im Speicher-Array. Es kénnen sich bei diesen Laufwerken um
vollstandige Festplattenverschlisselung (Full Disk Encryption, FDE) oder FIPS-Laufwerke (Federal
Information Processing Standard) handelt.

2. Stellen Sie sicher, dass die Laufwerksicherheit aktiviert ist. Wenden Sie sich bei Bedarf an lhren Storage-
Anbieter, um Anweisungen zur Aktivierung der Laufwerkssicherheitsfunktion zu erhalten

3. Abrufen einer signierten Client-Zertifikatdatei. Ein Client-Zertifikat validiert die Controller des Storage-
Arrays, damit der Verschlisselungsmanagement-Server ihren KMIP-Anforderungen vertrauen kann.

a. Zunachst haben Sie eine Client Certificate Signing Request (CSR) abgeschlossen und
heruntergeladen. Wechseln Sie zum Men(:Einstellungen[Zertifikate > Schlisselverwaltung > CSR
abschliel3en].

b. Als Nachstes fordern Sie ein signiertes Clientzertifikat von einer Zertifizierungsstelle an, die vom
Schlusselverwaltungsserver vertrauenswurdig ist. (Sie kbnnen auch mithilfe der heruntergeladenen
CSR-Datei ein Client-Zertifikat vom Schllsselverwaltungsserver erstellen und herunterladen.)

c. Sobald Sie Uber eine Clientzertifikatdatei verfligen, kopieren Sie diese Datei auf den Host, auf dem Sie
auf System Manager zugreifen.

4. Rufen Sie eine Zertifikatdatei vom Verschllsselungsmanagement-Server ab, und kopieren Sie diese Datei
dann auf den Host, auf dem Sie auf System Manager zugreifen. Ein Zertifikat fir den
Schlisselmanagementserver validiert den Schlisselmanagementserver, damit das Storage-Array seiner
IP-Adresse vertrauen kann. Sie kdnnen fiir den Schliisselverwaltungsserver ein Root-, Intermediate- oder
Serverzertifikat verwenden.

AnschlieRend konnen Sie einen externen Schlissel erstellen, der die IP-Adresse des
Verschlisselungsmanagement-Servers und die fir die KMIP Kommunikation verwendete Port-Nummer
umfasst. Wahrend dieses Prozesses laden Sie auch Zertifikatdateien. Nach Abschluss des Vorgangs stellt das
System eine Verbindung zum Schllisselverwaltungsserver mit den von Ihnen eingegebenen Anmeldedaten
her. AnschlieRend kénnen sichere Volume-Gruppen und -Pools erstellt oder die Sicherheit fir vorhandene
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Volume-Gruppen und -Pools aktiviert werden.

Warum muss ich eine Passphrase definieren?

Der Passphrase wird verwendet, um die auf dem lokalen Management-Client gespeicherte
Sicherheitsschliisseldatei zu verschlisseln und zu entschllsseln. Ohne den Passphrase kann der
Sicherheitsschlissel nicht entschliisselt und verwendet werden, um Daten von einem sicheren Laufwerk zu
entsperren, wenn er in einem anderen Speicher-Array neu installiert wird.

135



Copyright-Informationen

Copyright © 2026 NetApp. Alle Rechte vorbehalten. Gedruckt in den USA. Dieses urheberrechtlich geschiitzte
Dokument darf ohne die vorherige schriftiche Genehmigung des Urheberrechtsinhabers in keiner Form und
durch keine Mittel — weder grafische noch elektronische oder mechanische, einschliel3lich Fotokopieren,
Aufnehmen oder Speichern in einem elektronischen Abrufsystem — auch nicht in Teilen, vervielfaltigt werden.

Software, die von urheberrechtlich geschitztem NetApp Material abgeleitet wird, unterliegt der folgenden
Lizenz und dem folgenden Haftungsausschluss:

DIE VORLIEGENDE SOFTWARE WIRD IN DER VORLIEGENDEN FORM VON NETAPP ZUR VERFUGUNG
GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE GEWAHRLEISTUNG, EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE STILLSCHWEIGENDE GEWAHRLEISTUNG DER
MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.

136


http://www.netapp.com/TM\

	Storage Plug-in für vCenter : E-Series storage systems
	Inhalt
	Storage Plug-in für vCenter
	Erfahren Sie mehr über das SANtricity Storage Plug-in für vCenter
	Verfügbare Aufgaben
	Schnittstellenübersicht
	Konfigurationsübersicht
	Weitere Informationen

	Los geht’s
	Installations- und Upgrade-Anforderungen für das SANtricity Storage Plug-in für vCenter
	Installieren oder aktualisieren Sie das SANtricity Storage Plug-in für vCenter
	Konfigurieren Sie das SANtricity-Speicher-Plugin für vCenter-Zugriffsberechtigungen
	Melden Sie sich an und navigieren Sie zum SANtricity Storage Plug-in für vCenter
	Ermitteln Sie Speicher-Arrays im SANtricity Speicher-Plug-in für vCenter
	Stellen Sie Speicher im SANtricity Speicher-Plug-in für vCenter bereit
	Zeigen Sie den Status Ihres Speichersystems im SANtricity Speicher-Plug-in für vCenter an

	Verwalten von Zertifikaten
	Erfahren Sie mehr über das Verwalten von Zertifikaten im SANtricity Speicher-Plug-in für vCenter
	Verwenden Sie CA-signierte Zertifikate im SANtricity-Speichermodul für vCenter
	Setzen Sie Managementzertifikate im SANtricity Speicher-Plug-in für vCenter zurück
	Importieren Sie Zertifikate für Arrays im SANtricity Speicher-Plugin für vCenter
	Zeigen Sie Zertifikate im SANtricity Speicher-Plug-in für vCenter an
	Exportieren Sie Zertifikate in das SANtricity-Speichermodul für vCenter
	Löschen Sie vertrauenswürdige Zertifikate im SANtricity Speicher-Plugin für vCenter
	Lösen Sie nicht vertrauenswürdige Zertifikate im SANtricity Speicher-Plug-in für vCenter auf

	Management von Arrays
	Erfahren Sie mehr über das Management von Speicher-Arrays im SANtricity Speicher-Plug-in für vCenter
	Ermitteln Sie Speicher-Arrays im SANtricity Speicher-Plug-in für vCenter
	Benennen Sie ein Speicher-Array im SANtricity Speicher-Plug-in für vCenter um
	Ändern Sie die Passwörter für Speicher-Arrays im SANtricity Speicher-Plug-in für vCenter
	Entfernen Sie Speicher-Arrays im SANtricity Speicher-Plug-in für vCenter
	Starten Sie System Manager über das SANtricity Storage Plug-in für vCenter

	Einstellungen importieren
	Erfahren Sie mehr über die Funktion „Importeinstellungen“ im SANtricity Storage Plugin für vCenter
	Importieren Sie Warnmeldungseinstellungen in das SANtricity-Speicher-Plug-in für vCenter
	Importieren Sie die AutoSupport-Einstellungen in das SANtricity Speicher-Plug-in für vCenter
	Importieren Sie die Einstellungen für Verzeichnisdienste im SANtricity-Speichermodul für vCenter
	Importieren Sie Systemeinstellungen in das SANtricity-Speichermodul für vCenter
	Importieren Sie die Speicherkonfigurationseinstellungen im SANtricity Speicher-Plug-in für vCenter

	Managen von Array-Gruppen
	Erfahren Sie mehr über das Management von Array-Gruppen im SANtricity Storage Plug-in für vCenter
	Erstellen Sie eine Speicher-Array-Gruppe im SANtricity Speicher-Plug-in für vCenter
	Fügen Sie Speicher-Array zur Gruppe im SANtricity Speicher-Plugin für vCenter hinzu
	Benennen Sie eine Speicher-Array-Gruppe im SANtricity Speicher-Plug-in für vCenter um
	Entfernen Sie Speicher-Arrays aus einer Gruppe im SANtricity Speicher-Plug-in für vCenter
	Löschen Sie eine Speicher-Array-Gruppe im SANtricity Speicher-Plug-in für vCenter

	Aktualisieren der Betriebssystemsoftware
	Erfahren Sie mehr über das Management von SANtricity Software-Upgrades mit dem Storage Plug-in für vCenter
	Führen Sie eine Integritätsprüfung vor dem Upgrade im SANtricity-Speichermodul für vCenter durch
	Führen Sie ein Upgrade der SANtricity Software und NVSRAM mit dem Storage Plug-in für vCenter durch
	Aktivieren Sie die gestufte Betriebssystemsoftware im SANtricity-Speichermodul für vCenter
	Löschen Sie die gestufte Betriebssystemsoftware im SANtricity Storage Plug-in für vCenter
	Managen Sie das Software Repository im SANtricity Storage Plug-in für vCenter

	Bereitstellung von Storage
	Erfahren Sie mehr über die Bereitstellung von Storage im SANtricity Storage Plug-in für vCenter
	Erstellen Sie Speicher im SANtricity Speicher-Plug-in für vCenter
	Steigerung der Kapazität eines Volumes im SANtricity Storage Plug-in für vCenter
	Ändern Sie die Einstellungen für ein Volume im SANtricity Storage Plug-in für vCenter
	Fügen Sie Volumes zum Workload im SANtricity Speicher-Plug-in für vCenter hinzu
	Ändern Sie die Workload-Einstellungen im SANtricity Storage Plug-in für vCenter
	Initialisieren Sie Volumes im SANtricity Speicher-Plug-in für vCenter
	Verteilen Sie Volumes im SANtricity Speicher-Plug-in für vCenter neu
	Ändern Sie die Controller-Eigentümerschaft eines Volumes im SANtricity-Speicher-Plug-in für vCenter
	Ändern Sie die Cache-Einstellungen für ein Volume im SANtricity Storage Plug-in für vCenter
	Ändern Sie die Einstellungen für die Medienscan für ein Volume im SANtricity Speicher-Plug-in für vCenter
	Löschen Sie das Volume im SANtricity Speicher-Plug-in für vCenter

	Hosts konfigurieren
	Erfahren Sie mehr über die Hosterstellung im SANtricity Speicher-Plug-in für vCenter
	Erstellen Sie den Hostzugriff im SANtricity Speicher-Plug-in für vCenter
	Erstellen Sie im SANtricity-Speichermodul für vCenter einen Hostcluster
	Weisen Sie Hosts im SANtricity Speicher-Plug-in für vCenter Volumes zu
	Heben Sie die Zuweisung von Volumes im SANtricity Speicher-Plug-in für vCenter auf
	Ändern Sie die Einstellungen für einen Host im SANtricity Speicher-Plug-in für vCenter
	Löschen Sie einen Host oder einen Host-Cluster im SANtricity-Speicher-Plug-in für vCenter

	Konfiguration von Pools und Volume-Gruppen
	Informieren Sie sich im SANtricity Storage Plug-in für vCenter über Speicherpools und Volume-Gruppen
	Erstellen Sie automatisch einen Pool im SANtricity-Speichermodul für vCenter
	Erstellen Sie manuell einen Pool im SANtricity-Speichermodul für vCenter
	Erstellen Sie im SANtricity Speicher-Plug-in für vCenter eine Volume-Gruppe
	Fügen Sie Kapazität zu einem Pool oder einer Volume-Gruppe im SANtricity Speicher-Plug-in für vCenter hinzu
	Erstellen Sie ein SSD-Cache im SANtricity-Speicher-Plug-in für vCenter
	Ändern Sie die Konfigurationseinstellungen für einen Pool im SANtricity-Speichermodul für vCenter
	Ändern Sie die Konfigurationseinstellungen für eine Volume-Gruppe im SANtricity Storage Plug-in für vCenter
	Ändern Sie die SSD-Cache-Einstellungen im SANtricity Storage Plug-in für vCenter
	Zeigen Sie die SSD-Cache-Statistiken im SANtricity Speicher-Plug-in für vCenter an
	Prüfen Sie die Volume-Redundanz im SANtricity Storage Plug-in für vCenter
	Löschen Sie einen Pool oder eine Volume-Gruppe im SANtricity Speicher-Plug-in für vCenter
	Konsolidierung der freien Kapazität für eine Volume-Gruppe im SANtricity Speicher-Plug-in für vCenter
	Schalten Sie die LED-Anzeigen auf einem Laufwerk im SANtricity-Speichermodul für vCenter ein
	Reduzieren Sie die Kapazität eines vorhandenen Pools oder SSD-Caches im SANtricity Storage Plug-in für vCenter
	Aktivieren Sie die Sicherheit für einen Pool oder eine Volume-Gruppe im SANtricity Speicher-Plug-in für vCenter

	Entfernen Sie das SANtricity Storage Plug-in für vCenter
	Registrieren Sie das Plug-in von einer vCenter Server Appliance
	Entfernen Sie den Plugin-Webserver vom Anwendungs-Host

	FAQ zum SANtricity Storage Plugin für vCenter
	Welche Einstellungen werden importiert?
	Warum sehe ich nicht alle meine Storage Arrays?
	Warum sind diese Volumes nicht mit einem Workload verbunden?
	Wie wirkt sich mein ausgewählter Workload auf die Erstellung des Volumes aus?
	Warum sehe ich nicht alle meine Volumes, Hosts oder Host Cluster?
	Warum kann ich den ausgewählten Workload nicht löschen?
	Wie können mir applikationsspezifische Workloads beim Management meines Storage Arrays helfen?
	Was muss ich tun, um die erweiterte Kapazität erkennen zu können?
	Wann soll ich die spätere Auswahl Host zuweisen verwenden?
	Was muss ich über die Anforderungen der Host-Blockgröße wissen?
	Warum sollte ich ein Host-Cluster erstellen?
	Wie kann ich feststellen, welches Host-Betriebssystem richtig ist?
	Wie Stelle ich die Host-Ports einem Host gegenüber?
	Was ist das Standard-Cluster?
	Was ist Redundanzprüfung?
	Was ist Erhaltungskapazität?
	Welches RAID-Level eignet sich am besten für meine Applikation?
	Warum werden einige Laufwerke nicht angezeigt?
	Warum kann ich meine Konservierungskapazität nicht erhöhen?
	Was ist Data Assurance?
	Was ist FDE/FIPS-Sicherheit?
	Was ist sicher-fähig (Drive Security)?
	Wie kann ich sämtliche SSD Cache Statistiken anzeigen und interpretieren?
	Was ist der Schutz vor Regalverlust und der Schutz vor Schubladenverlust?
	Wie kann ich den Schutz vor Schubladenausfall wahren?
	Was ist die Optimierungskapazität für Pools?
	Was ist die Optimierungskapazität für Volume-Gruppen?
	Was ist die Fähigkeit zur Ressourcenbereitstellung?
	Was muss ich über die Funktion der Ressourcen-bereitgestellten Volumes wissen?
	Worin besteht der Unterschied zwischen internem Sicherheitsschlüssel und externem Sicherheitsschlüsselmanagement?
	Was muss ich vor der Erstellung eines Sicherheitsschlüssels wissen?
	Internes Verschlüsselungsmanagement
	Warum muss ich eine Passphrase definieren?



