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VMware Express-Konfiguration

VMware Express-Konfiguration in der E-Series

Die VMware Express Methode zur Installation Ihres Storage-Arrays und zum Zugriff auf

SANTtricity System Manager ist zur Einrichtung eines eigenstandigen VMware Hosts auf

einem E-Series Storage-System geeignet. Er ist so konzipiert, dass das Storage-System
mit minimalen Entscheidungspunkten schneller betriebsbereit ist.

Verfahrenstibersicht

Die Express-Methode umfasst die folgenden Schritte, die ebenfalls im beschrieben werden "VMware
Workflow".

1.

2.
3.

Richten Sie eine der folgenden Kommunikationsumgebungen ein:
> "NVMe over Fibre Channel"
o "Fibre Channel"
o "ISCSI"
o "SAS"
Erstellung logischer Volumes im Storage-Array

Stellen Sie die Volumes fiir den Daten-Host zur Verfligung.

Weitere Informationen

Online-Hilfe — beschreibt die Verwendung von SANtricity System Manager zum Abschlie}en von
Konfigurations- und Storage-Managementaufgaben. Es ist im Produkt verfigbar.

"NetApp Knowledge Base" (Eine Datenbank mit Artikeln) — enthalt Informationen zur Fehlerbehebung,
haufig gestellte Fragen und Anweisungen zu einem breiten Spektrum an NetApp Produkten und
Technologien.

"NetApp Interoperabilitats-Matrix-Tool" — ermdglicht die Suche nach Konfigurationen von NetApp
Produkten und Komponenten, die den von NetApp angegebenen Standards und Anforderungen
entsprechen.

"VMware Konfigurationshandbuch fiir E-Series SANtricity iISCSI Integration mit ESXi 6.X" — bietet
technische Details zur iSCSI-Integration mit VMware.

"VMware Konfigurationsmaxima" — beschreibt die Konfiguration von virtuellem und physischem Speicher,
um innerhalb der zulassigen Maximalwerte zu bleiben, die ESX/ESXi unterstitzt.

"Anforderungen und Einschrankungen von VMware NVMe Storage".

"Dokumentation zu VMware vSphere" — stellt ESXi vCenter Server Dokumentation zur Verfligung.

Annahmen (E-Series und VMware)

Die VMware Express Methode basiert auf folgenden Annahmen:


https://kb.netapp.com/
http://mysupport.netapp.com/matrix
https://www.netapp.com/pdf.html?item=/media/17017-tr4789pdf.pdf
https://configmax.broadcom.com/home
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.storage.doc/GUID-9AEE5F4D-0CB8-4355-BF89-BB61C5F30C70.html
https://docs.vmware.com/en/VMware-vSphere/index.html

Komponente

Trennt

Host

Storage Management Station

IP-Adresse

Storage-Bereitstellung

Voraussetzungen

 Sie haben zur Installation der Hardware die in den
Controller-Shelfs enthaltene Installations- und
Setup-Anleitung verwendet.

» Sie haben Kabel zwischen den optionalen
Laufwerk-Shelfs und den Controllern verbunden.

» Sie haben das Storage-System mit Strom
versorgt.

+ Sie haben alle anderen Hardware installiert (z. B.
Management Station, Switches) und die
notwendigen Verbindungen hergestellt.

* Sie haben eine Verbindung zwischen dem
Speichersystem und dem Daten-Host hergestellt.

 Sie haben das Host-Betriebssystem installiert.
» Sie nutzen VMware nicht als virtualisierten Gast.

+ Sie konfigurieren den Host der Daten (I/O-
Attached) nicht fiir den Booten iber das SAN.

 Sie verwenden ein 1-Gbit/s- oder schnelleres
Managementnetzwerk.

« Sie verwenden fir die Verwaltung eine separate
Station statt des (I/O-angeschlossenen) Host.

Sie verwenden ein Out-of-Band-Management, bei
dem eine Storage-Management-Station Befehle
Uber die Ethernet-Verbindungen zum Controller
an das Storage-System sendet.

Sie haben die Management-Station mit
demselben Subnetz wie die Storage-
Management-Ports verbunden.

 Sie haben einen DHCP-Server installiert und
konfiguriert.

+ Sie haben noch nicht eine Ethernet-Verbindung
zwischen der Management Station und dem
Speichersystem hergestellt.

* Freigegebene Volumes werden nicht verwendet.

« Sie erstellen Pools statt Volume-Gruppen.



Komponente Voraussetzungen

Protokoll FC * Sie haben alle Host-seitigen FC-Verbindungen
und aktiviertes Switch-Zoning vorgenommen.

 Sie verwenden von NetApp unterstutzte FC HBAs
und Switches.

» Sie verwenden den FC-HBA-Treiber und die in
aufgeflhrten Firmware-Versionen "NetApp
Interoperabilitats-Matrix-Tool".

Protokoll: NVMe over Fibre Channel + Sie haben alle Host-seitigen FC-Verbindungen
und aktiviertes Switch-Zoning vorgenommen.

» Sie verwenden von NetApp unterstitzte FC HBAs
und Switches.

+ Sie verwenden den FC-HBA-Treiber und die in
aufgeflhrten Firmware-Versionen "NetApp
Interoperabilitats-Matrix-Tool".

Protokoll: ISCSI » Sie verwenden Ethernet-Switches, die iISCSI-
Datenverkehr transportieren kdnnen.

+ Sie haben die Ethernet-Switches gemaf der
Empfehlung des Anbieters flur iSCSI konfiguriert.

Protokoll SAS « Sie verwenden von NetApp unterstitzte SAS
HBAs.

» Sie verwenden den SAS-HBA-Treiber und die in
aufgeflihrten Firmware-Versionen "NetApp
Interoperabilitats-Matrix-Tool".

Wenn diese Annahmen fir lhre Installation nicht korrekt sind oder Sie weitere konzeptionelle
Hintergrundinformationen bendtigen, lesen Sie den folgenden technischen Bericht: "VMware
Konfigurationshandbuch fiir E-Series SANtricity iSCSI Integration mit ESXi 6.X"

Verstehen Sie den VMware Workflow in der E-Series

Dieser Workflow fuhrt Sie durch die ,Express Methode" zur Konfiguration Ihres Storage
Arrays und von SANTtricity System Manager, um Storage einem VMware Host zur
Verfugung zu stellen.


http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
https://www.netapp.com/pdf.html?item=/media/17017-tr4789pdf.pdf
https://www.netapp.com/pdf.html?item=/media/17017-tr4789pdf.pdf
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Uberpriifen Sie die Unterstiitzung der VMware-
Konfiguration in der E-Series

Um einen zuverlassigen Betrieb zu gewahrleisten, erstellen Sie einen
Implementierungsplan und Uberprufen mit dem NetApp Interoperabilitats-Matrix-Tool
(IMT) die Unterstltzung der gesamten Konfiguration.

Schritte
1. Wechseln Sie zum "NetApp Interoperabilitats-Matrix-Tool".

2. Klicken Sie auf die Kachel * Solution Search*.
3. Klicken Sie im Menu:Protokolle[SAN Host] auf die Schaltflache Hinzufiigen neben E-Series SAN-Host.

4. Klicken Sie Auf Suchkriterien Verfeinern.

Der Abschnitt Suchkriterien verfeinern wird angezeigt. In diesem Abschnitt kdnnen Sie das zutreffende
Protokoll sowie andere Kriterien fir die Konfiguration auswahlen, z. B. Betriebssystem, NetApp OS und
Host Multipath-Treiber. Wahlen Sie die Kriterien aus, die Sie fur Ihre Konfiguration kennen, und sehen Sie
dann, welche kompatiblen Konfigurationselemente gelten. Fiihren Sie bei Bedarf die Updates fir Ihr
Betriebssystem und Protokoll durch, die im Tool vorgeschrieben sind. Detaillierte Informationen zu der von
Ihnen gewahlten Konfiguration finden Sie auf der Seite Unterstltzte Konfigurationen anzeigen, indem Sie
auf den rechten Seitenpfeil klicken.

5. Nehmen Sie bei Bedarf die in der Tabelle aufgeflihrten Aktualisierungen fir lhr Betriebssystem und
Protokoll vor.


http://mysupport.netapp.com/matrix

Betriebssystem-Updates

» Moglicherweise mussen Sie
Out-of-Box-Treiber
installieren, um die
Funktionalitat und den
Support zu gewahrleisten. Sie
konnen HBA-Treiber mithilfe
der ESXi Shell oder einer
Remote-SSH-Verbindung zum
ESXi Host installieren. Um mit
einer dieser Methoden auf
den Host zuzugreifen, missen
Sie den ESXi Shell- und SSH-
Zugriff aktivieren. Weitere
Informationen zur ESXi Shell
finden Sie in der VMware
Knowledge Base zur
Verwendung der ESXi Shell in
ESXi. Informationen zu
Installationsbefehlen finden
Sie in den Anweisungen zu
den HBA-Treibern.

» Jeder HBA-Anbieter verfligt
Uber spezifische Methoden
zur Aktualisierung des Boot-
Codes und der Firmware.
Einige dieser Methoden
konnten die Verwendung
eines vCenter-Plugins oder
die Installation des CIM-
Providers auf dem ESXi-Host
beinhalten. Mit vCenter-
Plugins erhalten Sie
Informationen Uber den
spezifischen HBA des
Anbieters. Im Support-
Abschnitt auf der Website des
Anbieters finden Sie die
Anweisungen und Software,
die zur Aktualisierung des
HBA-Startcodes oder der
Firmware erforderlich sind.
Informationen zum korrekten
Startcode oder der korrekten
Firmware erhalten Sie im
VMware Compatibility Guide
oder auf der Website des
HBA-Anbieters.

ISCSI

Protokoll
FC

NIC-Treiber (Network Interface
Card), Firmware und Bootcode

Protokollbezogene Updates

Host Bus Adapter (HBA)-Treiber,
Firmware und Bootcode

SAS



Konfigurieren Sie IP-Adressen mithilfe von DHCP in der E-
Series — VMware

Um die Kommunikation zwischen Management Station und Speicher-Array zu
konfigurieren, verwenden Sie DHCP (Dynamic Host Configuration Protocol), um IP-
Adressen bereitzustellen.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

» Ein DHCP-Server wird in demselben Subnetz wie die Storage Management-Ports installiert und
konfiguriert.

Uber diese Aufgabe

Jedes Storage-Array verflgt entweder Uber einen Controller (Simplexkonfiguration) oder zwei Controller
(Duplexkonfiguration) und jeder Controller Uber zwei Storage-Management-Ports. Jedem Management-Port
wird eine IP-Adresse zugewiesen.

Die folgenden Anweisungen beziehen sich auf ein Speicher-Array mit zwei Controllern (eine
Duplexkonfiguration).

Schritte

1. Falls noch nicht geschehen, verbinden Sie ein Ethernet-Kabel mit der Management Station und mit
Management-Port 1 an jedem Controller (A und B).

Der DHCP-Server weist Port 1 jedes Controllers eine IP-Adresse zu.

@ Verwenden Sie nicht Management Port 2 auf beiden Controllern. Port 2 ist ausschlieRlich
zur Verwendung durch technische Mitarbeiter von NetApp vorgesehen.

Wenn Sie das Ethernet-Kabel trennen und wieder anschlieRen oder wenn das Storage-

@ Array aus- und wieder eingeschaltet wird, weist DHCP |IP-Adressen erneut zu. Dieser
Prozess lauft bis zum Konfigurieren statischer IP-Adressen. Es wird empfohlen, das Kabel
nicht zu trennen oder das Array aus- und wieder anzuschlieRen.

Wenn das Speicher-Array keine DHCP-zugewiesenen IP-Adressen innerhalb von 30 Sekunden abrufen
kann, werden die folgenden Standard-IP-Adressen festgelegt:
o Controller A, Port 1: 169.254.128.101
> Controller B, Port 1: 169.254.128.102
o Subnetzmaske: 255.255.0.0
2. Suchen Sie das MAC-Adressenetikett auf der Ruckseite jedes Controllers und geben Sie dann lhrem

Netzwerkadministrator die MAC-Adresse flr Port 1 jedes Controllers an.

Der Netzwerkadministrator benétigt die MAC-Adressen, um die IP-Adresse fur jeden Controller zu
bestimmen. Sie bendétigen die IP-Adressen, um Uber lhren Browser eine Verbindung mit [hrem
Speichersystem herzustellen.



Konfigurieren Sie die Multipath-Software in der E-Series -
VMware

Um einen redundanten Pfad zum Storage Array bereitzustellen, kdnnen Sie die
Multipath-Software konfigurieren.

Die Multipath-Software liefert einen redundanten Pfad zum Storage Array, falls ein physischer Pfad
unterbrochen wird. Die Multipath-Software prasentiert das Betriebssystem mit einem einzigen virtuellen Gerat,
das die aktiven physischen Pfade zum Storage darstellt. Die Multipath-Software managt auch den Failover-
Prozess zur Aktualisierung des virtuellen Gerats. Fur VMware verwendet NVMe/FC High Performance Plug-in
(HPP).

“ist nur fir FC-, iSCSI- und SAS-Protokolle anwendbar und bietet Plug-ins — sogenannte Storage Array Type
Plug-ins (SATP) — zur Verarbeitung von Failover-Implementierungen spezifischer Storage-Arrays anderer
Anbieter.

Der SATP, den Sie verwenden sollten, ist VMW_SATP_ALUA.

Weitere Informationen finden Sie unter "VMware SATA".

Konfigurieren Sie lhren Storage mit SANtricity System
Manager — VMware

Zum Konfigurieren des Speicher-Arrays konnen Sie den Setup-Assistenten in SANTtricity
System Manager verwenden.

SANTtricity System Manager ist eine webbasierte Schnittstelle, die in jeden Controller integriert ist. Um auf die
Benutzeroberflache zuzugreifen, zeigen Sie einen Browser auf die IP-Adresse des Controllers. Ein Setup-
Assistent hilft Innen beim Einstieg in die Systemkonfiguration.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

* Out-of-Band-Management:

» Eine Management Station fur den Zugriff auf SANTtricity System Manager, die einen der folgenden Browser

umfasst:

Browser Mindestversion
Google Chrome 89

Microsoft Edge 90

Mozilla Firefox 80

Safari 14

Uber diese Aufgabe


https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.storage.doc/GUID-DB5BC795-E4D9-4350-9C5D-12BB3C0E6D99.html

Wenn Sie ein iSCSI-Benutzer sind, stellen Sie sicher, dass Sie den Setup-Assistenten wahrend der
Konfiguration von iSCSI geschlossen haben.

Der Assistent wird automatisch neu gestartet, wenn Sie den System Manager 6ffnen oder den Browser
aktualisieren, und mindestens eine der folgenden Bedingungen erfiillt ist:

» Es werden keine Pools und Volume-Gruppen erkannt.

» Es werden keine Workloads erkannt.

* Es werden keine Benachrichtigungen konfiguriert.
Wenn der Setup-Assistent nicht automatisch angezeigt wird, wenden Sie sich an den technischen Support.

Schritte

1. Geben Sie in Inrem Browser die folgende URL ein: https://<DomainNameOrIPAddress>
IPAddress Ist die Adresse fir einen der Storage Array Controller.

Wenn SANTtricity System Manager zum ersten Mal auf einem Array gedffnet wird, das nicht konfiguriert
wurde, wird die Eingabeaufforderung Administratorkennwort festlegen angezeigt. Rollenbasierte
Zugriffsverwaltung konfiguriert vier lokale Rollen: Administration, Support, Sicherheit und Monitoring. Die
letzten drei Rollen haben zufallige Passworter, die nicht erraten werden kénnen. Nachdem Sie ein
Passwort fir die Administratorrolle festgelegt haben, kénnen Sie alle Passworter mit den Admin-
Anmeldedaten andern. Weitere Informationen zu den vier lokalen Benutzerrollen finden Sie in der Online-
Hilfe, die in der Benutzeroberflache von SANTtricity System Manager verfugbar ist.

2. Geben Sie in den Feldern Administratorpasswort festlegen und Passwort bestatigen das Passwort fur die
Administratorrolle ein und klicken Sie dann auf Passwort festlegen.

Der Setup-Assistent wird gestartet, wenn keine Pools, Volume-Gruppen, Workloads oder
Benachrichtigungen konfiguriert sind.
3. Mit dem Setup-Assistenten kdnnen Sie die folgenden Aufgaben ausfiihren:

o Uberpriifung der Hardware (Controller und Laufwerke) - Uberpriifen Sie die Anzahl der Controller
und Laufwerke im Speicher-Array. Weisen Sie dem Array einen Namen zu.

o Uberpriifung der Hosts und Betriebssysteme - Uberpriifen Sie die Host- und Betriebssystemtypen,
auf die das Speicherarray zugreifen kann.

o Pools akzeptieren — Akzeptieren Sie die empfohlene Poolkonfiguration fiir die Express-
Installationsmethode. Ein Pool ist eine logische Laufwerksgruppe.

o Warnungen konfigurieren — System Manager kann automatische Benachrichtigungen erhalten,
wenn ein Problem mit dem Speicher-Array auftritt.

o AutoSupport aktivieren — (iberwacht automatisch den Zustand Ihres Speicherarrays und sendet
Entsendungen an den technischen Support.

4. Falls Sie noch kein Volume erstellt haben, klicken Sie im Menu:Storage[Volumes > Create > Volume] auf.

Fir EF300 und EF600 mussen Sie die BlockgroRe auf 512 Byte festlegen, um die
Kompatibilitat mit VMware sicherzustellen. Weitere Informationen zum Einstellen eines
Volumes auf 512 Byte finden Sie in der Online-Hilfe des SANtricity System Manager.



FC-spezifische Aufgaben in E-Series — VMware ausfuhren

Fur das Fibre Channel-Protokoll konfigurieren Sie die Switches und bestimmen die Host-
Port-IDs.

Fir EF300 und EF600 missen Sie die Blockgroflie auf 512 Byte festlegen, um die Kompatibilitat
mit VMware sicherzustellen. Weitere Informationen zum Einstellen eines Volumes auf 512 Byte
finden Sie in der Online-Hilfe des SANTtricity System Manager.

Schritt: Konfigurieren Sie die FC Switches—VMware

Konfigurieren (Zoning) der Fibre Channel (FC)-Switches ermoglicht es den Hosts, eine Verbindung zum
Storage-Array herzustellen, und begrenzt die Anzahl der Pfade. Sie Zonen der Switches mithilfe der
Managementoberflache fur die Switches.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

* Administrator-Anmeldeinformationen fiir die Switches.

* Der WWPN jedes Host-Initiator-Ports und jedes Controller-Zielports, der mit dem Switch verbunden ist.
(Verwenden Sie Ihr HBA Utility fur die Erkennung.)

Das HBA-Dienstprogramm eines Anbieters kann zur Aktualisierung und Beschaffung
@ spezifischer Informationen Uber den HBA verwendet werden. Anweisungen zum Erwerb des
HBA-Dienstprogramms finden Sie im Support-Abschnitt der Website des Anbieters.

Uber diese Aufgabe

Jeder Initiator-Port muss sich in einer separaten Zone mit allen entsprechenden Ziel-Ports befinden.
Informationen zum Zoning der Switches finden Sie in der Dokumentation des Switch-Anbieters.

Schritte

1. Melden Sie sich beim FC Switch-Administrationsprogramm an und wahlen Sie dann die Zoning-
Konfigurationsoption aus.

2. Erstellen Sie eine neue Zone, die den ersten Host-Initiator-Port enthalt, und die auch alle Ziel-Ports
umfasst, die mit demselben FC-Switch wie der Initiator verbunden sind.

3. Erstellen Sie zusatzliche Zonen fiir jeden FC-Host-Initiator-Port im Switch.

4. Speichern Sie die Zonen, und aktivieren Sie dann die neue Zoning-Konfiguration.

Schritt 2: Bestimmen Sie die Host-Port-WWPNs—FC

Zum Konfigurieren des FC-Zoning mussen Sie den weltweiten Port-Namen (WWPN) jedes Initiator-Ports
bestimmen.

Schritte
1. Stellen Sie eine Verbindung zum ESXi Host tiber SSH oder die ESXi Shell her.

2. Fihren Sie den folgenden Befehl aus:

10



esxcfg-scsidevs -a
3. Notieren Sie die Initiator-IDs. Die Ausgabe wird dem folgenden Beispiel ahnlich sein:

vmhba3 1lpfc link-up £c.20000090£fa05e848:10000090£a05e848 (0000:03:00.0)
Emulex Corporation Emulex LPel6000 16Gb PCIe Fibre Channel Adapter
vmhba4 lpfc link-up £c.20000090fa05e849:10000090£fa05e849 (0000:03:00.1)
Emulex Corporation Emulex LPel6000 16Gb PCIe Fibre Channel Adapter

Schritt 3: Notieren Sie Ihre Konfiguration

Sie kénnen eine PDF-Datei auf dieser Seite erstellen und drucken und anschlie3end die
Konfigurationsinformationen flir den FC-Speicher mithilfe des folgenden Arbeitsblatts erfassen. Sie bendtigen
diese Informationen fir Bereitstellungsaufgaben.

Die Abbildung zeigt einen Host, der in zwei Zonen mit einem Storage-Array der E-Series verbunden ist. Eine

Zone wird durch die blaue Linie angezeigt; die andere Zone wird durch die rote Linie angezeigt. Jede Zone
enthalt einen Initiator-Port und alle Ziel-Ports.

s
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/
3 ———— |EmEmEs O] mEmaEs [
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— | HE| [N

Host-IDs

Nummer Der Legende Host-Port-Verbindungen WWPN
(Initiator)

1 Host Nicht zutreffend

2 Host-Port 0 zu FC-Switch-Zone 0

7 Host Port 1 zu FC Switch Zone 1



Zielkennungen

Nummer Der Legende Port-Verbindungen fiir Array- WWPN
Controller (Ziel

3 Switch Nicht zutreffend
6 Array-Controller (Ziel) Nicht zutreffend
5 Controller A, Port 1 zu FC Switch 1

9 Controller A, Port 2 zu FC Switch 2

4 Controller B, Port 1 zu FC Switch 1

8 Controller B, Port 2 zu FC Switch 2

Host wird zugeordnet

Zuordnung des Hosthamens

Host-OS-Typ

NVMe over FC-spezifische Aufgaben in E-Series — VMware
ausfuhren

Sie konfigurieren die Switches fur das NVMe over Fibre Channel-Protokoll und
bestimmen die Host-Port-IDs.

Schritt: NVMe/FC-Switches konfigurieren

Beim Konfigurieren (Zoning) von NVMe over Fibre Channel (FC)-Switches kdnnen sich die Hosts mit dem
Storage-Array verbinden, und die Anzahl der Pfade wird begrenzt. Sie Zonen der Switches mithilfe der
Managementoberflache flir die Switches.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

» Administrator-Anmeldeinformationen fiir die Switches.

* Der WWPN jedes Host-Initiator-Ports und jedes Controller-Zielports, der mit dem Switch verbunden ist.
(Verwenden Sie lhr HBA Utility fur die Erkennung.)

Das HBA-Dienstprogramm eines Anbieters kann zur Aktualisierung und Beschaffung
@ spezifischer Informationen Uber den HBA verwendet werden. Anweisungen zum Erwerb des
HBA-Dienstprogramms finden Sie im Support-Abschnitt der Website des Anbieters.
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Uber diese Aufgabe
Jeder Initiator-Port muss sich in einer separaten Zone mit allen entsprechenden Ziel-Ports befinden.
Informationen zum Zoning der Switches finden Sie in der Dokumentation des Switch-Anbieters.

Schritte

1. Melden Sie sich beim FC Switch-Administrationsprogramm an und wahlen Sie dann die Zoning-
Konfigurationsoption aus.

2. Erstellen Sie eine neue Zone, die den ersten Host-Initiator-Port enthalt, und die auch alle Ziel-Ports

umfasst, die mit demselben FC-Switch wie der Initiator verbunden sind.
3. Erstellen Sie zusatzliche Zonen fiir jeden FC-Host-Initiator-Port im Switch.

4. Speichern Sie die Zonen, und aktivieren Sie dann die neue Zoning-Konfiguration.

Schritt: Bestimmen Sie die Host-Ports-WWPNs- NVMe/FC VMware

Zum Konfigurieren des FC-Zoning missen Sie den weltweiten Port-Namen (WWPN) jedes Initiator-Ports

bestimmen.

Schritte
1. Stellen Sie eine Verbindung zum ESXi Host Uber SSH oder die ESXi Shell her.

2. FUhren Sie den folgenden Befehl aus:

esxcfg-scsidevs -a

3. Notieren Sie die Initiator-IDs. Die Ausgabe wird dem folgenden Beispiel ahnlich sein:

vmmhba3 1lpfc link-up £fc.20000090fa05e848:10000090fa05e848 (0000:03
Emulex Corporation Emulex LPel6000 16Gb PCIe Fibre Channel Adapter
vmmhba4 lpfc link-up £c.20000090fa05e849:10000090fa05e849 (0000:03
Emulex Corporation Emulex LPel6000 16Gb PCIe Fibre Channel Adapter

Schritt 3: HBA-Treiber aktivieren

:00.0)

:00.1)

Die Unterstiitzung von NVMe muss innerhalb der Broadcom/Emulex- und Marvell/Qlogic HBA-Treiber aktiviert

sein.

Schritte
1. FUhren Sie einen der folgenden Befehle aus der ESXi Shell aus:

o Broadcom/Emulex HBA-Treiber

esxcli system module parameters set -m lpfc -p
"lpfc enable fc4 type=3"

o Marvell/Qlogic HBA Driver
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esxcfg-module -s "gl2xnvmesupport=1" glnativefc

2. Starten Sie den Host neu.

Schritt 4: Notieren Sie lhre Konfiguration

Sie kénnen eine PDF-Datei auf dieser Seite erstellen und drucken und dann die Konfigurationsinformationen
fir NVMe over Fibre Channel Storage mithilfe des folgenden Arbeitsblatts erfassen. Sie bendtigen diese
Informationen fir Bereitstellungsaufgaben.

Die Abbildung zeigt einen Host, der in zwei Zonen mit einem Storage-Array der E-Series verbunden ist. Eine
Zone wird durch die blaue Linie angezeigt; die andere Zone wird durch die rote Linie angezeigt. Jede Zone
enthalt einen Initiator-Port und alle Ziel-Ports.

,' g
5 / \
¥ . ™ L Y
— ||| BN
Host-IDs
Nummer Der Legende Host-Port-Verbindungen WWPN
(Initiator)
1 Host Nicht zutreffend
2 Host-Port 0 zu FC-Switch-Zone 0
7 Host Port 1 zu FC Switch Zone 1
Zielkennungen
Nummer Der Legende Port-Verbindungen fiir Array- WWPN
Controller (Ziel
3 Switch Nicht zutreffend
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Nummer Der Legende Port-Verbindungen fiir Array- WWPN
Controller (Ziel

6 Array-Controller (Ziel) Nicht zutreffend
5 Controller A, Port 1 zu FC Switch 1
9 Controller A, Port 2 zu FC Switch 2
4 Controller B, Port 1 zu FC Switch 1
8 Controller B, Port 2 zu FC Switch 2

Host wird zugeordnet

Zuordnung des Hostnamens

Host-OS-Typ

Ausfuihren von iSCSI-spezifischen Aufgaben in E-Series —
VMware

Fur das iSCSI-Protokoll konfigurieren Sie die Switches und konfigurieren das Netzwerk
auf der Array-Seite und auf der Host-Seite. Anschlie3end Uberprufen Sie die IP-
Netzwerkverbindungen.

Schritt: Die Switches konfigurieren — iSCSI, VMware

Sie konfigurieren die Switches entsprechend den Empfehlungen des Anbieters flir iSCSI. Diese Empfehlungen
kénnen sowohl Konfigurationsrichtlinien als auch Code-Updates enthalten.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

« Zwei separate Netzwerke fur Hochverfigbarkeit, Vergewissern Sie sich, dass Sie den iSCSI-Datenverkehr
in getrennten Netzwerksegmenten isolieren.

» Hardware-Flusssteuerung zum Senden und Empfangen aktiviert Ende bis Ende.

* Flusskontrolle mit Prioritat deaktiviert.

» Gegebenenfalls aktivierten Jumbo Frames.

@ Port-Kanale/LACP werden von den Switch-Ports des Controllers nicht untersttitzt. Host-seitiges
LACP wird nicht empfohlen; Multipathing bietet dieselben Vorteile oder noch besser.

Schritte
Informieren Sie sich in der Dokumentation des Switch-Anbieters.
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Schritt: Netzwerk-iSCSI VMware konfigurieren

Je nach lhren Datenspeicheranforderungen kénnen Sie lhr iSCSI-Netzwerk auf unterschiedliche Weise
einrichten. Wenden Sie sich an Ihren Netzwerkadministrator, wenn Sie Tipps zur Auswahl der fir lhre
Umgebung am besten geeigneten Konfiguration bendtigen.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

» Hardware-Flusssteuerung zum Senden und Empfangen aktiviert Ende bis Ende.
* Flusskontrolle mit Prioritat deaktiviert.

* Gegebenenfalls aktivierten Jumbo Frames.

Wenn Sie aus Performance-Griinden Jumbo Frames im IP SAN verwenden, stellen Sie sicher, dass Sie
das Array, die Switches und Hosts fiir die Verwendung von Jumbo Frames konfigurieren. Informationen
zum Aktivieren von Jumbo-Frames auf den Hosts und Switches finden Sie in der Dokumentation zum
Betriebssystem und Switch. Flihren Sie die Schritte in Schritt 3 aus, um Jumbo Frames auf dem Array zu
aktivieren.

Uber diese Aufgabe

Denken Sie bei der Planung des iSCSI-Netzwerks daran, dass im "VMware Konfigurationsmaxima" Handbuch
angegeben ist, dass die maximal unterstitzten iSCSI-Speicherpfade 8 sind. Sie missen diese Anforderung
berlcksichtigen, um nicht zu viele Pfade zu konfigurieren.

StandardmaRig erstellt der VMware iSCSI Software Initiator eine einzelne Sitzung pro iSCSI-Ziel, wenn Sie
keine iISCSI-Port-Bindung verwenden.

Bei der Bindung von VMware iSCSI-Ports handelt es sich um eine Funktion, bei der alle
gebundenen VMkernel-Ports an alle Zielports angemeldet werden, auf die in den konfigurierten
Netzwerksegmenten zugegriffen werden kann. Sie soll fir Arrays verwendet werden, die eine
einzige Netzwerkadresse fir das iSCSI-Ziel enthalten. NetApp empfiehlt, die iISCSI-Portbindung

@ nicht zu verwenden. Weitere Informationen finden Sie im "VMware Knowledge Base" flr den
Artikel Giber Uberlegungen zur Verwendung der Software-iSCSI-Portbindung in ESX/ESXi.
Wenn der ESXi Host an den Storage eines anderen Anbieters angeschlossen ist, empfiehlt
NetApp, separate iSCSI VMkernel-Ports zu verwenden, um einen Konflikt mit Port-Bindung zu
vermeiden.

Als Best Practice sollten Sie BEI E-Series Storage-Arrays nicht die Portbindung verwenden. Weitere
Informationen finden Sie unter "TR-4789:VMware Konfigurationshandbuch fir die E-Series SANTtricity iISCSI-
Integration mit ESXi 6.x und 7.x" .

Verwenden Sie fur eine gute Multipathing-Konfiguration mehrere Netzwerksegmente fur das iISCSI-Netzwerk.
Platzieren Sie mindestens einen Host-seitigen Port und mindestens einen Port jedes Array-Controllers in
einem Netzwerksegment und eine identische Gruppe von Host- und Array-seitigen Ports in einem anderen
Netzwerksegment. Verwenden Sie, falls méglich, mehrere Ethernet Switches, um zusatzliche Redundanz
bereitzustellen.

Schritte
Informieren Sie sich in der Dokumentation des Switch-Anbieters.

@ Fir IP-Overhead mussen viele Netzwerk-Switches Uber 9,000 Bytes konfiguriert werden.
Weitere Informationen finden Sie in der Switch-Dokumentation.
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Schritt 3: Array-seitiges Netzwerk konfigurieren — iSCSI, VMware
Mit der SANTtricity System Manager GUI kdnnen Sie das iISCSI-Netzwerk auf der Array-Seite konfigurieren.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

* Die IP-Adresse oder der Domanenname fiir einen der Speicher-Array-Controller.

* Das Passwort fiir die System Manager GUI, die rollenbasierte Zugriffssteuerung (Role-Based Access

Control, RBAC) oder LDAP und ein Verzeichnisdienst werden so konfiguriert, dass der Sicherheitszugriff
auf das Speicher-Array gewahrleistet ist. Weitere Informationen zur Zugriffsverwaltung finden Sie in der

Online-Hilfe des SANTtricity System Managers.

Uber diese Aufgabe

Dieser Task beschreibt den Zugriff auf die Konfiguration des iSCSI-Ports Uber die Seite Hardware. Sie kbnnen

die Konfiguration auch tber das Menu:System[Einstellungen > iSCSI-Ports konfigurieren] aufrufen.

Weitere Informationen zum Einrichten des Array-seitigen Netzwerkes in lhrer VMware-

@ Konfiguration finden Sie im folgenden technischen Bericht: "Konfigurationsleitfaden fur VMware

E-Series SANtricity: ISCSI-Integration mit ESXi 6.x und 7.x".

Schritte

1. Geben Sie in Ihrem Browser die folgende URL ein: https://<DomainNameOrIPAddress>
IPAddress Ist die Adresse fur einen der Storage Array Controller.

Wenn SANTtricity System Manager zum ersten Mal auf einem Array gedffnet wird, das nicht konfiguriert
wurde, wird die Eingabeaufforderung Administratorkennwort festlegen angezeigt. Rollenbasierte

Zugriffsverwaltung konfiguriert vier lokale Rollen: Administration, Support, Sicherheit und Monitoring. Die

letzten drei Rollen haben zufallige Passworter, die nicht erraten werden kénnen. Nachdem Sie ein
Passwort fur die Administratorrolle festgelegt haben, kdnnen Sie alle Passworter mit den Admin-

Anmeldedaten andern. Weitere Informationen zu den vier lokalen Benutzerrollen finden Sie in der Online-

Hilfe des SANTtricity-System-Managers.

2. Geben Sie in den Feldern Administratorpasswort festlegen und Passwort bestatigen das Passwort fiir die

Administratorrolle ein und klicken Sie dann auf Passwort festlegen.

Der Setup-Assistent wird gestartet, wenn keine Pools, Volume-Gruppen, Workloads oder
Benachrichtigungen konfiguriert sind.

3. SchlieRen Sie den Setup-Assistenten.
Sie verwenden den Assistenten spater, um zusatzliche Setup-Aufgaben abzuschlielen.

4. Wahlen Sie Hardware.

5. Wenn die Grafik die Laufwerke anzeigt, klicken Sie auf Zuriick zum Regal anzeigen.
Die Grafik andert sich, um die Controller anstelle der Laufwerke anzuzeigen.
6. Klicken Sie auf den Controller mit den iSCSI-Ports, die Sie konfigurieren mochten.

Das Kontextmenu des Controllers wird angezeigt.
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7. Wahlen Sie iSCSI-Ports konfigurieren.

Das Dialogfeld iSCSI-Ports konfigurieren wird gedffnet.

8. Wahlen Sie in der Dropdown-Liste den Port aus, den Sie konfigurieren méchten, und klicken Sie dann auf

Weiter.

9. Wahlen Sie die Einstellungen fiir den Konfigurationsanschluss aus, und klicken Sie dann auf Weiter.
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Um alle Porteinstellungen anzuzeigen, klicken Sie rechts im Dialogfeld auf den Link Weitere

Porteinstellungen anzeigen.

Port-Einstellung

Konfigurierte Geschwindigkeit des ethernet-Ports

IPv4 aktivieren/IPv6 aktivieren

TCP-Listening-Port (verfligbar durch Klicken auf
Weitere Port-Einstellungen anzeigen.)

MTU-GroRe (verfigbar durch Klicken auf Weitere
Porteinstellungen anzeigen.)

Beschreibung

Wahlen Sie die gewlinschte Geschwindigkeit. Die in
der Dropdown-Liste angezeigten Optionen hangen
von der maximalen Geschwindigkeit ab, die lhr
Netzwerk unterstiitzen kann (z. B. 10 Gbit/s).

Die auf den Controllern verfligbaren
optionalen 25-GB-iSCSI-Host-
Schnittstellenkarten verfligen nicht
Uber die automatische Aushandlung

@ von Geschwindigkeiten. Sie mlssen
die Geschwindigkeit fur jeden Port
entweder auf 10 GB oder auf 25 GB
einstellen. Alle Ports mussen auf
dieselbe Geschwindigkeit festgelegt
sein.

Wabhlen Sie eine oder beide Optionen aus, um die
Unterstitzung fir IPv4- und IPv6-Netzwerke zu
aktivieren.

Geben Sie bei Bedarf eine neue Portnummer ein.

Der Listening-Port ist die TCP-Port-Nummer, die der
Controller zum Abhdren von iISCSI-Anmeldungen
von Host-iSCSI-Initiatoren verwendet. Der
standardmafige Listenanschluss ist 3260. Sie
mussen 3260 oder einen Wert zwischen 49152 und
65535 eingeben.

Geben Sie bei Bedarf eine neue GrolRe in Byte fur
die maximale Ubertragungseinheit (MTU) ein.

Die StandardgroR3e flir maximale
Ubertragungseinheit (Maximum Transmission Unit,
MTU) betragt 1500 Byte pro Frame. Sie missen
einen Wert zwischen 1500 und 9000 eingeben.



Port-Einstellung Beschreibung

ICMP PING-Antworten aktivieren Wahlen Sie diese Option aus, um das ICMP
(Internet Control Message Protocol) zu aktivieren.
Die Betriebssysteme von vernetzten Computern
verwenden dieses Protokoll zum Senden von
Meldungen. Diese ICMP-Meldungen bestimmen, ob
ein Host erreichbar ist und wie lange es dauert, bis
Pakete von und zu diesem Host gelangen.

Wenn Sie IPv4 aktivieren ausgewahlt haben, wird ein Dialogfeld zur Auswahl von IPv4-Einstellungen
geodffnet, nachdem Sie auf Weiter geklickt haben. Wenn Sie IPv6 aktivieren ausgewahlit haben, wird ein
Dialogfeld zur Auswahl von IPv6-Einstellungen gedffnet, nachdem Sie auf Weiter geklickt haben. Wenn
Sie beide Optionen ausgewahlt haben, wird zuerst das Dialogfeld fiir IPv4-Einstellungen gedffnet, und
nach dem Klicken auf Weiter wird das Dialogfeld fir IPv6-Einstellungen gedffnet.

10. Konfigurieren Sie die IPv4- und/oder IPv6-Einstellungen automatisch oder manuell. Um alle
Porteinstellungen anzuzeigen, klicken Sie rechts im Dialogfeld auf den Link Weitere Einstellungen

anzeigen.

Port-Einstellung Beschreibung

Automatische Ermittlung der Konfiguration Wahlen Sie diese Option aus, um die Konfiguration
automatisch abzurufen.

Statische Konfiguration manuell festlegen Wahlen Sie diese Option aus, und geben Sie dann

eine statische Adresse in die Felder ein. Geben Sie
bei IPv4 die Subnetzmaske und das Gateway des
Netzwerks an. Geben Sie flr IPv6 die routingfahige
IP-Adresse und die Router-IP-Adresse ein.

11. Klicken Sie Auf Fertig Stellen.
12. SchlieRen Sie System Manager.

Schritt 4: Host-seitiges Netzwerk konfigurieren — iSCSI

Durch die Konfiguration des iSCSI-Netzwerkes auf der Hostseite kann der VMware iSCSI-Initiator eine Sitzung
mit dem Array einrichten.

Uber diese Aufgabe

In dieser Express-Methode zur Konfiguration von iSCSI-Netzwerken auf der Hostseite ermoéglichen Sie dem
ESXi Host, iSCSI-Datenverkehr tber vier redundante Pfade zum Speicher zu Ubertragen.

Nach Abschluss dieser Aufgabe ist der Host mit einem einzigen vSwitch konfiguriert, der sowohl VMkernel-
Ports als auch vmnics enthalt.

Weitere Informationen zum Konfigurieren von iSCSI-Netzwerken fir VMware finden Sie im "Dokumentation zu
VMware vSphere" Fur lhre Version von vSphere.

Schritte
1. Konfigurieren Sie die Switches, die fir iSCSI-Speicherdatenverkehr verwendet werden.

19


https://docs.vmware.com/en/VMware-vSphere/index.html
https://docs.vmware.com/en/VMware-vSphere/index.html

Aktivieren Sie die Steuerung des Hardware-Ablaufs senden und empfangen Ende bis Ende.
Deaktivieren Sie die Steuerung des Prioritatsflusses.

Fihren Sie die Array-seitige iISCSI-Konfiguration durch.

Verwenden Sie zwei NIC-Ports fur iSCSI-Datenverkehr.

© o k> w0 BN

Verwenden Sie den vSphere-Client oder den vSphere-Webclient, um die Host-seitige Konfiguration
durchzufuhren.

Die Schnittstellen variieren in der Funktionalitat und der genaue Workflow wird unterschiedlich.

Schritt 5: Uberpriifen Sie IP-Netzwerkverbindungen - iSCSI, VMware

Sie uberprifen IP-Netzwerkverbindungen des Internet Protocol (Internet Protocol), indem Sie Ping-Tests
verwenden, um sicherzustellen, dass Host und Array kommunizieren kénnen.

Schritte
1. FUhren Sie auf dem Host einen der folgenden Befehle aus, je nachdem, ob Jumbo Frames aktiviert sind:

o Wenn Jumbo Frames nicht aktiviert sind, fiihren Sie den folgenden Befehl aus:
vmkping <iSCSI target IP address\>

o Wenn Jumbo Frames aktiviert sind, fihren Sie den Ping-Befehl mit einer NutzlastgréRe von 8,972 Byte
aus. Die kombinierten IP- und ICMP-Header sind 28 Bytes, was, wenn sie der Nutzlast hinzugefligt
werden, 9,000 Bytes entspricht. Der -s-Schalter legt den Wert fest packet size Bit. Der -d Schalter
setzt das DF-Bit (nicht fragment) auf das IPv4-Paket. Mit diesen Optionen kdnnen Jumbo-Frames mit
9,000 Byte erfolgreich zwischen iSCSI-Initiator und Ziel Gibertragen werden.

vmkping -s 8972 -d <iSCSI target IP address\>
In diesem Beispiel lautet die iISCSI-Ziel-IP-Adresse 192.0.2.8.

vimkping -s 8972 -d 192.0.2.8
Pinging 192.0.2.8 with 8972 bytes of data:
Reply from 192. .8: bytes=8972 time=2ms TTL=64
Reply from 192. 8: bytes=8972 time=2ms TTL=64
Reply from 192. .8: bytes=8972 time=2ms TTL=64
Reply from 192. .8: bytes=8972 time=2ms TTL=64
Ping statistics for 192.0.2.8:

Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:

OOOO
l\)[\)[\)l\)

Minimum = 2ms, Maximum = 2ms, Average = 2ms

2. Geben Sie A aus vmkping Befehl von der Initiatoradresse jedes Hosts (die IP-Adresse des fiir iSCSI
verwendeten Host-Ethernet-Ports) an jeden Controller-iSCSI-Port. Fiihren Sie diese Aktion von jedem
Host-Server in der Konfiguration aus, wobei die IP-Adressen bei Bedarf geandert werden.
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Wenn der Befehl mit der Meldung fehlschlagt sendto () failed (Message too long),
(D Uberprifen Sie die MTU-GréRe (Jumbo Frame-Unterstitzung) fur die Ethernet-
Schnittstellen auf dem Host-Server, dem Storage-Controller und den Switch-Ports.

3. Kehren Sie zum Verfahren iSCSI-Konfiguration zurtick, um die Zielerkennung zu beenden.

Schritt 6: Notieren Sie Ihre Konfiguration
Sie kdnnen eine PDF-Datei auf dieser Seite erstellen und drucken und dann mithilfe des folgenden

Arbeitsblatts lhre protokollspezifischen Speicherkonfigurationsinformationen aufzeichnen. Sie bendtigen diese
Informationen flr Bereitstellungsaufgaben.

Empfohlene Konfiguration

Empfohlene Konfigurationen bestehen aus zwei Initiator-Ports und vier Ziel-Ports mit einem oder mehreren
VLANSs.

q

|
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I

iSCsl
Metwork

B (e

2
Ziel-IQN

Nummer Der Legende Ziel-Port-Verbindung IQN
2 Ziel-Port

Zuordnung des Hostnamens

Nummer Der Legende Host-Informationen Name und Typ
1 Zuordnung des Hostnamens
Host-OS-Typ
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SAS-spezifische Aufgaben in E-Series — VMware ausfihren

FUr das SAS-Protokoll bestimmen Sie Host-Port-Adressen und treffen die empfohlenen
Einstellungen.

Schritt: SAS Host Identifikatoren bestimmen - VMware

Suchen Sie mithilfe des HBA Utility die SAS-Adressen und nehmen Sie dann die entsprechenden
Konfigurationseinstellungen mithilfe des HBA-BIOS vor.

Uber diese Aufgabe
Lesen Sie die Richtlinien fir HBA Utilities:

* Die meisten HBA-Anbieter bieten ein HBA-Dienstprogramm an.

Schritte
1. Laden Sie das HBA-Dienstprogramm von der Website lhres HBA-Anbieters herunter.

2. Installieren Sie das Dienstprogramm.
3. Verwenden Sie das HBA-BIOS, um die entsprechenden Einstellungen fiir Ihre Konfiguration auszuwahlen.

Entsprechende Einstellungen finden Sie in der Spalte Hinweise des "NetApp Interoperabilitats-Matrix-Tool"
Empfehlungen.

Schritt 2: Notieren Sie lhre Konfiguration

Sie kénnen eine PDF-Datei auf dieser Seite erstellen und drucken und dann mithilfe des folgenden
Arbeitsblatts Ihre protokollspezifischen Speicherkonfigurationsinformationen aufzeichnen. Sie bendtigen diese
Informationen fur Bereitstellungsaufgaben.

4
2
B
Host-IDs
Nummer Der Legende Host-Port-Verbindungen SAS-Adresse
(Initiator)
1 Host Nicht zutreffend
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Nummer Der Legende Host-Port-Verbindungen SAS-Adresse
(Initiator)

2 Host-Port 1 (Initiator) ist mit
Controller A verbunden, Port 1

3 Host-Port 1 (Initiator) ist mit
Controller B verbunden, Port 1

4 Host-Port 2 (Initiator) ist mit
Controller A verbunden, Port 1

5 Host-Port 2 (Initiator) ist mit
Controller B verbunden, Port 1

Zielkennungen

Empfohlene Konfigurationen bestehen aus zwei Ziel-Ports.

Zuordnung des Hostnamens

Zuordnung des Hostnamens

Host-OS-Typ

Ermitteln Sie Storage auf dem Host in der E-Series —
VMware

Nachdem Sie Volumes zum Host zugewiesen haben, fuhren Sie einen erneuten Scan
durch, sodass der Host die Volumes fur das Multipathing erkennt und konfiguriert.

StandardmaRig fuhrt ein ESXi Host automatisch alle flinf Minuten einen erneuten Scan durch. Moglicherweise
wird ein Volume zwischen dem Zeitpunkt der Erstellung und der Zuordnung zu einem Host angezeigt, bevor
Sie einen manuellen erneuten Scan durchfiihren. Unabhangig davon kdnnen Sie einen manuellen erneuten
Scan durchfuhren, um sicherzustellen, dass alle Volumes ordnungsgemal} konfiguriert wurden.

Schritte
1. Erstellen Sie ein oder mehrere Volumes, und weisen Sie sie dem ESXi-Host zu.

2. Wenn Sie einen vCenter Server verwenden, fligen Sie den Host zum Server-Inventar hinzu.

3. Verwenden Sie den vSphere Client oder vSphere Web Client, um eine direkte Verbindung zum vCenter
Server oder zum ESXi Host herzustellen.

4. Anweisungen zum erneuten Scannen des Speichers auf einem ESXi-Host finden Sie in dem "VMware
Knowledge Base" Artikel zu diesem Thema.
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Konfigurieren Sie Speicher auf dem Host in E-Series -
VMware
Sie kdnnen den einem ESXi-Host zugewiesenen Speicher entweder als VMFS-

Datenspeicher (Virtual Machine File System) oder als RDM (Raw Device Mapping)
verwenden. RDMs werden auf dem NVMe over Fibre Channel Protokoll nicht unterstutzt.

Alle 6.x- und 7 x-Versionen von ESXi unterstiitzen VMFS-Versionen 5 und 6.

Schritte

1. Stellen Sie sicher, dass die Volumes, die dem ESXi-Host zugeordnet sind, ordnungsgemaf erkannt
wurden.

2. Anweisungen zum Erstellen von VMFS-Datastores oder der Verwendung von Volumes als RDMs mit dem
vSphere Client oder dem vSphere Web Client finden Sie unter "VMware Dokumentation Website" .

Uberpriifen Sie den Speicherzugriff auf dem Host in der E-
Series — VMware

Bevor Sie ein Volume verwenden, uberprufen Sie, ob der Host Daten auf das Volume
schreiben und wieder lesen kann.

Stellen Sie hierflr sicher, dass das Volume als VMFS-Datenspeicher (Virtual Machine File System) verwendet
wurde oder einer VM direkt zugewiesen wurde, um es als RDM (Raw Device Mapping) zu verwenden.
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