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Windows Express-Konfiguration

Windows Express-Konfiguration in E-Series - Windows

Die Windows Express-Methode zur Installation Ihres Storage-Arrays und zum Zugriff auf
SANTtricity System Manager ist zur Einrichtung eines eigenstandigen Windows-Hosts auf
einem E-Series System geeignet. Er ist so konzipiert, dass das Storage-System mit
minimalen Entscheidungspunkten schneller betriebsbereit ist.

Verfahrenstibersicht

Die Express-Methode umfasst die folgenden Schritte, die ebenfalls im beschrieben werden "Windows-
Workflow".
1. Richten Sie eine der folgenden Kommunikationsumgebungen ein:
o "Fibre Channel (FC)"
> "ISCSI"
o "SAS"
2. Erstellung logischer Volumes im Storage-Array

3. Stellen Sie die Volumes fiir den Daten-Host zur Verfigung.

Weitere Informationen
* Online-Hilfe — beschreibt die Verwendung von SANTtricity System Manager zum Abschliel3en von
Konfigurations- und Storage-Managementaufgaben. Es ist im Produkt verfligbar.

* "NetApp Knowledge Base" (Eine Datenbank mit Artikeln) — enthalt Informationen zur Fehlerbehebung,
haufig gestellte Fragen und Anweisungen zu einem breiten Spektrum an NetApp Produkten und
Technologien.

» "NetApp Interoperabilitats-Matrix-Tool" — ermdglicht die Suche nach Konfigurationen von NetApp
Produkten und Komponenten, die den von NetApp angegebenen Standards und Anforderungen
entsprechen.

Annahmen (E-Series und Windows)

Die Windows Express-Methode basiert auf folgenden Annahmen:


https://kb.netapp.com/
http://mysupport.netapp.com/matrix

Komponente

Trennt

Host

Storage Management Station

IP-Adresse

Storage-Bereitstellung

Voraussetzungen

 Sie haben zur Installation der Hardware die in den
Controller-Shelfs enthaltene Installations- und
Setup-Anleitung verwendet.

» Sie haben Kabel zwischen den optionalen
Laufwerk-Shelfs und den Controllern verbunden.

» Sie haben das Storage-System mit Strom
versorgt.

+ Sie haben alle anderen Hardware installiert (z. B.
Management Station, Switches) und die
notwendigen Verbindungen hergestellt.

* Sie haben eine Verbindung zwischen dem
Speichersystem und dem Daten-Host hergestellt.

 Sie haben das Host-Betriebssystem installiert.
 Sie nutzen Windows nicht als virtualisierten Gast.

+ Sie konfigurieren den Host der Daten (I/O-
Attached) nicht fiir den Booten iber das SAN.

 Sie verwenden ein 1-Gbit/s- oder schnelleres
Managementnetzwerk.

« Sie verwenden fir die Verwaltung eine separate
Station statt des (I/O-angeschlossenen) Host.

Sie verwenden ein Out-of-Band-Management, bei
dem eine Storage-Management-Station Befehle
Uber die Ethernet-Verbindungen zum Controller
an das Storage-System sendet.

Sie haben die Management-Station mit
demselben Subnetz wie die Storage-
Management-Ports verbunden.

 Sie haben einen DHCP-Server installiert und
konfiguriert.

+ Sie haben noch nicht eine Ethernet-Verbindung
zwischen der Management Station und dem
Speichersystem hergestellt.

* Freigegebene Volumes werden nicht verwendet.

« Sie erstellen Pools statt Volume-Gruppen.



Komponente Voraussetzungen

Protokoll FC * Sie haben alle Host-seitigen FC-Verbindungen
und aktiviertes Switch-Zoning vorgenommen.

 Sie verwenden von NetApp unterstutzte FC HBAs
und Switches.

» Sie verwenden den FC-HBA-Treiber und die in
aufgeflhrten Firmware-Versionen "NetApp
Interoperabilitats-Matrix-Tool".

Protokoll: ISCSI  Sie verwenden Ethernet-Switches, die iISCSI-
Datenverkehr transportieren kénnen.

+ Sie haben die Ethernet-Switches gemaf der
Empfehlung des Anbieters flr iSCSI konfiguriert.

Protokoll SAS  Sie verwenden von NetApp unterstitzte SAS
HBAs.

 Sie verwenden den SAS-HBA-Treiber und die in
aufgeflhrten Firmware-Versionen "NetApp
Interoperabilitats-Matrix-Tool".

Windows Workflow in der E-Series

Dieser Workflow fuhrt Sie durch die Express Methode zur Konfiguration lhres Storage-
Arrays und von SANtricity System Manager, um Speicher einem Windows-Host zur
Verfugung zu stellen.


http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix
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Uberpriifen Sie die Unterstiitzung der Windows-
Konfiguration in der E-Series

Um einen zuverlassigen Betrieb zu gewahrleisten, erstellen Sie einen
Implementierungsplan und Uberprufen Sie mit dem NetApp Interoperabilitats-Matrix-Tool
(IMT), ob die gesamte Konfiguration unterstitzt wird.

Schritte
1. Wechseln Sie zum "NetApp Interoperabilitats-Matrix-Tool".

2. Klicken Sie auf die Kachel * Storage Solution Search*.
3. Klicken Sie im Menu:Protokolle[SAN Host] auf die Schaltflache Hinzufiigen neben E-Series SAN-Host.

4. Klicken Sie Auf Suchkriterien Verfeinern.

Der Abschnitt Suchkriterien verfeinern wird angezeigt. In diesem Abschnitt kdnnen Sie das zutreffende
Protokoll sowie andere Kriterien fir die Konfiguration auswahlen, z. B. Betriebssystem, NetApp OS und
Host Multipath-Treiber. Wahlen Sie die Kriterien aus, die Sie fur Ihre Konfiguration kennen, und sehen Sie
dann, welche kompatiblen Konfigurationselemente gelten. Fiihren Sie bei Bedarf die Updates fir Ihr
Betriebssystem und Protokoll durch, die im Tool vorgeschrieben sind. Detaillierte Informationen zu der von
Ihnen gewahlten Konfiguration finden Sie auf der Seite Unterstltzte Konfigurationen anzeigen, indem Sie
auf den rechten Seitenpfeil klicken.

5. Nehmen Sie bei Bedarf die in der Tabelle aufgeflihrten Aktualisierungen fir lhr Betriebssystem und
Protokoll vor.

Betriebssystem-Updates Protokoll Protokollbezogene Updates
Méglicherweise mussen Sie Out- FC Host Bus Adapter (HBA)-Treiber,
of-Box-Treiber installieren, um die Firmware und Bootcode

Funktionalitat und den Support zu
gewabhrleisten.

Jeder HBA-Anbieter verfugt Uber
spezifische Methoden zur
Aktualisierung des Boot-Codes
und der Firmware. Im Support-
Abschnitt auf der Website des
Anbieters finden Sie die
Anweisungen und Software, die
zur Aktualisierung des HBA-
Startcodes und der Firmware
erforderlich sind.

ISCSI NIC-Treiber (Network Interface SAS
Card), Firmware und Bootcode.


http://mysupport.netapp.com/matrix

Konfigurieren Sie IP-Adressen mithilfe von DHCP in der E-
Series unter Windows

Um die Kommunikation zwischen Management Station und Speicher-Array zu
konfigurieren, verwenden Sie DHCP (Dynamic Host Configuration Protocol), um IP-
Adressen bereitzustellen.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

» Ein DHCP-Server wird in demselben Subnetz wie die Storage Management-Ports installiert und
konfiguriert.

Uber diese Aufgabe

Jedes Storage-Array verflgt entweder Uber einen Controller (Simplexkonfiguration) oder zwei Controller
(Duplexkonfiguration) und jeder Controller Uber zwei Storage-Management-Ports. Jedem Management-Port
wird eine IP-Adresse zugewiesen.

Die folgenden Anweisungen beziehen sich auf ein Speicher-Array mit zwei Controllern (eine
Duplexkonfiguration).

Schritte

1. Falls noch nicht geschehen, verbinden Sie ein Ethernet-Kabel mit der Management Station und mit
Management-Port 1 an jedem Controller (A und B).

Der DHCP-Server weist Port 1 jedes Controllers eine IP-Adresse zu.

@ Verwenden Sie nicht Management Port 2 auf beiden Controllern. Port 2 ist ausschlieRlich
zur Verwendung durch technische Mitarbeiter von NetApp vorgesehen.

Wenn Sie das Ethernet-Kabel trennen und wieder anschlieRen oder wenn das Storage-

@ Array aus- und wieder eingeschaltet wird, weist DHCP |IP-Adressen erneut zu. Dieser
Prozess lauft bis zum Konfigurieren statischer IP-Adressen. Es wird empfohlen, das Kabel
nicht zu trennen oder das Array aus- und wieder anzuschlieRen.

Wenn das Speicher-Array keine DHCP-zugewiesenen IP-Adressen innerhalb von 30 Sekunden abrufen
kann, werden die folgenden Standard-IP-Adressen festgelegt:
o Controller A, Port 1: 169.254.128.101
> Controller B, Port 1: 169.254.128.102
o Subnetzmaske: 255.255.0.0
2. Suchen Sie das MAC-Adressenetikett auf der Ruckseite jedes Controllers und geben Sie dann lhrem

Netzwerkadministrator die MAC-Adresse flr Port 1 jedes Controllers an.

Der Netzwerkadministrator benétigt die MAC-Adressen, um die IP-Adresse fur jeden Controller zu
bestimmen. Sie bendétigen die IP-Adressen, um Uber lhren Browser eine Verbindung mit [hrem
Speichersystem herzustellen.



Konfigurieren Sie die Multipath-Software unter E-Series
unter Windows

Um einen redundanten Pfad zum Storage Array bereitzustellen, kbnnen Sie das
SANItricity Windows DSM-Paket installieren und das Multipath-Paket fur Windows
verwenden.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

* Die richtigen Administrator- oder Superuser-Berechtigungen.

Uber diese Aufgabe

Die Multipath-Software liefert einen redundanten Pfad zum Storage Array, falls ein physischer Pfad
unterbrochen wird. Bevor Sie Multipathing verwenden kdénnen, missen Sie das SANtricity Windows DSM-
Paket installieren. Dieses Paket enthalt die Multipath-Software fir Windows.

Windows-Installationen verwenden den nativen DSM-Treiber (MPIO Device Specific Module) fiir Failover.
Wenn Sie das Windows DSM-Paket von SANTtricity installieren und aktivieren, missen Sie zur Verwendung
von Multipath keine weiteren Mallinahmen ergreifen.

Schritte

1. Laden Sie das SANtricity Windows DSM-Paket aus dem herunter "Software-Seite fur SANfricity OS".
Wahlen Sie lhre Softwareversion aus, akzeptieren Sie die Lizenzvereinbarung und wahlen Sie unter
Weitere Downloads * SANtricity Windows DSM* aus.

2. FUhren Sie das Installationsprogramm flir SANtricity Windows DSM aus. Doppelklicken Sie auf das zu
beende Installationspaket.

3. Verwenden Sie den Installationsassistenten, um das Paket auf der Management Station zu installieren.

4. Flhren Sie bei Bedarf den Befehl aus mpclaim, um die Installation des DSM-Pakets zu tberprifen.

C:\Users\Administrator>mpclaim -s -d

@ Die MPIO-Funktion muss auf dem Windows-Server installiert sein, um den Befehl
auszufihren mpclaim.

Installieren Sie SANtricity Storage Manager fur SMcli (11.53
oder fruher) - Windows

Wenn Sie die SANtricity-Software 11.53 oder eine frihere Version verwenden, konnen
Sie die SANtricity Storage Manager-Software auf Ihrer Management Station installieren,
um das Array zu verwalten.

SANTtricity Storage Manager enthalt die Befehlszeilenschnittstelle (CLI) fir weitere Managementaufgaben und
den Host Context Agent, damit die Host-Konfigurationsinformationen tber den 1/0-Pfad an die Storage Array
Controller Ubertragen werden kénnen.


https://mysupport.netapp.com/site/products/all/details/eseries-santricityos/downloads-tab

Wenn Sie SANTtricity Software 11.60 und héher verwenden, missen Sie diese Schritte nicht
ausflihren. Die sichere SANtricity CLI (SMcli) ist im SANtricity Betriebssystem enthalten und

@ kann Uber den SANTtricity System Manager heruntergeladen werden. Weitere Informationen zum
Herunterladen des SMcli Gber den SANTtricity-System-Manager finden Sie im "Laden Sie das
Thema Befehlszeilenschnittstelle (CLI) in der Online-Hilfe des SANTtricity Systemmanagers
herunter"

@ Ab der SANtricity-Softwareversion 11.80.1 wird der Host Context Agent nicht mehr unterstutzt.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

» SANTtricity Software 11.53 oder friher.

* Die richtigen Administrator- oder Superuser-Berechtigungen.

» Ein System fur den SANItricity Storage Manager Client mit den folgenden Mindestanforderungen:
o RAM: 2 GB fiir Java Runtime Engine
o Speicherplatz: 5 GB

o OS/Architektur: Informationen zur Bestimmung der unterstitzten Betriebssystemversionen und
Architekturen finden Sie unter "NetApp Support". Klicken Sie auf der Registerkarte Downloads auf
Meni:Downloads[SANTtricity Storage Manager der E-Serie].

Schritte

1. Laden Sie die Softwareversion von SANTtricity unter herunter "NetApp Support". Auf der Registerkarte
Downloads Meni:Downloads[SANTtricity Storage Manager der E-Serie].

2. Fuhren Sie das SANTtricity-Installationsprogramm aus. Doppelklicken Sie zum Ausfiihren auf das
SMIA*.exe-Installationspaket.

3. Verwenden Sie den Installationsassistenten, um die Software auf der Management Station zu installieren.

Konfigurieren Sie lhren Speicher mit SANtricity System
Manager - Windows

Zum Konfigurieren des Speicher-Arrays konnen Sie den Setup-Assistenten in SANTtricity
System Manager verwenden.

SANTtricity System Manager ist eine webbasierte Schnittstelle, die in jeden Controller integriert ist. Um auf die
Benutzeroberflache zuzugreifen, zeigen Sie einen Browser auf die IP-Adresse des Controllers. Ein Setup-
Assistent hilft Innen beim Einstieg in die Systemkonfiguration.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

+ Out-of-Band-Management:

* Eine Management Station fur den Zugriff auf SANTtricity System Manager, die einen der folgenden Browser
umfasst:


https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
https://docs.netapp.com/us-en/e-series-santricity/sm-settings/download-cli.html
http://mysupport.netapp.com
http://mysupport.netapp.com

Browser Mindestversion

Google Chrome 89
Microsoft Edge 90
Mozilla Firefox 80
Safari 14

Uber diese Aufgabe

Wenn Sie ein iSCSI-Benutzer sind, stellen Sie sicher, dass Sie den Setup-Assistenten wahrend der
Konfiguration von iSCSI geschlossen haben.

Der Assistent wird automatisch neu gestartet, wenn Sie den System Manager 6ffnen oder den Browser
aktualisieren, und mindestens eine der folgenden Bedingungen erfiillt ist:

» Es werden keine Pools oder Volume-Gruppen erkannt.
* Es werden keine Workloads erkannt.

* Es werden keine Benachrichtigungen konfiguriert.

Wenn der Setup-Assistent nicht automatisch angezeigt wird, wenden Sie sich an den technischen Support.

Schritte

1. Geben Sie in Inrem Browser die folgende URL ein: https://<DomainNameOrIPAddress>

IPAddress Ist die Adresse fir einen der Storage Array Controller.

Wenn SANTtricity System Manager zum ersten Mal auf einem Array gedffnet wird, das nicht konfiguriert
wurde, wird die Eingabeaufforderung Administratorkennwort festlegen angezeigt. Rollenbasierte
Zugriffsverwaltung konfiguriert vier lokale Rollen: Administration, Support, Sicherheit und Monitoring. Die
letzten drei Rollen haben zufallige Passworter, die nicht erraten werden kénnen. Nachdem Sie ein
Passwort fir die Administratorrolle festgelegt haben, kénnen Sie alle Passworter mit den Admin-
Anmeldedaten andern. Weitere Informationen zu den vier lokalen Benutzerrollen finden Sie in der Online-
Hilfe, die in der Benutzeroberflache von SANTtricity System Manager verfugbar ist.

. Geben Sie in den Feldern Administratorpasswort festlegen und Passwort bestatigen das Passwort flr die
Administratorrolle ein und klicken Sie dann auf Passwort festlegen.

Der Setup-Assistent wird gestartet, wenn keine Pools, Volume-Gruppen, Workloads oder
Benachrichtigungen konfiguriert sind.

3. Mit dem Setup-Assistenten kdnnen Sie die folgenden Aufgaben ausfiihren:

o Uberpriifung der Hardware (Controller und Laufwerke) - Uberpriifen Sie die Anzahl der Controller
und Laufwerke im Speicher-Array. Weisen Sie dem Array einen Namen zu.

o Uberpriifung der Hosts und Betriebssysteme - Uberpriifen Sie die Host- und Betriebssystemtypen,
auf die das Speicherarray zugreifen kann.

o Pools akzeptieren — Akzeptieren Sie die empfohlene Poolkonfiguration fiir die Express-
Installationsmethode. Ein Pool ist eine logische Laufwerksgruppe.



o Warnungen konfigurieren — System Manager kann automatische Benachrichtigungen erhalten,
wenn ein Problem mit dem Speicher-Array auftritt.

o AutoSupport aktivieren — iberwacht automatisch den Zustand lhres Speicherarrays und sendet
Entsendungen an den technischen Support.

4. Falls Sie noch kein Volume erstellt haben, klicken Sie im Menu:Storage[Volumes > Create > Volume] auf.

Weitere Informationen finden Sie in der Online-Hilfe von SANtricity System Manager.

Fuhren Sie FC-spezifische Aufgaben in E-Series unter
Windows aus

Fur das Fibre Channel-Protokoll konfigurieren Sie die Switches und bestimmen die Host-
Port-IDs.

Schritt: Konfigurieren Sie die FC Switches—Windows

Konfigurieren (Zoning) der Fibre Channel (FC)-Switches ermoglicht es den Hosts, eine Verbindung zum
Storage-Array herzustellen, und begrenzt die Anzahl der Pfade. Sie Zonen der Switches mithilfe der
Managementoberflache fir die Switches.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

* Administrator-Anmeldeinformationen fir die Switches.

» Der WWPN jedes Host-Initiator-Ports und jedes Controller-Zielports, der mit dem Switch verbunden ist.
(Verwenden Sie lhr HBA Utility fir die Erkennung.)

Uber diese Aufgabe

Sie mussen die Zone nach WWPN und nicht nach physischem Port angeben. Jeder Initiator-Port muss sich in
einer separaten Zone mit allen entsprechenden Ziel-Ports befinden. Informationen zum Zoning der Switches
finden Sie in der Dokumentation des Switch-Anbieters.

Schritte

1. Melden Sie sich beim FC Switch-Administrationsprogramm an und wahlen Sie dann die Zoning-
Konfigurationsoption aus.

2. Erstellen Sie eine neue Zone, die den ersten Host-Initiator-Port enthalt, und die auch alle Ziel-Ports
umfasst, die mit demselben FC-Switch wie der Initiator verbunden sind.

3. Erstellen Sie zusatzliche Zonen fir jeden FC-Host-Initiator-Port im Switch.

4. Speichern Sie die Zonen, und aktivieren Sie dann die neue Zoning-Konfiguration.

Schritt 2: Bestimmen Sie Host-WWPNs und nehmen Sie die empfohlenen
Einstellungen vor — FC, Windows

Sie installieren ein FC HBA Utility, damit Sie den weltweiten Port-Namen (WWPN) jedes Host-Ports anzeigen
kénnen. Daruber hinaus kénnen Sie das HBA-Dienstprogramm verwenden, um alle Einstellungen zu &ndern,
die in der Spalte Hinweise des empfohlen werden "NetApp Interoperabilitats-Matrix-Tool" Fur die unterstitzte
Konfiguration.

Uber diese Aufgabe
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http://mysupport.netapp.com/matrix

Prufen Sie diese Richtlinien far HBA Utilities:
» Die meisten HBA-Anbieter bieten ein HBA-Dienstprogramm an. Sie bendtigen die richtige HBA-Version fur
Ihr Hostbetriebssystem und lhre CPU. Beispiele fir FC HBA Utilities:
o Emulex OneCommand Manager fir Emulex HBAs

> QLogic QConverge Console fiir QLogic HBAs

Schritte
1. Laden Sie das entsprechende Dienstprogramm von der Website Ihres HBA-Anbieters herunter.

2. Installieren Sie das Dienstprogramm.
3. Wahlen Sie die entsprechenden Einstellungen im HBA-Dienstprogramm aus.

Die entsprechenden Einstellungen fir Ihre Konfiguration sind in der Spalte Hinweise des aufgefihrt
"NetApp Interoperabilitats-Matrix-Tool".

Schritt 3: Notieren Sie lhre Konfiguration

Sie kénnen eine PDF-Datei auf dieser Seite erstellen und drucken und anschlielend die
Konfigurationsinformationen fur den FC-Speicher mithilfe des folgenden Arbeitsblatts erfassen. Sie bendtigen
diese Informationen flur Bereitstellungsaufgaben.

Die Abbildung zeigt einen Host, der in zwei Zonen mit einem Storage-Array der E-Series verbunden ist. Eine
Zone wird durch die blaue Linie angezeigt; die andere Zone wird durch die rote Linie angezeigt. Jeder einzelne
Port verfugt Gber zwei Pfade zum Storage (einen zu jedem Controller).

Host-IDs

Nummer Der Legende Host-Port-Verbindungen WWPN
(Initiator)

1 Host Nicht zutreffend

11


http://mysupport.netapp.com/matrix

Nummer Der Legende Host-Port-Verbindungen WWPN

(Initiator)
2 Host-Port 0 zu FC-Switch-Zone 0
7 Host Port 1 zu FC Switch Zone 1
Zielkennungen
Nummer Der Legende Port-Verbindungen fiir Array- WWPN
Controller (Ziel
3 Switch Nicht zutreffend
6 Array-Controller (Ziel) Nicht zutreffend
5 Controller A, Port 1 zu FC Switch 1
9 Controller A, Port 2 zu FC Switch 2
4 Controller B, Port 1 zu FC Switch 1
8 Controller B, Port 2 zu FC Switch 2

Zuordnung des Hostnamens

Zuordnung des Hostnamens

Host-OS-Typ

Fuhren Sie iSCSl-spezifische Aufgaben in E-Series unter
Windows aus

Fur das iSCSI-Protokoll konfigurieren Sie die Switches, konfigurieren das Netzwerk auf
Array- und Hostseite und Uberprifen anschliel3end die IP-Netzwerkverbindungen.

Schritt: Die Switches konfigurieren --iSCSI, Windows

Sie konfigurieren die Switches entsprechend den Empfehlungen des Anbieters fur iSCSI. Diese Empfehlungen
kénnen sowohl Konfigurationsrichtlinien als auch Code-Updates enthalten.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

» Zwei separate Netzwerke fiir Hochverfligbarkeit, Stellen Sie sicher, dass Sie Ihren iISCSI-Datenverkehr

12



durch VLANs oder zwei separate Netzwerke in getrennte Netzwerksegmente isolieren.
* Hardware-Flusssteuerung zum Senden und Empfangen aktiviert Ende bis Ende.
* Flusskontrolle mit Prioritat deaktiviert.

» Gegebenenfalls aktivierten Jumbo Frames.

@ Port-Kanale/LACP werden von den Switch-Ports des Controllers nicht unterstiitzt. Host-seitiges
LACP wird nicht empfohlen; Multipathing bietet dieselben Vorteile oder noch besser.

Schritte
Informieren Sie sich in der Dokumentation des Switch-Anbieters.

Schritt: Netzwerk-iSCSI Windows konfigurieren

Je nach lhren Datenspeicheranforderungen kénnen Sie Ihr iSCSI-Netzwerk auf unterschiedliche Weise
einrichten. Wenden Sie sich an Ihren Netzwerkadministrator, wenn Sie Tipps zur Auswahl der fiir lhre
Umgebung am besten geeigneten Konfiguration bendtigen.

Eine effektive Strategie zur Konfiguration des iSCSI-Netzwerks mit grundlegender Redundanz besteht darin,
jeden Host-Port und einen Port jedes Controllers miteinander zu verbinden, um getrennte Switches zu
verbinden und jeden Host- und Controller-Satz in separaten Netzwerksegmenten mithilfe von VLANs zu
partitionieren.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

* Hardware-Flusssteuerung zum Senden und Empfangen aktiviert Ende bis Ende.

» Flusskontrolle mit Prioritat deaktiviert.

» Gegebenenfalls aktivierten Jumbo Frames.
Wenn Sie aus Performance-Griinden Jumbo Frames im IP SAN verwenden, stellen Sie sicher, dass Sie
das Array, die Switches und Hosts fir die Verwendung von Jumbo Frames konfigurieren. Informationen
zum Aktivieren von Jumbo-Frames auf den Hosts und Switches finden Sie in der Dokumentation zum

Betriebssystem und Switch. Um Jumbo Frames auf dem Array zu aktivieren, fuhren Sie das Verfahren in
Schritt 3 aus.

Schritte
Informieren Sie sich in der Dokumentation des Switch-Anbieters.

@ Far IP-Overhead mussen viele Netzwerk-Switches Uber 9,000 Bytes konfiguriert werden.
Weitere Informationen finden Sie in der Switch-Dokumentation.

Schritt 3: Array-seitiges Netzwerk konfigurieren — iSCSI, Windows

Mit der SANtricity System Manager GUI kénnen Sie das iISCSI-Netzwerk auf der Array-Seite konfigurieren.

Bevor Sie beginnen
* Die IP-Adresse oder der Domanenname fiir einen der Speicher-Array-Controller.

 Ein Passwort fir die System Manager GUI, rollenbasierte Zugriffssteuerung (Role-Based Access Control,
RBAC) oder LDAP und ein Verzeichnisdienst, der fir den entsprechenden Sicherheitszugriff auf das
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Speicher-Array konfiguriert wurde. Weitere Informationen zur Zugriffsverwaltung finden Sie in der Online-
Hilfe des SANTtricity System Managers.

Uber diese Aufgabe

Dieser Task beschreibt den Zugriff auf die Konfiguration des iSCSI-Ports Uiber die Seite Hardware. Sie kdnnen
die Konfiguration auch tber das Menu:System[Einstellungen > iSCSI-Ports konfigurieren] aufrufen.

Schritte

1.

Geben Sie in Inrem Browser die folgende URL ein: https://<DomainNameOrIPAddress>
IPAddress Ist die Adresse fUr einen der Storage Array Controller.

Wenn SANTtricity System Manager zum ersten Mal auf einem Array geéffnet wird, das nicht konfiguriert
wurde, wird die Eingabeaufforderung Administratorkennwort festlegen angezeigt. Rollenbasierte
Zugriffsverwaltung konfiguriert vier lokale Rollen: Administration, Support, Sicherheit und Monitoring. Die
letzten drei Rollen haben zufallige Passworter, die nicht erraten werden kdnnen. Nachdem Sie ein
Passwort fur die Administratorrolle festgelegt haben, kdnnen Sie alle Passworter mit den Admin-
Anmeldedaten andern. Weitere Informationen zu den vier lokalen Benutzerrollen finden Sie in der Online-
Hilfe des SANTtricity-System-Managers.

. Geben Sie in den Feldern Administratorpasswort festlegen und Passwort bestatigen das Passwort fiir die

Administratorrolle ein und klicken Sie dann auf die Schaltflache Passwort festlegen.

Wenn Sie System Manager 6ffnen und keine Pools, Volume-Gruppen, Workloads oder Benachrichtigungen
konfiguriert wurden, wird der Setup-Assistent gestartet.

. Schliel3en Sie den Setup-Assistenten.

Sie verwenden den Assistenten spater, um zusatzliche Setup-Aufgaben abzuschlie3en.

Wahlen Sie Hardware.

5. Wenn die Grafik die Laufwerke anzeigt, klicken Sie auf Zuriick zum Regal anzeigen.
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Die Grafik andert sich, um die Controller anstelle der Laufwerke anzuzeigen.
Klicken Sie auf den Controller mit den iSCSI-Ports, die Sie konfigurieren méchten.
Das Kontextmenu des Controllers wird angezeigt.

Wahlen Sie iSCSI-Ports konfigurieren.

Das Dialogfeld iSCSI-Ports konfigurieren wird geoffnet.

Wahlen Sie in der Dropdown-Liste den Port aus, den Sie konfigurieren mdchten, und klicken Sie dann auf
Weiter.

Wahlen Sie die Einstellungen fiir den Konfigurationsanschluss aus, und klicken Sie dann auf Weiter.

Um alle Porteinstellungen anzuzeigen, klicken Sie rechts im Dialogfeld auf den Link Weitere
Porteinstellungen anzeigen.



Port-Einstellung

Konfigurierte Geschwindigkeit des ethernet-Ports

IPv4 aktivieren/IPv6 aktivieren

TCP-Listening-Port (verfligbar durch Klicken auf
Weitere Port-Einstellungen anzeigen.)

MTU-GroRe (verfigbar durch Klicken auf Weitere
Porteinstellungen anzeigen.)

ICMP PING-Antworten aktivieren

Beschreibung

Wabhlen Sie die gewlnschte Geschwindigkeit. Die in
der Dropdown-Liste angezeigten Optionen hangen
von der maximalen Geschwindigkeit ab, die lhr
Netzwerk unterstiitzen kann (z. B. 10 Gbit/s).

Die optionalen iSCSI-Host-
Schnittstellenkarten in den E5700
und EF570 Controllern flihren keine
automatischen
Verhandlungsgeschwindigkeiten

@ durch. Sie missen die
Geschwindigkeit fur jeden Port
entweder auf 10 GB oder auf 25 GB
einstellen. Alle Ports miUssen auf
dieselbe Geschwindigkeit festgelegt
sein.

Wahlen Sie eine oder beide Optionen aus, um die
Unterstltzung fur IPv4- und IPv6-Netzwerke zu
aktivieren.

Geben Sie bei Bedarf eine neue Portnummer ein.
Der Listening-Port ist die TCP-Port-Nummer, die der
Controller zum Abhdren von iISCSI-Anmeldungen
von Host-iISCSI-Initiatoren verwendet. Der
standardmafige Listenanschluss ist 3260. Sie
mussen 3260 oder einen Wert zwischen 49152 und
65535 eingeben.

Geben Sie bei Bedarf eine neue GrolRe in Byte fur
die maximale Ubertragungseinheit (MTU) ein. Die
Standardgrofe fir maximale Ubertragungseinheit
(Maximum Transmission Unit, MTU) betragt 1500
Byte pro Frame. Sie missen einen Wert zwischen
1500 und 9000 eingeben.

Wabhlen Sie diese Option aus, um das ICMP
(Internet Control Message Protocol) zu aktivieren.
Die Betriebssysteme von vernetzten Computern
verwenden dieses Protokoll zum Senden von
Meldungen. Diese ICMP-Meldungen bestimmen, ob
ein Host erreichbar ist und wie lange es dauert, bis
Pakete von und zu diesem Host gelangen.

Wenn Sie IPv4 aktivieren ausgewahlt haben, wird ein Dialogfeld zur Auswahl von IPv4-Einstellungen
geodffnet, nachdem Sie auf Weiter geklickt haben. Wenn Sie IPv6 aktivieren ausgewahlt haben, wird ein
Dialogfeld zur Auswahl von IPv6-Einstellungen gedffnet, nachdem Sie auf Weiter geklickt haben. Wenn
Sie beide Optionen ausgewahlt haben, wird zuerst das Dialogfeld fiir IPv4-Einstellungen gedffnet, und
nach dem Klicken auf Weiter wird das Dialogfeld fur IPv6-Einstellungen geoffnet.
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10. Konfigurieren Sie die IPv4- und/oder IPv6-Einstellungen automatisch oder manuell. Um alle
Porteinstellungen anzuzeigen, klicken Sie rechts im Dialogfeld auf den Link Weitere Einstellungen

anzeigen.

Port-Einstellung

Automatische Ermittlung der Konfiguration

Statische Konfiguration manuell festlegen

Aktivieren Sie die VLAN-Unterstltzung (verflgbar
durch Klicken auf Weitere Einstellungen
anzeigen.)

ethernet-Prioritat aktivieren (verfigbar durch Klicken
auf Weitere Einstellungen anzeigen.)

11. Klicken Sie Auf Fertig Stellen.
12. SchlieRen Sie System Manager.
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Beschreibung

Wahlen Sie diese Option aus, um die Konfiguration
automatisch abzurufen.

Wahlen Sie diese Option aus, und geben Sie dann
eine statische Adresse in die Felder ein. Geben Sie
bei IPv4 die Subnetzmaske und das Gateway des
Netzwerks an. Geben Sie flr IPv6 die routingfahige
IP-Adresse und die Router-IP-Adresse ein.

Diese Option ist nur in einer iSCSI-

@ Umgebung verfiigbar. In einer NVMe
over RoCE-Umgebung ist dies nicht
verflgbar.

Wahlen Sie diese Option aus, um ein VLAN zu
aktivieren und seine ID einzugeben. Ein VLAN ist
ein logisches Netzwerk, das sich verhalt, als sei es
physisch von anderen physischen und virtuellen
lokalen Netzwerken (LANs) getrennt, die von
denselben Switches, denselben Routern oder
beiden unterstitzt werden.

Diese Option ist nur in einer iSCSI-

@ Umgebung verfugbar. In einer NVMe
over RoCE-Umgebung ist dies nicht
verflgbar.

Wahlen Sie diese Option aus, um den Parameter zu
aktivieren, der die Prioritat des Zugriffs auf das
Netzwerk bestimmt. Wahlen Sie mithilfe des
Schiebereglers eine Prioritat zwischen 1 und 7 aus.
In einer gemeinsamen LAN-Umgebung (Local Area
Network) wie Ethernet kdnnten viele Stationen den
Zugang zum Netzwerk zu schaffen haben. Der
Zugriff erfolgt in der Reihenfolge der eingehenden
Reservierungen. Zwei Stationen versuchen
moglicherweise gleichzeitig, auf das Netzwerk
zuzugreifen, was dazu fihrt, dass beide Stationen
wieder aus- und abschalten und warten, bevor sie
es erneut versuchen. Dieser Vorgang wird bei
geswitchten Ethernet minimiert, bei dem nur eine
Station mit einem Switch-Port verbunden ist.



Schritt 4: Host-seitiges Netzwerk konfigurieren — iSCSI

Sie mussen das iISCSI-Netzwerk auf der Hostseite konfigurieren, damit der Microsoft iISCSI-Initiator Sitzungen
mit dem Array einrichten kann.

Bevor Sie beginnen

Stellen Sie sicher, dass Sie Folgendes haben:

* Vollstandig konfigurierte Switches, die fur den iISCSI-Speicherdatenverkehr verwendet werden.
» Hardware-Flusssteuerung zum Senden und Empfangen aktiviert Ende bis Ende

* Flusskontrolle mit Prioritat deaktiviert.

 Array-seitige iSCSI-Konfiguration abgeschlossen.

» Die IP-Adresse der einzelnen Ports am Controller.

Uber diese Aufgabe

Bei diesen Anweisungen wird davon ausgegangen, dass fir den iSCSI-Datenverkehr zwei NIC-Ports
verwendet werden.

Schritte
1. Nicht verwendete Netzwerkadapter-Protokolle deaktiviert.

Zu diesen Protokollen gehdren u. a. QoS, Datei- und Druckfreigabe und NetBIOS.
2. Ausfilhren > iscsicpl.exe Uber ein Terminal-Fenster auf dem Host 6ffnen Sie das Dialogfeld iSCSI

Initiator Properties.

3. Wahlen Sie auf der Registerkarte Discovery die Option Discover Portal und geben Sie dann die IP-
Adresse eines der iSCSI-Zielports ein.

4. Wahlen Sie auf der Registerkarte Ziele das erste Zielportal aus, das Sie entdeckt haben, und wahlen Sie
dann Verbinden aus.

5. Wahlen Sie Multi-Path aktivieren, wahlen Sie Diese Verbindung zur Liste der bevorzugten Ziele und
wahlen Sie dann Erweitert aus.

6. Wahlen Sie fur * Local Adapter* Microsoft iSCSI Initiator.

7. Wahlen Sie fur Initiator IP die IP-Adresse eines Ports im selben Subnetz oder VLAN als eines der iSCSI-
Ziele aus.

8. Wahlen Sie flr Ziel-IP die IP-Adresse eines Ports im selben Subnetz aus wie die im Schritt oben
ausgewahlte Initiator-IP.

9. Behalten Sie die Standardwerte fir die tGbrigen Kontrollkastchen bei, und wahlen Sie dann OK.
10. Wahlen Sie erneut OK aus, wenn Sie zum Dialogfeld mit Ziel verbinden zurlickkehren.

11. Wiederholen Sie dieses Verfahren fir jeden Initiator-Port und jede Sitzung (logischer Pfad) zum Speicher-
Array, das Sie einrichten mochten.

Schritt 5: Uberpriifen Sie IP-Netzwerkverbindungen - iSCSI, Windows

Sie uberprufen IP-Netzwerkverbindungen des Internet Protocol (Internet Protocol), indem Sie Ping-Tests
verwenden, um sicherzustellen, dass Host und Array kommunizieren kénnen.

1. Wahlen Sie MenU:Start[Alle Programme > Zubehor > Eingabeaufforderung], und fliihren Sie dann einen der
folgenden Befehle aus, je nachdem, ob Jumbo Frames aktiviert sind:
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> Wenn Jumbo Frames nicht aktiviert sind, fihren Sie den folgenden Befehl aus:
ping -S <hostIP\> <targetIP\>

> Wenn Jumbo Frames aktiviert sind, fiihren Sie den Ping-Befehl mit einer NutzlastgroRe von 8,972 Byte
aus. Die kombinierten IP- und ICMP-Header sind 28 Bytes, was, wenn sie der Nutzlast hinzugefligt
werden, 9,000 Bytes entspricht. Der -f Schalter setzt das don’ t fragment (DF) Bit. Mit dem -I
-Schalter kdnnen Sie die Grole einstellen. Mit diesen Optionen kébnnen Jumbo-Frames mit 9,000 Byte
erfolgreich zwischen iSCSI-Initiator und Ziel Gbertragen werden.

ping -1 8972 -f <iSCSI target IP address\>
In diesem Beispiel lautet die iSCSI-Ziel-IP-Adresse 192.0.2.8.

C:\>ping -1 8972 -f 192.0.2.8
Pinging 192.0.2.8 with 8972 bytes of data:
Reply from 192.0.2.8: bytes=8972 time=2ms TTL=64
Reply from 192.0.2.8: bytes=8972 time=2ms TTL=64
Reply from 192.0.2.8: bytes=8972 time=2ms TTL=64
Reply from 192.0.2.8: bytes=8972 time=2ms TTL=64
Ping statistics for 192.0.2.8:

Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:

Minimum = 2ms, Maximum = 2ms, Average = 2ms

2. Geben Sie A aus ping Befehl von der Initiatoradresse jedes Hosts (die IP-Adresse des fiir iSCSI
verwendeten Host-Ethernet-Ports) an jeden Controller-iSCSI-Port. Fiihren Sie diese Aktion von jedem
Host-Server in der Konfiguration aus, wobei die IP-Adressen bei Bedarf geandert werden.

Wenn der Befehl fehlschlagt (z. B. gibt er zurlick Packet needs to be fragmented
@ but DF set), Uberprifen Sie die MTU-GroRe (Jumbo Frame-Unterstutzung) fir die
Ethernet-Schnittstellen auf dem Hostserver, dem Storage Controller und den Switch-Ports.

Schritt 6: Notieren Sie lhre Konfiguration

Sie kénnen eine PDF-Datei auf dieser Seite erstellen und drucken und dann die iSCSI-
Speicherkonfigurationsinformationen mithilfe des folgenden Arbeitsblatts aufzeichnen. Sie bendtigen diese
Informationen fir Bereitstellungsaufgaben.

Empfohlene Konfiguration

Empfohlene Konfigurationen bestehen aus zwei Initiator-Ports und vier Ziel-Ports mit einem oder mehreren
VLANSs.
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i15C51
Metwaork

0] B e

Ziel-IQN
Nummer Der Legende Ziel-Port-Verbindung IQN
2 Ziel-Port

Zuordnung des Hostnamens

Nummer Der Legende Host-Informationen Name und Typ
1 Zuordnung des Hostnamens
Host-OS-Typ

Fuhren Sie SAS-spezifische Aufgaben in E-Series unter
Windows aus

FUr das SAS-Protokoll bestimmen Sie Host-Port-Adressen und nehmen die
entsprechenden Einstellungen vor.

Schritt: Bestimmen Sie die SAS-Host-IDs — Windows

Suchen Sie mithilfe des HBA-Dienstprogramms die SAS-Adressen und verwenden Sie das HBA-BIOS, um die
entsprechenden Konfigurationseinstellungen vorzunehmen.

Uber diese Aufgabe
Lesen Sie die Richtlinien fir HBA Utilities:

» Die meisten HBA-Anbieter bieten ein HBA-Dienstprogramm an. Verwenden Sie je nach Host-
Betriebssystem und CPU entweder das LSI-sas2flash (6G) oder sas3flash (12G) Utility.

Schritte
1. Laden Sie das Dienstprogramm LSI-sas2flash (6G) oder sas3flash (12G) von der Website Ihres HBA-
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Anbieters herunter.
2. Installieren Sie das Dienstprogramm.

3. Verwenden Sie das HBA-BIOS, um die entsprechenden Einstellungen fiir Ihre Konfiguration auszuwahlen.
Informationen zum Festlegen von Empfehlungen finden Sie in der Spalte Notizen des "NetApp
Interoperabilitats-Matrix-Tool".

Schritt 2: Notieren Sie lhre Konfiguration
Sie kénnen eine PDF-Datei auf dieser Seite erstellen und drucken und dann mithilfe des folgenden

Arbeitsblatts Ihre protokollspezifischen Speicherkonfigurationsinformationen aufzeichnen. Sie bendtigen diese
Informationen fiir Bereitstellungsaufgaben.

g lmm

===

4
2
i
_.__,..u-"'.'
Host-IDs
Nummer Der Legende Host-Port-Verbindungen SAS-Adresse
(Initiator)
1 Host Nicht zutreffend
2 Host-Port 1 (Initiator) ist mit
Controller A verbunden, Port 1
3 Host-Port 1 (Initiator) ist mit
Controller B verbunden, Port 1
4 Host-Port 2 (Initiator) ist mit
Controller A verbunden, Port 1
5 Host-Port 2 (Initiator) ist mit

Controller B verbunden, Port 1

Zielkennungen

Empfohlene Konfigurationen bestehen aus zwei Ziel-Ports.
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Zuordnung des Hostnamens

Zuordnung des Hostnamens

Host-OS-Typ

Ermitteln Sie Speicher auf dem Host in E-Series - Windows

Wenn Sie neue LUNs hinzufiigen, mussen Sie die zugehorigen Festplatten manuell neu
scannen, um sie zu erkennen. Der Host erkennt neue LUNSs nicht automatisch.

LUNSs auf Ihrem Speichersystem werden als Festplatten fir den Windows-Host angezeigt.

Schritte
1. Melden Sie sich als Administrator an.

2. Um den Speicher zu ermitteln, fliihren Sie an einer Windows-Eingabeaufforderung den folgenden Befehl
aus.

# echo rescan | diskpart
3. Fuhren Sie den folgenden Befehl aus, um das Hinzufligen eines neuen Speichers zu Uberprufen.

# echo list disk | diskpart

Konfigurieren Sie Speicher auf dem Host in E-Series -
Windows

Da eine neue LUN offline ist und Uber keine Partition oder ein Dateisystem verfugt, wenn
ein Windows-Host sie zuerst erkennt, missen Sie das Volume online schalten und es in
Windows initialisieren. Optional konnen Sie die LUN mit einem Dateisystem formatieren.

Sie kdnnen den Datentrager als Basislaufwerk mit einer GPT- oder MBR-Partitionstabelle initialisieren. In der
Regel formatieren Sie die LUN mit einem Dateisystem wie z. B. New Technology File System (NTFS).

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

e Eine LUN, die vom Host erkannt wurde.

Schritte
1. Geben Sie an einer Windows-Eingabeaufforderung das ein diskpart Kontext.
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> diskpart
2. Die Liste der verfligbaren Festplatten anzeigen.
> list disk
3. Wahlen Sie das Laufwerk aus, das Sie online schalten mochten.
> select disk 1
4. Stellen Sie die Festplatte online.
> online disk
5. Erstellen Sie eine Partition.

> create partition primary

In Windows Server 2008 und héher werden Sie sofort nach dem Erstellen der Partition

(D aufgefordert, um die Festplatte zu formatieren und ihm einen Namen zu geben. Wahlen Sie
in der Eingabeaufforderung Abbrechen aus, um mit diesen Anweisungen zum Formatieren
und Benennen der Partition fortzufahren.

6. Weisen Sie einen Laufwerksbuchstaben zu.

> assign letter=f
7. Formatieren Sie die Festplatte.

> format FS=NTFS LABEL="New Volume” QUICK
8. Schlielen Sie den Diskpart-Kontext.

> exit
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Uberpriifen Sie den Speicherzugriff auf dem Host unter E-
Series — Windows

Bevor Sie das Volume verwenden, vergewissern Sie sich, dass der Host Daten auf die
LUN schreiben und wieder lesen kann.

Bevor Sie beginnen
Sie mussen die LUN initialisiert und mit einem Dateisystem formatiert haben.

Schritte
1. Erstellen und Schreiben in eine Datei auf der neuen LUN.

> echo test file > f:\\test.txt
2. Lesen Sie die Datei und Uberprifen Sie, ob die Daten geschrieben wurden.
> type f:\\test.txt

3. Um die Funktionsweise von Multipath zu Gberprifen, andern Sie die Eigentimerschaft fir Volumes.

a. Wahlen Sie in der SANTtricity System Manager-GUI Speicher > Volumes und dann Mehr >
Eigentumséanderung aus.

b. Verwenden Sie im Dialogfeld Volume-Eigentimerschaft andern den Pull-down-Befehl bevorzugter
Eigentiimer, um den anderen Controller fir einen der Volumes in der Liste auszuwahlen, und
bestatigen Sie dann den Vorgang.

c. Vergewissern Sie sich, dass Sie weiterhin auf die Dateien auf der LUN zugreifen kénnen.
> dir f:\\

4. Suchen Sie die Ziel-ID.

@ Das Dienstprogramm dsmuUtil muss die Grof3-/Kleinschreibung beachten.

> C:\\Program Files \ (x86\)\\DSMDrivers\\mppdsm\\dsmUtil.exe -a

5. Zeigen Sie die Pfade zur LUN an, und Uberprifen Sie, ob Sie die erwartete Anzahl von Pfaden haben. Im

<target ID> Verwenden Sie den Teil des Befehls die Ziel-ID, die Sie im vorherigen Schritt gefunden
haben.

> C:\\Program Files \ (x86\)\\DSMDrivers\\mppdsm\\dsmUtil.exe —g <target
ID\>
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