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Management und Monitoring von Storage mit
NetApp Hybrid Cloud Control
Mit NetApp SolidFire All-Flash-Storage können Sie Storage-Assets verwalten und
überwachen sowie Komponenten in Ihrem Storage-System mit NetApp Hybrid Cloud
Control konfigurieren.

• "Hinzufügen und Managen von Storage-Clustern"

• "Konfigurieren Sie vollständig qualifizierten Domänennamen Web UI-Zugriff"

• "Benutzerkonten erstellen und verwalten"

• "Erstellung und Management von Volumes"

• "Erstellung und Management von Volume-Zugriffsgruppen"

• "Erstellen und Verwalten von Initiatoren"

• "Erstellung und Management von QoS-Richtlinien für Volumes"

• "Überwachen Sie Ihr SolidFire System mit NetApp Hybrid Cloud Control"

Weitere Informationen

• "NetApp Element Plug-in für vCenter Server"

• "Dokumentation von SolidFire und Element Software"

Fügen Sie Storage-Cluster mit NetApp Hybrid Cloud Control
hinzu und managen Sie sie

Sie können Storage-Cluster zur Bestandsaufnahme der Management-Node-Ressourcen
hinzufügen, sodass sie mittels NetApp Hybrid Cloud Control (HCC) gemanagt werden
können. Der erste während der Systemeinrichtung hinzugefügte Storage Cluster ist der
Standard "Autorisierende Storage-Cluster", Aber zusätzliche Cluster können mit HCC UI
hinzugefügt werden.

Nach dem Hinzufügen eines Speicher-Clusters können Sie die Cluster-Performance überwachen, die
Anmeldeinformationen für das Storage-Cluster für die verwaltete Ressource ändern oder ein Storage-Cluster
aus der Asset-Bestandsaufnahme des Management-Nodes entfernen, wenn dieses nicht mehr mit HCC
verwaltet werden muss.

Was Sie benötigen

• Clusteradministrator-Berechtigungen: Sie haben Berechtigungen als Administrator auf dem
"Autorisierende Storage-Cluster". Das autoritäre Cluster ist das erste Cluster, das während der
Systemeinrichtung zur Inventarisierung der Managementknoten hinzugefügt wird.

• Element Software: Die NetApp Element Software 11.3 oder höher wird in Ihrer Speichercluster-Version
ausgeführt.

• Management-Node: Sie haben einen Management-Node mit Version 11.3 oder höher bereitgestellt.

• Management Services: Sie haben Ihr Management Services Bundle auf Version 2.17 oder höher
aktualisiert.
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Optionen

• Fügen Sie einen Storage-Cluster hinzu

• Bestätigen des Storage-Cluster-Status

• Bearbeiten der Anmeldedaten für das Storage-Cluster

• Entfernen eines Storage-Clusters

• Aktivieren und deaktivieren Sie den Wartungsmodus

Fügen Sie einen Storage-Cluster hinzu

Mit NetApp Hybrid Cloud Control können Sie dem Inventory der Management-Node-Ressourcen ein Storage-
Cluster hinzufügen. Auf diese Weise können Sie den Cluster mithilfe der HCC-Benutzeroberfläche verwalten
und überwachen.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an und stellen Sie die autorisierenden Anmeldedaten
des Storage-Cluster-Administrators bereit.

2. Wählen Sie im Dashboard oben rechts das Optionsmenü aus und wählen Sie Konfigurieren.

3. Wählen Sie im Fensterbereich Storage Cluster Storage Cluster Details aus.

4. Wählen Sie Storage-Cluster Hinzufügen.

5. Geben Sie die folgenden Informationen ein:

◦ Virtuelle IP-Adresse für das Storage-Cluster-Management

Es können nur Remote-Storage-Cluster hinzugefügt werden, die derzeit nicht von einem
Management-Node gemanagt werden.

◦ Benutzername und Passwort für den Storage Cluster

6. Wählen Sie Hinzufügen.

Nachdem Sie das Storage-Cluster hinzugefügt haben, kann der Cluster-Bestand bis zu 2
Minuten dauern, bis die neue Ergänzung angezeigt wird. Möglicherweise müssen Sie die
Seite in Ihrem Browser aktualisieren, um die Änderungen anzuzeigen.

Bestätigen des Storage-Cluster-Status

Über die Benutzeroberfläche von NetApp Hybrid Cloud Control können Sie den Verbindungsstatus von
Storage-Cluster-Ressourcen überwachen.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an und stellen Sie die autorisierenden Anmeldedaten
des Storage-Cluster-Administrators bereit.

2. Wählen Sie im Dashboard oben rechts das Optionsmenü aus und wählen Sie Konfigurieren.

3. Überprüfen Sie den Status von Speicherclustern im Inventar.

4. Wählen Sie im Fensterbereich Storage Cluster Storage Cluster Details für weitere Details.
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Bearbeiten der Anmeldedaten für das Storage-Cluster

Der Benutzername und das Passwort des Storage-Clusters können Sie über die Benutzeroberfläche von
NetApp Hybrid Cloud Control bearbeiten.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an und stellen Sie die autorisierenden Anmeldedaten
des Storage-Cluster-Administrators bereit.

2. Wählen Sie im Dashboard oben rechts das Optionsmenü aus und wählen Sie Konfigurieren.

3. Wählen Sie im Fensterbereich Storage Cluster Storage Cluster Details aus.

4. Wählen Sie für den Cluster das Menü Aktionen aus und wählen Sie Cluster-Anmeldeinformationen
bearbeiten.

5. Aktualisieren Sie den Benutzernamen und das Passwort des Storage-Clusters.

6. Wählen Sie Speichern.

Entfernen eines Storage-Clusters

Durch Entfernen eines Storage-Clusters aus NetApp Hybrid Cloud Control wird das Cluster aus der Inventar
des Management-Node entfernt. Nachdem Sie ein Storage-Cluster entfernt haben, kann der Cluster nicht
mehr von HCC gemanagt werden. Sie können ihn nur aufrufen, indem Sie direkt zur Management-IP-Adresse
navigieren.

Sie können das autorisierende Cluster nicht aus dem Bestand entfernen. Um den
autorisierenden Cluster zu ermitteln, gehen Sie zu Benutzerverwaltung > Benutzer. Der
autoritative Cluster wird neben der Überschrift Benutzer aufgelistet.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an und stellen Sie die autorisierenden Anmeldedaten
des Storage-Cluster-Administrators bereit.

2. Wählen Sie im Dashboard oben rechts das Optionsmenü aus und wählen Sie Konfigurieren.

3. Wählen Sie im Fensterbereich Storage Cluster Storage Cluster Details aus.

4. Wählen Sie für den Cluster das Menü Aktionen aus und wählen Sie Storage Cluster entfernen.

Durch die Auswahl von Ja wird der Cluster aus der Installation entfernt.

5. Wählen Sie Ja.

Aktivieren und deaktivieren Sie den Wartungsmodus

Wenn Sie einen Storage-Node für Wartungsarbeiten, wie z. B. Software-Upgrades oder Host-Reparaturen,
offline schalten müssen, können Sie die Auswirkungen auf den Rest des Storage-Clusters durch auf ein
Minimum minimieren Aktivieren Wartungsmodus für diesen Node. Wenn Sie Deaktivieren Im Wartungsmodus
wird der Node überwacht, um sicherzustellen, dass bestimmte Kriterien erfüllt werden, bevor der Node aus
dem Wartungsmodus wechselt.

Was Sie benötigen

• Element Software: Die NetApp Element Software 12.2 oder höher wird in Ihrer Speichercluster-Version
ausgeführt.
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• Management-Node: Sie haben einen Management-Node mit Version 12.2 oder höher bereitgestellt.

• Management Services: Sie haben Ihr Management Services Bundle auf Version 2.19 oder höher
aktualisiert.

• Sie haben Zugriff auf die Anmeldung auf Administratorebene.

Wartungsmodus aktivieren

Sie können das folgende Verfahren verwenden, um den Wartungsmodus für einen Storage-Cluster-Node zu
aktivieren.

Es kann sich nur ein Node gleichzeitig im Wartungsmodus befinden.

Schritte

1. Öffnen Sie die IP-Adresse des Management-Node in einem Webbrowser. Beispiel:

https://[management node IP address]

2. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des SolidFire All-Flash-
Storage-Cluster-Administrators bereitstellen.

Die Funktionsoptionen für den Wartungsmodus sind auf der schreibgeschützten Ebene
deaktiviert.

3. Wählen Sie im blauen Feld links die SolidFire-All-Flash-Installation aus.

4. Wählen Sie im linken Navigationsbereich Knoten aus.

5. Um Informationen zum Speicherbestand anzuzeigen, wählen Sie Speicherung.

6. Aktivieren des Wartungsmodus auf einem Storage-Node:

Die Tabelle der Storage-Nodes wird automatisch alle zwei Minuten für Aktionen aktualisiert,
die nicht von Benutzern initiiert wurden. Um sicherzustellen, dass Sie über den aktuellen
Status verfügen, können Sie die Knoten-Tabelle aktualisieren, indem Sie das
Aktualisierungssymbol oben rechts in der Knotentabelle verwenden.

a. Wählen Sie unter Actions die Option Wartungsmodus aktivieren aus.

Während Wartungsmodus aktiviert wird, sind Aktionen im Wartungsmodus für den ausgewählten

4



Knoten und alle anderen Knoten im selben Cluster nicht verfügbar.

Nachdem Aktivieren des Wartungsmodus abgeschlossen ist, wird in der Spalte Knotenstatus ein
Schraubenschlüsselsymbol und der Text „Wartungsmodus“ für den Knoten angezeigt, der sich im
Wartungsmodus befindet.

Wartungsmodus deaktivieren

Nachdem ein Knoten erfolgreich in den Wartungsmodus versetzt wurde, steht für diesen Knoten die Aktion
Wartungsmodus deaktivieren zur Verfügung. Aktionen auf den anderen Nodes sind erst verfügbar, wenn der
Wartungsmodus auf dem Node, der gerade gewartet wird, erfolgreich deaktiviert wurde.

Schritte

1. Wählen Sie für den Knoten im Wartungsmodus unter Aktionen die Option Wartungsmodus deaktivieren
aus.

Während Wartungsmodus deaktiviert wird, sind Aktionen im Wartungsmodus für den ausgewählten
Knoten und alle anderen Knoten im selben Cluster nicht verfügbar.

Nachdem Wartungsmodus deaktivieren abgeschlossen ist, wird in der Spalte Knotenstatus aktiv
angezeigt.

Wenn sich ein Node im Wartungsmodus befindet, werden keine neuen Daten akzeptiert.
Daher kann das Deaktivieren des Wartungsmodus länger dauern, da der Node die Daten
wieder synchronisieren muss, bevor er den Wartungsmodus beenden kann. Je länger Sie
im Wartungsmodus verbringen, desto länger kann es zum Deaktivieren des Wartungsmodus
dauern.

Fehlerbehebung

Falls beim Aktivieren oder Deaktivieren des Wartungsmodus Fehler auftreten, wird oben in der Node-Tabelle
ein Banner-Fehler angezeigt. Für weitere Informationen über den Fehler können Sie den auf dem Banner
bereitgestellten Link Details anzeigen wählen, um zu zeigen, was die API zurückgibt.

Weitere Informationen

• "Erstellen und Managen von Storage-Cluster-Assets"

• "Dokumentation von SolidFire und Element Software"

Erstellen und managen Sie Benutzerkonten mit NetApp
Hybrid Cloud Control

In Element-basierten Storage-Systemen können maßgebliche Cluster-Benutzer erstellt
werden, um Login-Zugriff auf NetApp Hybrid Cloud Control zu ermöglichen. Dies hängt
von den Berechtigungen ab, die Sie „Administrator“ oder „schreibgeschützten“ Benutzern
gewähren möchten. Neben Cluster-Benutzern gibt es auch Volume-Konten, über die
Clients eine Verbindung zu Volumes auf einem Storage-Node herstellen können. 

Verwalten Sie die folgenden Kontoarten:
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• Managen von autorisierenden Cluster-Konten

• Volume-Konten verwalten

Aktivieren Sie LDAP

Um LDAP für jedes Benutzerkonto verwenden zu können, müssen Sie zunächst LDAP aktivieren.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Wählen Sie im Dashboard oben rechts das Options-Symbol aus und wählen Sie Benutzerverwaltung.

3. Wählen Sie auf der Seite Benutzer die Option LDAP konfigurieren aus.

4. Definieren Sie Ihre LDAP-Konfiguration.

5. Wählen Sie den Authentifizierungstyp Suchen und Bind oder Direct Bind aus.

6. Bevor Sie die Änderungen speichern, wählen Sie LDAP-Anmeldung testen oben auf der Seite, geben Sie
den Benutzernamen und das Kennwort eines Benutzers ein, den Sie kennen, und wählen Sie Test.

7. Wählen Sie Speichern.

Managen von autorisierenden Cluster-Konten

"Autoritäre Benutzerkonten" Werden bei NetApp Hybrid Cloud Control über die Option „Benutzerverwaltung“
rechts oben gemanagt. Mithilfe dieser Kontoarten können Sie sich gegen alle Storage-Ressourcen
authentifizieren, die mit einer NetApp Hybrid Cloud Control Instanz von Nodes und Clustern verbunden sind.
Mit diesem Konto können Sie Volumes, Konten, Zugriffsgruppen und mehr über alle Cluster hinweg verwalten.

Erstellen Sie ein autorisierende Cluster-Konto

Erstellen Sie ein Konto mit NetApp Hybrid Cloud Control.

Mithilfe dieses Kontos können Kunden sich bei der Hybrid Cloud Control, der UI pro Node für das Cluster und
dem Storage-Cluster in der NetApp Element Software anmelden.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Wählen Sie im Dashboard oben rechts das Options-Symbol aus und wählen Sie Benutzerverwaltung.

3. Wählen Sie Benutzer Erstellen.

4. Wählen Sie den Authentifizierungstyp von Cluster oder LDAP aus.

5. Führen Sie eine der folgenden Aktionen durch:

◦ Wenn Sie LDAP ausgewählt haben, geben Sie den DN ein.

Um LDAP zu verwenden, müssen Sie zunächst LDAP oder LDAPS aktivieren. Siehe
Aktivieren Sie LDAP.

◦ Wenn Sie Cluster als Auth-Typ ausgewählt haben, geben Sie einen Namen und ein Passwort für das
neue Konto ein.

6. Wählen Sie entweder Administrator- oder schreibgeschützten Berechtigungen aus.
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Um die Berechtigungen aus der NetApp Element-Software anzuzeigen, wählen Sie ältere
Berechtigungen anzeigen. Wenn Sie eine Untergruppe dieser Berechtigungen auswählen,
wird dem Konto Schreibberechtigung zugewiesen. Wenn Sie alle älteren Berechtigungen
auswählen, wird dem Konto Administratorberechtigungen zugewiesen.

Um sicherzustellen, dass alle untergeordneten Gruppen Berechtigungen erben, erstellen Sie
im LDAP-Server eine DN-Organisationsadministratorgruppe. Alle untergeordneten Konten
dieser Gruppe übernehmen diese Berechtigungen.

7. Aktivieren Sie das Kontrollkästchen unter „Ich habe die NetApp Endbenutzer-Lizenzvereinbarung gelesen
und akzeptiere sie“.

8. Wählen Sie Benutzer Erstellen.

Bearbeiten Sie ein autorisierende Cluster-Konto

Mit NetApp Hybrid Cloud Control können Sie die Berechtigungen oder das Passwort eines Benutzerkontos
ändern.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Wählen Sie im Dashboard das Symbol oben rechts aus und wählen Sie Benutzerverwaltung.

3. Filtern Sie die Liste der Benutzerkonten optional durch Auswahl von Cluster, LDAP oder IDP.

Wenn Sie Benutzer im Storage-Cluster mit LDAP konfiguriert haben, wird für diese Konten ein Benutzertyp
mit „LDAP“ angezeigt. Wenn Benutzer auf dem Storage-Cluster mit IDP konfiguriert wurden, zeigen diese
Konten einen Benutzertyp mit „IDP“.

4. Erweitern Sie in der Spalte Aktionen in der Tabelle das Menü für das Konto und wählen Sie Bearbeiten.

5. Nehmen Sie die erforderlichen Änderungen vor.

6. Wählen Sie Speichern.

7. Abmelden von NetApp Hybrid Cloud Control

Die Benutzeroberfläche von NetApp Hybrid Cloud Control dauert möglicherweise bis zu 2
Minuten, um den Bestand zu aktualisieren. Um den Bestand manuell zu aktualisieren,
greifen Sie auf den Rest API UI Inventory Service zu https://[management node
IP]/inventory/1/ Und ausführen GET /installations/{id} Für den Cluster.

8. Melden Sie sich bei NetApp Hybrid Cloud Control an.

Löschen eines autorisierenden Benutzerkontos

Sie können ein oder mehrere Konten löschen, wenn sie nicht mehr benötigt werden. Sie können ein LDAP-
Benutzerkonto löschen.

Sie können das primäre Administratorbenutzerkonto für das autorisierende Cluster nicht löschen.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.
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2. Wählen Sie im Dashboard das Symbol oben rechts aus und wählen Sie Benutzerverwaltung.

3. Erweitern Sie in der Spalte Aktionen in der Benutzertabelle das Menü für das Konto und wählen Sie
Löschen.

4. Bestätigen Sie den Löschvorgang, indem Sie Ja wählen.

Volume-Konten verwalten

"Volume-Konten" Werden in der Tabelle NetApp Hybrid Cloud Control Volumes gemanagt. Diese Konten gelten
nur für den Storage Cluster, auf dem sie erstellt wurden. Mit diesen Typen von Konten können Sie
Berechtigungen für Volumes im gesamten Netzwerk festlegen, haben aber keine Auswirkungen außerhalb
dieser Volumes.

Ein Volume-Konto enthält die CHAP-Authentifizierung, die für den Zugriff auf die ihm zugewiesenen Volumes
erforderlich ist.

Erstellen eines Volume-Kontos

Erstellen Sie ein für dieses Volume spezifisches Konto.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Wählen Sie im Dashboard Storage > Volumes aus.

3. Wählen Sie die Registerkarte Konten.

4. Klicken Sie auf die Schaltfläche Konto erstellen.

5. Geben Sie einen Namen für das neue Konto ein.

6. Geben Sie im Abschnitt CHAP-Einstellungen die folgenden Informationen ein:

◦ Initiatorschlüssel für CHAP-Node-Session-Authentifizierung

◦ Zielschlüssel für CHAP-Knoten-Session-Authentifizierung

Um ein Kennwort automatisch zu generieren, lassen Sie die Felder für Anmeldedaten
leer.

7. Wählen Sie Konto Erstellen.

Bearbeiten eines Volume-Kontos

Sie können die CHAP-Informationen ändern und ändern, ob ein Konto aktiv oder gesperrt ist.

Das Löschen oder Sperren eines Kontos im Zusammenhang mit dem Managementknoten führt
zu einem nicht zugänglichen Managementknoten.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Wählen Sie im Dashboard Storage > Volumes aus.

3. Wählen Sie die Registerkarte Konten.
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4. Erweitern Sie in der Spalte Aktionen in der Tabelle das Menü für das Konto und wählen Sie Bearbeiten.

5. Nehmen Sie die erforderlichen Änderungen vor.

6. Bestätigen Sie die Änderungen, indem Sie Ja wählen.

Löschen Sie ein Volume-Konto

Löschen Sie ein Konto, das Sie nicht mehr benötigen.

Bevor Sie ein Volume-Konto löschen, löschen Sie zunächst alle Volumes, die dem Konto zugeordnet sind.

Das Löschen oder Sperren eines Kontos im Zusammenhang mit dem Managementknoten führt
zu einem nicht zugänglichen Managementknoten.

Persistente Volumes, die mit Managementservices verbunden sind, werden einem neuen Konto
bei der Installation oder bei einem Upgrade zugewiesen. Wenn Sie persistente Volumes
verwenden, ändern oder löschen Sie die Volumes oder ihr zugehörigem Konto nicht. Wenn Sie
diese Konten löschen, können Sie den Management-Node nicht mehr verwenden.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Wählen Sie im Dashboard Storage > Volumes aus.

3. Wählen Sie die Registerkarte Konten.

4. Erweitern Sie in der Spalte Aktionen in der Tabelle das Menü für das Konto und wählen Sie Löschen.

5. Bestätigen Sie den Löschvorgang, indem Sie Ja wählen.

Weitere Informationen

• "Informationen zu Accounts"

• "Arbeiten Sie mit Konten, die CHAP verwenden"

• "NetApp Element Plug-in für vCenter Server"

• "Dokumentation von SolidFire und Element Software"

Erstellen und managen Sie Volumes mit NetApp Hybrid
Cloud Control

Sie können ein Volume erstellen und das Volume einem bestimmten Konto zuordnen.
Durch die Verknüpfung eines Volumes mit einem Konto erhält das Konto über die iSCSI-
Initiatoren und CHAP-Anmeldeinformationen Zugriff auf das Volume.

Sie können die QoS-Einstellungen für ein Volume während der Erstellung festlegen.

Folgende Möglichkeiten zum Managen von Volumes in NetApp Hybrid Cloud Control:

• Erstellen eines Volumes

• Wenden Sie eine QoS-Richtlinie auf ein Volume an
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• Bearbeiten Sie ein Volume

• Volumes klonen

• Hinzufügen von Volumes zu einer Volume-Zugriffsgruppe

• Löschen Sie ein Volume

• Wiederherstellen eines gelöschten Volumes

• Löschen Sie ein gelöschtes Volume

Erstellen eines Volumes

Mit NetApp Hybrid Cloud Control können Sie ein Storage-Volume erstellen.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie die Registerkarte Bände > Übersicht.

4. Wählen Sie Lautstärke Erstellen.

5. Geben Sie einen Namen für das neue Volume ein.

6. Geben Sie die Gesamtgröße des Volumes ein.

Die standardmäßige Auswahl der Volume-Größe ist in GB. Sie können Volumes mit Größen
erstellen, die in GB oder gib gemessen wurden: 1 GB = 1 000 000 000 Byte 1 gib = 1 073
741 824 Byte

7. Wählen Sie eine Blockgröße für das Volume aus.

8. Wählen Sie aus der Liste Konto das Konto aus, das Zugriff auf das Volume haben soll.

Wenn kein Konto vorhanden ist, wählen Sie Neues Konto erstellen, geben Sie einen neuen Kontonamen
ein und wählen Sie Konto erstellen. Das Konto wird erstellt und mit dem neuen Volumen in der Konto
Liste verknüpft.

Wenn mehr als 50 Konten vorhanden sind, wird die Liste nicht angezeigt. Beginnen Sie mit
der Eingabe, und die automatische Vervollständigung zeigt Werte an, die Sie auswählen
können.

9. Um die Servicequalität für das Volume zu konfigurieren, führen Sie einen der folgenden Schritte aus:
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◦ Legen Sie unter Quality of Service Settings benutzerdefinierte Mindest-, Maximum- und Burst-Werte
für IOPS fest oder verwenden Sie die Standard-QoS-Werte.

◦ Wählen Sie eine vorhandene QoS-Richtlinie aus, indem Sie die Option Quality of Service Policy
zuweisen aktivieren und eine vorhandene QoS-Richtlinie aus der Ergebnisliste auswählen.

◦ Erstellen und Zuweisen einer neuen QoS-Richtlinie durch Aktivieren der Option Quality of Service
Policy zuweisen und Auswählen von Neue QoS-Richtlinie erstellen. Geben Sie im daraufhin
angezeigten Fenster einen Namen für die QoS-Richtlinie ein, und geben Sie anschließend QoS-Werte
ein. Wählen Sie nach Abschluss Quality of Service Policy.

Volumes mit einem IOPS-Wert von max oder Burst über 20,000 IOPS erfordern möglicherweise eine hohe
Warteschlangentiefe oder mehrere Sitzungen, um diesen IOPS-Level auf einem einzelnen Volume zu
erreichen.

10. Wählen Sie Lautstärke Erstellen.

Wenden Sie eine QoS-Richtlinie auf ein Volume an

Mithilfe von NetApp Hybrid Cloud Control können Sie eine QoS-Richtlinie auf vorhandene Storage-Volumes
anwenden. Wenn Sie stattdessen benutzerdefinierte QoS-Werte für ein Volume festlegen müssen, ist dies
möglich Bearbeiten Sie ein Volume. Informationen zum Erstellen einer neuen QoS-Richtlinie finden Sie unter
"Erstellung und Management von QoS-Richtlinien für Volumes".

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände > Übersicht.

4. Wählen Sie ein oder mehrere Volumes aus, die einer QoS-Richtlinie zugeordnet werden sollen.

5. Wählen Sie oben in der Tabelle Volumes die Dropdown-Liste Aktionen aus, und wählen Sie QoS-
Richtlinie anwenden.

6. Wählen Sie im resultierenden Fenster eine QoS-Richtlinie aus der Liste aus und wählen Sie QoS-
Richtlinie anwenden.

Wenn Sie QoS-Richtlinien für ein Volume verwenden, können Sie durch benutzerdefinierte
QoS festlegen, dass die QoS-Richtlinie, die mit dem Volume verbunden ist, entfernt wird.
Benutzerdefinierte QoS-Werte überschreiben QoS-Richtlinienwerte für Volume-QoS-
Einstellungen.

Bearbeiten Sie ein Volume

Mit NetApp Hybrid Cloud Control lassen sich Volume-Attribute wie QoS-Werte, Volume-Größe und die
Maßeinheit bearbeiten, mit der Byte-Werte berechnet werden. Außerdem haben Sie die Möglichkeit, den
Kontozugriff für die Replizierungsnutzung zu ändern oder den Zugriff auf das Volume zu beschränken.

Über diese Aufgabe

Sie können die Größe eines Volume ändern, wenn unter den folgenden Bedingungen genügend Speicherplatz
auf dem Cluster vorhanden ist:

• Normale Betriebsbedingungen.
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• Volume-Fehler oder -Ausfälle werden gemeldet.

• Das Volume ist zu klonen.

• Das Volume wird neu synchronisiert.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände > Übersicht.

4. Erweitern Sie in der Spalte Aktionen in der Tabelle Volumes das Menü für die Lautstärke und wählen Sie
Bearbeiten.

5. Nehmen Sie die Änderungen nach Bedarf vor:

a. Ändern Sie die Gesamtgröße des Volumes.

Sie können die Volume-Größe vergrößern, aber nicht verkleinern. Sie können die Größe
eines Volumes nur in einem einzigen Größenänderungs-Vorgang anpassen.
Speicherbereinigung und Software-Upgrades unterbrechen die Größenänderung nicht.

Wenn Sie die Volume-Größe für die Replikation anpassen, erhöhen Sie zuerst die
Größe des Volumes, das als Replikationsziel zugewiesen wurde. Anschließend können
Sie die Größe des Quellvolumens anpassen. Das Zielvolume kann größer oder gleich
groß sein wie das Quellvolume, kann aber nicht kleiner sein.

Die standardmäßige Auswahl der Volume-Größe ist in GB. Sie können Volumes mit
Größen erstellen, die in GB oder gib gemessen wurden: 1 GB = 1 000 000 000 Byte 1
gib = 1 073 741 824 Byte

b. Wählen Sie eine andere Zugriffsebene für Konten aus:

▪ Schreibgeschützt

▪ Lese-/Schreibzugriff

▪ Gesperrt

▪ Replizierungsziel

c. Wählen Sie das Konto aus, das Zugriff auf das Volume haben soll.

Beginnen Sie mit der Eingabe, und die automatische Vervollständigung zeigt mögliche Werte an, die
Sie auswählen können.

Wenn kein Konto vorhanden ist, wählen Sie Neues Konto erstellen, geben Sie einen neuen
Kontonamen ein und wählen Sie Erstellen. Der Account wird erstellt und dem vorhandenen Volume
zugeordnet.

d. Ändern Sie die Servicequalität mit einer der folgenden Aktionen:

i. Wählen Sie eine vorhandene Richtlinie aus.

ii. Legen Sie unter „Benutzerdefinierte Einstellungen“ die Mindest-, Höchst- und Burst-Werte für IOPS
fest oder verwenden Sie die Standardwerte.
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Wenn Sie QoS-Richtlinien für ein Volume verwenden, können Sie durch
benutzerdefinierte QoS festlegen, dass die QoS-Richtlinie, die mit dem Volume
verbunden ist, entfernt wird. Durch benutzerdefinierte QoS werden die QoS-
Richtlinienwerte für Volume-QoS-Einstellungen außer Kraft gesetzt.

Wenn Sie IOPS-Werte ändern, sollten Sie sich Dutzende oder Hunderte erhöhen.
Eingabewerte erfordern gültige ganze Zahlen. Konfigurieren Sie Volumes mit einem extrem
hohen Burst-Wert. So kann das System gelegentlich umfangreiche sequenzielle Workloads
von großen Blöcken schneller verarbeiten und zugleich die anhaltenden IOPS für ein
Volume einschränken.

6. Wählen Sie Speichern.

Volumes klonen

Sie können einen Klon eines einzelnen Storage Volumes erstellen oder eine Gruppe von Volumes klonen, um
eine zeitpunktgenaue Kopie der Daten zu erstellen. Wenn Sie ein Volume klonen, erstellt das System einen
Snapshot des Volume und erstellt dann eine Kopie der Daten, auf die der Snapshot verweist.

Bevor Sie beginnen

• Mindestens ein Cluster muss hinzugefügt und ausgeführt werden.

• Mindestens ein Volume wurde erstellt.

• Ein Benutzerkonto wurde erstellt.

• Der verfügbare nicht bereitgestellte Speicherplatz muss der Volume-Größe entsprechen oder größer sein.

Über diese Aufgabe

Das Cluster unterstützt bis zu zwei aktuell laufende Klonanforderungen pro Volume und bis zu 8 aktive
Volume-Klonvorgänge gleichzeitig. Anforderungen, die über diese Grenzen hinausgehen, werden zur späteren
Verarbeitung in die Warteschlange gestellt.

Das Klonen von Volumes ist ein asynchroner Prozess. Die erforderliche Zeit hängt von der Größe des Klonens
des Volumes und der aktuellen Cluster-Last ab.

Geklonte Volumes übernehmen keine Zugriffsgruppenmitgliedschaft für Volumes vom Quell-
Volume.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie die Registerkarte Volumes > Übersicht aus.

4. Wählen Sie jedes Volume aus, das Sie klonen möchten.

5. Wählen Sie oben in der Tabelle Volumes die Dropdown-Liste Aktionen aus, und wählen Sie Klonen.

6. Gehen Sie im daraufhin angezeigten Fenster wie folgt vor:

a. Geben Sie ein Präfix für den Volume-Namen ein (optional).

b. Wählen Sie den Zugriffstyp aus der Liste Zugriff aus.
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c. Wählen Sie ein Konto aus, das dem neuen Volume-Klon zugeordnet werden soll (standardmäßig ist
aus Volume kopieren ausgewählt, das dasselbe Konto verwendet, das das ursprüngliche Volume
verwendet).

d. Wenn kein Konto vorhanden ist, wählen Sie Neues Konto erstellen, geben Sie einen neuen
Kontonamen ein und wählen Sie Konto erstellen. Der Account wird erstellt und dem Volume
zugeordnet.

Verwenden Sie beschreibende Best Practices für die Benennung. Dies ist besonders
wichtig, wenn in Ihrer Umgebung mehrere Cluster oder vCenter Server verwendet
werden.

Wenn Sie die Volume-Größe eines Klons erhöhen, führt dies zu einem neuen Volume mit
zusätzlichem freien Speicherplatz am Ende des Volumes. Je nachdem, wie Sie das Volume
verwenden, müssen Sie möglicherweise Partitionen erweitern oder neue Partitionen im
freien Speicherplatz erstellen, um es zu nutzen.

a. Wählen Sie Clone Volumes Aus.

Der Zeitaufwand zum Abschluss eines Klonvorgangs wird von der Volume-Größe und
der aktuellen Cluster-Last beeinflusst. Aktualisieren Sie die Seite, wenn das geklonte
Volume nicht in der Liste der Volumes angezeigt wird.

Hinzufügen von Volumes zu einer Volume-Zugriffsgruppe

Sie können einer Volume-Zugriffsgruppe ein einzelnes Volume oder eine Gruppe von Volumes hinzufügen.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände > Übersicht.

4. Wählen Sie ein oder mehrere Volumes aus, die einer Volume-Zugriffsgruppe zugeordnet werden sollen.

5. Wählen Sie oben in der Tabelle Volumes die Dropdown-Liste Aktionen aus, und wählen Sie zur
Zugriffsgruppe hinzufügen.

6. Wählen Sie im resultierenden Fenster eine Zugriffsgruppe für Volumes aus der Liste Volume Access
Group aus.

7. Wählen Sie Volumen Hinzufügen.

Löschen Sie ein Volume

Ein oder mehrere Volumes können aus einem Element Storage-Cluster gelöscht werden.

Über diese Aufgabe

Gelöschte Volumes werden nicht sofort vom System gelöscht, sie bleiben etwa acht Stunden lang verfügbar.
Nach acht Stunden werden sie gereinigt und sind nicht mehr verfügbar. Wenn Sie ein Volume wiederherstellen,
bevor das System es bereinigt, wird das Volume wieder online geschaltet und die iSCSI-Verbindungen werden
wiederhergestellt.
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Wenn ein Volume, das zum Erstellen eines Snapshots verwendet wird, gelöscht wird, werden die zugehörigen
Snapshots inaktiv. Wenn die gelöschten Quell-Volumes gelöscht werden, werden auch die zugehörigen
inaktiven Snapshots aus dem System entfernt.

Persistente Volumes, die mit Managementservices verbunden sind, werden bei der Installation
oder bei einem Upgrade einem neuen Konto erstellt und zugewiesen. Wenn Sie persistente
Volumes verwenden, ändern oder löschen Sie die Volumes oder ihr zugehörigem Konto nicht.
Wenn Sie diese Volumes löschen, kann der Management-Node nicht mehr verwendet werden.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände > Übersicht.

4. Wählen Sie ein oder mehrere zu löschende Volumes aus.

5. Wählen Sie oben in der Tabelle Volumes die Dropdown-Liste Aktionen aus, und wählen Sie Löschen.

6. Bestätigen Sie im daraufhin angezeigten Fenster die Aktion, indem Sie Ja auswählen.

Wiederherstellen eines gelöschten Volumes

Nach dem Löschen eines Storage Volume können Sie ihn weiterhin wiederherstellen, falls dies vor acht
Stunden nach dem Löschen erfolgt.

Gelöschte Volumes werden nicht sofort vom System gelöscht, sie bleiben etwa acht Stunden lang verfügbar.
Nach acht Stunden werden sie gereinigt und sind nicht mehr verfügbar. Wenn Sie ein Volume wiederherstellen,
bevor das System es bereinigt, wird das Volume wieder online geschaltet und die iSCSI-Verbindungen werden
wiederhergestellt.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände > Übersicht.

4. Wählen Sie Gelöscht.

5. Erweitern Sie in der Spalte Aktionen der Tabelle Volumes das Menü für die Lautstärke und wählen Sie
Wiederherstellen.

6. Bestätigen Sie den Vorgang, indem Sie Ja wählen.

Löschen Sie ein gelöschtes Volume

Nach dem Löschen von Storage Volumes bleiben diese für ungefähr acht Stunden verfügbar. Nach acht
Stunden werden sie automatisch gereinigt und sind nicht mehr verfügbar. Wenn Sie die acht Stunden nicht
warten möchten, können Sie sie löschen

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.
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3. Wählen Sie Bände > Übersicht.

4. Wählen Sie Gelöscht.

5. Wählen Sie ein oder mehrere Volumes aus, die gelöscht werden sollen.

6. Führen Sie einen der folgenden Schritte aus:

◦ Wenn Sie mehrere Volumen ausgewählt haben, wählen Sie oben in der Tabelle den Schnellfilter
Löschen aus.

◦ Wenn Sie ein einzelnes Volume ausgewählt haben, erweitern Sie in der Spalte Aktionen der
Volumetabelle das Menü für die Lautstärke und wählen Sie Löschen.

7. Erweitern Sie in der Spalte Aktionen der Tabelle Volumes das Menü für die Lautstärke und wählen Sie
Löschen.

8. Bestätigen Sie den Vorgang, indem Sie Ja wählen.

Weitere Informationen

• "Informationen zu Volumes"

• "Dokumentation von SolidFire und Element Software"

• "NetApp Element Plug-in für vCenter Server"

• "Dokumentation von SolidFire und Element Software"

Erstellung und Management von Volume-Zugriffsgruppen

Sie können neue Volume-Zugriffsgruppen erstellen, den Namen, zugehörige Initiatoren
oder zugehörige Volumes von Zugriffsgruppen ändern oder vorhandene Volume-
Zugriffsgruppen mithilfe von NetApp Hybrid Cloud Control löschen.

Was Sie benötigen

• Sie haben Administratorberechtigungen für dieses All-Flash-Storage-System von SolidFire.

• Sie haben Ihre Managementservices auf mindestens Version 2.15.28 aktualisiert. Das NetApp Hybrid
Cloud Control Storage-Management ist in früheren Service-Bundle-Versionen nicht verfügbar.

• Stellen Sie sicher, dass Sie über ein logisches Benennungsschema für Volume-Zugriffsgruppen verfügen.

Fügen Sie eine Zugriffsgruppe für Volumes hinzu

Mit NetApp Hybrid Cloud Control können Sie einem Storage-Cluster eine Volume-Zugriffsgruppe hinzufügen.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände.

4. Wählen Sie die Registerkarte Zugriffsgruppen aus.

5. Klicken Sie auf die Schaltfläche Zugriffsgruppe erstellen.

6. Geben Sie im daraufhin angezeigten Dialogfeld einen Namen für die Zugriffsgruppe des neuen Volumes
ein.
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7. (Optional) Wählen Sie im Abschnitt Initiatoren einen oder mehrere Initiatoren aus, die der neuen
Zugriffsgruppe zugeordnet werden sollen.

Wenn Sie einen Initiator der Volume-Zugriffsgruppe zuordnen, kann dieser Initiator ohne Authentifizierung
auf jedes Volume in der Gruppe zugreifen.

8. (Optional) Wählen Sie im Abschnitt Volumes ein oder mehrere Volumes aus, die in diese Zugriffsgruppe
aufgenommen werden sollen.

9. Wählen Sie Zugriffsgruppe Erstellen.

Bearbeiten Sie eine Zugriffsgruppe für Volumes

Sie können die Eigenschaften einer vorhandenen Volume-Zugriffsgruppe mit NetApp Hybrid Cloud Control
bearbeiten. Sie können den Namen, zugeordnete Initiatoren oder zugehörige Volumes einer Zugriffsgruppe
ändern.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände.

4. Wählen Sie die Registerkarte Zugriffsgruppen aus.

5. Erweitern Sie in der Spalte Aktionen der Tabelle der Zugriffsgruppen das Optionsmenü für die
Zugriffsgruppe, die Sie bearbeiten müssen.

6. Wählen Sie im Optionsmenü die Option Bearbeiten.

7. Nehmen Sie alle erforderlichen Änderungen am Namen, den zugehörigen Initiatoren oder den zugehörigen
Volumes vor.

8. Bestätigen Sie Ihre Änderungen, indem Sie Speichern wählen.

9. Überprüfen Sie in der Tabelle Access Groups, ob die Zugriffsgruppe Ihre Änderungen widerspiegelt.

Löschen Sie eine Zugriffsgruppe für Volumes

Sie können eine Volume-Zugriffsgruppe mithilfe von NetApp Hybrid Cloud Control entfernen und gleichzeitig
die mit dieser Zugriffsgruppe verknüpften Initiatoren aus dem System entfernen.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände.

4. Wählen Sie die Registerkarte Zugriffsgruppen aus.

5. Erweitern Sie in der Spalte Aktionen der Zugriffstabelle das Optionsmenü für die zu löschende
Zugriffsgruppe.

6. Wählen Sie im Optionsmenü die Option Löschen aus.

7. Wenn Sie die Initiatoren, die der Zugriffsgruppe zugeordnet sind, nicht löschen möchten, deaktivieren Sie
das Kontrollkästchen Initiatoren löschen in dieser Zugriffsgruppe.
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8. Bestätigen Sie den Löschvorgang, indem Sie Ja auswählen.

Weitere Informationen

• "Erfahren Sie mehr über Volume Access Groups"

• "Hinzufügen eines Initiators zu einer Volume-Zugriffsgruppe"

• "NetApp Element Plug-in für vCenter Server"

• "Dokumentation von SolidFire und Element Software"

Erstellen und Verwalten von Initiatoren

Verwenden Sie können "Initiatoren" Für CHAP-basierten und nicht kontenbasierten
Zugriff auf Volumes. Sie können Initiatoren erstellen und löschen und ihnen freundliche
Alias geben, um die Administration und den Zugriff auf Volumes zu vereinfachen. Wenn
Sie einer Volume-Zugriffsgruppe einen Initiator hinzufügen, ermöglicht dieser Initiator den
Zugriff auf alle Volumes in der Gruppe.

Was Sie benötigen

• Sie haben Cluster-Administrator-Anmeldedaten.

• Sie haben Ihre Managementservices auf mindestens Version 2.17 aktualisiert. Das NetApp Hybrid Cloud
Control Initiator-Management ist in früheren Service-Bundle-Versionen nicht verfügbar.

Optionen

• Erstellen eines Initiators

• Fügen Sie Initiatoren zu einer Volume-Zugriffsgruppe hinzu

• Ändern eines Initiator-Alias

• Löschen Sie Initiatoren

Erstellen eines Initiators

Sie können iSCSI- oder Fibre Channel-Initiatoren erstellen und diese optional Aliase zuweisen.

Über diese Aufgabe

Das akzeptierte Format eines Initiator-IQN lautet iqn.yyyy-mm Wobei y und m Ziffern sind, gefolgt von Text,
der nur Ziffern, Kleinbuchstaben, einen Punkt enthalten darf (.), Doppelpunkt (:) Oder Strich (-). Ein Beispiel
für das Format:

iqn.2010-01.com.solidfire:c2r9.fc0.2100000e1e09bb8b

Das akzeptierte Format eines Fibre Channel Initiator-WWPN :Aa:bB:CC:dd:11:22:33:44 Oder
AabBCCdd11223344. Ein Beispiel für das Format:

5f:47:ac:c0:5c:74:d4:02
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Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände.

4. Wählen Sie die Registerkarte Initiatoren aus.

5. Wählen Sie die Schaltfläche Initiatoren erstellen.

Option Schritte

Erstellen Sie einen oder mehrere Initiatoren a. Geben Sie im Feld IQN/WWPN den IQN oder
WWPN für den Initiator ein.

b. Geben Sie im Feld Alias einen Anzeigenamen
für den Initiator ein.

c. (Optional) Wählen Sie Initiator hinzufügen, um
neue Initiatorfelder zu öffnen, oder verwenden
Sie stattdessen die Option Bulk create.

d. Wählen Sie Initiatoren Erstellen Aus.

Initiatoren für Massenvorgänge erstellen a. Wählen Sie Bulk Add IQNs/WWPNs aus.

b. Geben Sie eine Liste von IQNs oder WWPNs in
das Textfeld ein. Jeder IQN oder WWPN muss
Komma oder Speicherplatz getrennt oder in
seiner eigenen Zeile sein.

c. Wählen Sie IQNs/WWPNs hinzufügen.

d. (Optional) Fügen Sie jedem Initiator eindeutige
Aliase hinzu.

e. Entfernen Sie jeden Initiator aus der Liste, der in
der Installation möglicherweise bereits
vorhanden ist.

f. Wählen Sie Initiatoren Erstellen Aus.

Fügen Sie Initiatoren zu einer Volume-Zugriffsgruppe hinzu

Sie können Initiatoren zu einer Volume-Zugriffsgruppe hinzufügen. Wenn Sie einer Volume-Zugriffsgruppe
einen Initiator hinzufügen, ermöglicht der Initiator den Zugriff auf alle Volumes in dieser Volume-Zugriffsgruppe.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände.

4. Wählen Sie die Registerkarte Initiatoren aus.

5. Wählen Sie einen oder mehrere Initiatoren aus, die Sie hinzufügen möchten.
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6. Wählen Sie Aktionen > zur Zugriffsgruppe hinzufügen.

7. Wählen Sie die Zugriffsgruppe aus.

8. Bestätigen Sie Ihre Änderungen, indem Sie Initiator hinzufügen wählen.

Ändern eines Initiator-Alias

Sie können den Alias eines bestehenden Initiators ändern oder einen Alias hinzufügen, wenn einer noch nicht
vorhanden ist.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände.

4. Wählen Sie die Registerkarte Initiatoren aus.

5. Erweitern Sie in der Spalte Aktionen das Optionsmenü für den Initiator.

6. Wählen Sie Bearbeiten.

7. Nehmen Sie alle erforderlichen Änderungen am Alias vor oder fügen Sie einen neuen Alias hinzu.

8. Wählen Sie Speichern.

Löschen Sie Initiatoren

Sie können einen oder mehrere Initiatoren löschen. Wenn Sie einen Initiator löschen, wird dieser vom System
aus einer zugehörigen Volume-Zugriffsgruppe entfernt. Verbindungen, die den Initiator verwenden, bleiben
gültig, bis die Verbindung zurückgesetzt wird.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard im linken Navigationsmenü den Namen Ihres Storage-Clusters.

3. Wählen Sie Bände.

4. Wählen Sie die Registerkarte Initiatoren aus.

5. Einen oder mehrere Initiatoren löschen:

a. Wählen Sie einen oder mehrere Initiatoren aus, die Sie löschen möchten.

b. Wählen Sie Aktionen > Löschen.

c. Bestätigen Sie den Löschvorgang und wählen Sie Ja.

Weitere Informationen

• "Weitere Informationen zu Initiatoren"

• "Erfahren Sie mehr über Volume Access Groups"

• "NetApp Element Plug-in für vCenter Server"

• "Dokumentation von SolidFire und Element Software"
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Erstellung und Management von QoS-Richtlinien für
Volumes

Mit einer QoS-Richtlinie (Quality of Service) können Sie eine standardisierte Quality-of-
Service-Einstellung erstellen und speichern, die auf viele Volumes angewendet werden
kann. Der ausgewählte Cluster muss zur Verwendung von QoS-Richtlinien Element 10.0
oder höher sein. Anderenfalls sind QoS-Richtlinienfunktionen nicht verfügbar.

Weitere Informationen zur Verwendung finden Sie in den SolidFire All-Flash-Storage-Konzepten
"QoS-Richtlinien (QoS" Anstelle einzelner Volumes "QoS".

Mithilfe von NetApp Hybrid Cloud Control lassen sich QoS-Richtlinien erstellen und managen, indem folgende
Aufgaben ausgeführt werden:

• Erstellen einer QoS-Richtlinie

• Wenden Sie eine QoS-Richtlinie auf ein Volume an

• Ändern der QoS-Richtlinienzuweisung eines Volumes

• Bearbeiten einer QoS-Richtlinie

• Löschen einer QoS-Richtlinie

Erstellen einer QoS-Richtlinie

Sie können QoS-Richtlinien erstellen und auf Volumes anwenden, die eine vergleichbare Performance
aufweisen sollten.

Wenn Sie QoS-Richtlinien verwenden, verwenden Sie keine benutzerdefinierte QoS für ein
Volume. Durch benutzerdefinierte QoS werden die QoS-Richtlinienwerte für Volume-QoS-
Einstellungen überschrieben und angepasst.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard das Menü für Ihr Speichercluster.

3. Wählen Sie Storage > Volumes.

4. Wählen Sie die Registerkarte QoS Policies.

5. Wählen Sie Create Policy.

6. Geben Sie den Policy Name ein.

Verwenden Sie beschreibende Best Practices für die Benennung. Dies ist besonders
wichtig, wenn in Ihrer Umgebung mehrere Cluster oder vCenter Server verwendet werden.

7. Geben Sie die Werte für IOPS-Minimum, IOPS-Maximum und IOPS-Burst ein.

8. Wählen Sie QoS-Richtlinie erstellen.

Für die Richtlinie wird eine System-ID generiert, und die Richtlinie wird auf der Seite QoS Policies mit ihren
zugewiesenen QoS-Werten angezeigt.
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Wenden Sie eine QoS-Richtlinie auf ein Volume an

Mithilfe von NetApp Hybrid Cloud Control kann einer vorhandenen QoS-Richtlinie ein Volume zugewiesen
werden.

Was Sie benötigen

Die QoS-Richtlinie, die Sie zuweisen möchten, war Erstellt.

Über diese Aufgabe

Dieser Task beschreibt, wie eine QoS-Richtlinie einem einzelnen Volume durch Ändern der entsprechenden
Einstellungen zugewiesen wird. Die neueste Version von NetApp Hybrid Cloud Control bietet keine
Massenzuordnungsoption für mehr als ein Volume. Bis die Funktion für die Massen-Zuweisung in einer
zukünftigen Version verfügbar ist, können Sie QoS-Richtlinien über die Element Web-UI oder das vCenter
Plug-in in Bulk zuweisen.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard das Menü für Ihr Speichercluster.

3. Wählen Sie Storage > Volumes.

4. Wählen Sie das Menü Aktionen neben dem Volumen, das Sie ändern möchten.

5. Wählen Sie im Menü Ergebnis die Option Bearbeiten.

6. Aktivieren Sie im Dialogfeld QoS-Richtlinie zuweisen und wählen Sie die QoS-Richtlinie aus der
Dropdown-Liste aus, die auf das ausgewählte Volume angewendet werden soll.

Durch die Zuweisung von QoS werden alle zuvor angewandten QoS-Werte für Volumes
außer Kraft gesetzt.

7. Wählen Sie Speichern.

Ändern der QoS-Richtlinienzuweisung eines Volumes

Sie können die Zuweisung einer QoS-Richtlinie aus einem Volume entfernen oder eine andere QoS-Richtlinie
oder benutzerdefinierte QoS auswählen.

Was Sie benötigen

Das Volume, das Sie ändern möchten, ist Zugewiesen Eine QoS-Richtlinie

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard das Menü für Ihr Speichercluster.

3. Wählen Sie Storage > Volumes.

4. Wählen Sie das Menü Aktionen neben dem Volumen, das Sie ändern möchten.

5. Wählen Sie im Menü Ergebnis die Option Bearbeiten.

6. Führen Sie im Dialogfeld einen der folgenden Schritte aus:

◦ Deaktivieren Sie Assign QoS Policy und ändern Sie die Min IOPS, Max IOPS und Burst IOPS-Werte
für die QoS einzelner Volumes.
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Wenn QoS-Richtlinien deaktiviert sind, verwendet das Volume Standard-QoS-IOPS-
Werte, sofern nichts anderes geändert wurde.

◦ Wählen Sie in der Dropdown-Liste eine andere QoS-Richtlinie aus, die auf das ausgewählte Volume
angewendet werden soll.

7. Wählen Sie Speichern.

Bearbeiten einer QoS-Richtlinie

Sie können den Namen einer vorhandenen QoS-Richtlinie ändern oder die mit der Richtlinie verknüpften Werte
bearbeiten. Das Ändern von Performance-Werten für die QoS-Richtlinie wirkt sich auf die QoS aller mit der
Richtlinie verknüpften Volumes aus.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard das Menü für Ihr Speichercluster.

3. Wählen Sie Storage > Volumes.

4. Wählen Sie die Registerkarte QoS Policies.

5. Wählen Sie das Menü Aktionen neben der QoS-Richtlinie, die Sie ändern möchten.

6. Wählen Sie Bearbeiten.

7. Ändern Sie im Dialogfeld QoS-Richtlinie bearbeiten einen oder mehrere der folgenden Optionen:

◦ Name: Der benutzerdefinierte Name für die QoS-Richtlinie.

◦ Minimum IOPS: Die Mindestzahl an IOPS für das Volume garantiert. Standard = 50.

◦ Maximale IOPS: Die maximale Anzahl von IOPS für das Volume zulässig. Standard = 15,000.

◦ Burst IOPS: Die maximale Anzahl an IOPS über einen kurzen Zeitraum für das Volume zulässig.
Standard = 15,000.

8. Wählen Sie Speichern.

Auf dem Link in der Spalte aktive Volumes können Sie eine Richtlinie auswählen, um eine
gefilterte Liste der Volumes anzuzeigen, die dieser Richtlinie zugeordnet sind.

Löschen einer QoS-Richtlinie

Die QoS-Richtlinie kann gelöscht werden, wenn sie nicht mehr benötigt wird. Wenn Sie eine QoS-Richtlinie
löschen, erhalten alle mit der Richtlinie zugewiesenen Volumes die QoS-Werte, die zuvor von der Richtlinie
definiert wurden, jedoch als individuelle Volume-QoS. Jede Zuordnung zur Richtlinie „Gelöschte QoS“ wird
entfernt.

Schritte

1. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

2. Erweitern Sie im Dashboard das Menü für Ihr Speichercluster.

3. Wählen Sie Storage > Volumes.

4. Wählen Sie die Registerkarte QoS Policies.

23



5. Wählen Sie das Menü Aktionen neben der QoS-Richtlinie, die Sie ändern möchten.

6. Wählen Sie Löschen.

7. Bestätigen Sie die Aktion.

Weitere Informationen

• "NetApp Element Plug-in für vCenter Server"

• "Dokumentation von SolidFire und Element Software"

Überwachen Sie Ihr SolidFire System mit NetApp Hybrid
Cloud Control

Überwachen Sie die Speicherressourcen über das Hybrid Cloud Control Dashboard

Mit der NetApp Hybrid Cloud Control Dashboard können Sie alle Storage-Ressourcen auf
einen Blick anzeigen. Darüber hinaus können Sie die Storage-Kapazität und die Storage-
Performance überwachen.

Wenn Sie zum ersten Mal eine neue NetApp Hybrid Cloud Control Session starten, kann es
möglicherweise zu Verzögerungen beim Laden der NetApp Hybrid Cloud Control Dashboard-
Ansicht kommen, wenn der Management-Node viele Cluster verwaltet. Die Ladezeit hängt von
der Anzahl der Cluster ab, die aktiv vom Management-Node gemanagt werden. Bei späteren
Starts erleben Sie schnellere Ladezeiten.

• Zugriff auf das NetApp HCC Dashboard

• Monitoring von Storage-Ressourcen

• Monitoring der Storage-Kapazität

• Monitoring der Storage-Performance

Zugriff auf das NetApp HCC Dashboard

1. Öffnen Sie die IP-Adresse des Management-Node in einem Webbrowser. Beispiel:

https://[management node IP address]

2. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des SolidFire All-Flash-
Storage-Cluster-Administrators bereitstellen.

3. Zeigen Sie das Hybrid Cloud Control Dashboard an.
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Monitoring von Storage-Ressourcen

Nutzen Sie den Fensterbereich Storage, um Ihre gesamte Speicherumgebung anzuzeigen. Sie können die
Anzahl der Storage-Cluster, Storage-Nodes und Volumes insgesamt überwachen.

Um Details anzuzeigen, wählen Sie im Bereich Speicher die Option Details anzeigen.
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Die Gesamtzahl der Storage-Nodes enthält keine Witness-Nodes aus Storage-Clustern mit zwei
Nodes. Die Witness-Nodes sind in die Nummer Nodes im Detailbereich für diesen Cluster
enthalten.

Um die letzten Speichercluster-Daten anzuzeigen, verwenden Sie die Seite Speichercluster, auf
der Abfragen häufiger durchgeführt werden als auf dem Dashboard.

Monitoring der Storage-Kapazität

Das Monitoring der Storage-Kapazität Ihrer Umgebung ist von entscheidender Bedeutung. Mit dem Teilfenster
Storage-Kapazität können Sie die Effizienz Ihrer Storage-Kapazität bestimmen, wobei oder ohne aktivierte
Komprimierung, Deduplizierung und Thin Provisioning-Funktionen die Effizienz erhöht wird.

Auf der Registerkarte RAW sehen Sie den gesamten verfügbaren physischen Speicherplatz in Ihrem Cluster
sowie Informationen zum bereitgestellten Speicher auf der Registerkarte EFFEKTIV.

Schritte

1. Wählen Sie die Registerkarte * RAW* aus, um den gesamten physischen Speicherplatz anzuzeigen, der in
Ihrem Cluster verwendet und verfügbar ist.

Sehen Sie sich die vertikalen Linien an, um zu bestimmen, ob die genutzte Kapazität unter dem Wert
„Warnung“, „Fehler“ oder „kritische Schwellenwerte“ liegt. Bewegen Sie den Mauszeiger über die Linien,
um Details anzuzeigen.

Sie können den Schwellenwert für Warnung festlegen, der standardmäßig 3% unter dem
Fehlerschwellenwert liegt. Die Fehler- und kritischen Schwellenwerte sind voreingestellt und
können nicht anhand des Designs konfiguriert werden. Der Fehlerschwellenwert gibt an,
dass weniger als ein Knoten der Kapazität im Cluster verbleibt. Schritte zum Einstellen des
Schwellenwerts finden Sie unter "Cluster-Schwellenwert wird eingestellt".

Informationen zur entsprechenden Cluster-Schwellenwertelement-API finden Sie unter
"„GetClusterFullThreshold“" In der Dokumentation Element Software API. Weitere
Informationen zur Block- und Metadatenkapazität finden Sie unter "Allgemeines zu Cluster-
Auslastungsebenen" In der Dokumentation Element Software.
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2. Wählen Sie die Registerkarte * EFFECTIVE* aus, um Informationen über den insgesamt bereitgestellten
Storage für verbundene Hosts anzuzeigen und Effizienzbewertungen anzuzeigen.

a. Optional können Sie sich mit Thin Provisioning um Thin Provisioning-Effizienzraten im
Balkendiagramm für die effektive Kapazität anzuzeigen.

b. Balkendiagramm für effektive Kapazität: Prüfen Sie die vertikalen Linien, um festzustellen, ob Ihre
verwendete Kapazität unter der Gesamtsumme oder weniger als Warnung, Fehler oder kritische
Schwellenwerte liegt. Ähnlich wie die Registerkarte „Raw“ können Sie den Mauszeiger über die
vertikalen Linien bewegen, um Details anzuzeigen.

c. Effizienz: Prüfen Sie diese Bewertungen, um festzustellen, welche Vorteile die Effizienz Ihrer Storage-
Kapazität durch aktivierte Komprimierung, Deduplizierung und Thin Provisioning-Funktionen erzielt
wird. Wenn die Komprimierung beispielsweise „1,3x“ anzeigt, bedeutet dies, dass die Storage-Effizienz
bei aktivierter Komprimierung 1.3-mal effizienter ist als ohne sie.

Die Gesamteffizienz entspricht (maxUsedSpace * Efficiency Factor) / 2, wobei Efficiency
Factor = (thinProvisioningFactor * deDuplicationFactor * comressionFactor). Wenn Thin
Provisioning nicht aktiviert ist, wird dies nicht in der Gesamteffizienz berücksichtigt.

d. Wenn die effektive Storage-Kapazität einen Fehler oder einen kritischen Schwellenwert überschreitet,
sollten Sie die Daten auf dem System löschen.

3. Für weitere Analysen und historischen Kontext, schauen Sie sich "Details zum NetApp SolidFire Active IQ".

Monitoring der Storage-Performance

Sie können sich ansehen, wie viel IOPS oder Durchsatz Sie aus einem Cluster erhalten können, ohne die
nützliche Performance dieser Ressource durch Verwendung des Teilfensters „Storage Performance“ zu
überschreiten. Die Storage-Performance ist der Punkt, an dem die maximale Auslastung erreicht wird, bevor
die Latenz zum Problem wird.

Im Bereich Storage Performance können Sie feststellen, ob die Performance an einem Punkt erreicht wird, an
dem die Performance abnimmt, wenn sich die Workloads erhöhen.

Die Informationen in diesem Teilfenster werden alle 10 Sekunden aktualisiert und zeigen einen Durchschnitt
aller Punkte im Diagramm an.

Details zur zugehörigen Element-API-Methode finden Sie im "GetClusterStats" Methode in der API-
Dokumentation Element Software.

Schritte

1. Zeigen Sie das Teilfenster Speicher-Performance an. Zeigen Sie für Details den Mauszeiger auf Punkte im
Diagramm.

a. IOPS Registerkarte: Siehe die aktuellen Operationen pro Sekunde. Suchen Sie nach Trends in Daten
oder Spitzen. Wenn Sie beispielsweise sehen, dass die maximale IOPS 160.000 beträgt und 100.000
freie oder verfügbare IOPS sind, ziehen Sie möglicherweise nach dem Hinzufügen weiterer Workloads
zu diesem Cluster in Betracht. Wenn andererseits zu sehen ist, dass nur 140K verfügbar ist, können
Sie unter Umständen Workloads auslagern oder Ihr System erweitern.
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b. Throughput Tab: Monitoring-Muster oder Durchsatzspitzen. Überwachen Sie darüber hinaus
kontinuierlich hohe Durchsatzwerte. Dies kann darauf hindeuten, dass sich die maximale Performance
der Ressource nähert.

c. Auslastung Registerkarte: Überwachen Sie die Auslastung von IOPS in Bezug auf die insgesamt
verfügbaren IOPS, die auf der Clusterebene zusammengefasst sind.
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2. Werfen Sie weitere Analysen mit dem NetApp Element Plug-in für vCenter Server an die Storage-
Performance.

"Performance, die im NetApp Element Plug-in für vCenter Server dargestellt ist".

Weitere Informationen

• "NetApp Element Plug-in für vCenter Server"

• "Dokumentation von SolidFire und Element Software"

Zeigen Sie Ihren Bestand auf der Seite Knoten an

Sie können Ihre Storage-Ressourcen in Ihrem System anzeigen und ihre IP-Adressen,
Namen und Softwareversionen festlegen.

Sie können Storage-Informationen für Ihre Systeme mit mehreren Nodes anzeigen. Wenn "Benutzerdefinierte
Sicherungsdomänen" Bei Zuordnung sehen Sie, welche Sicherungsdomänen spezifischen Nodes zugewiesen
sind.

Schritte

1. Öffnen Sie die IP-Adresse des Management-Node in einem Webbrowser. Beispiel:

https://[management node IP address]

2. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des SolidFire All-Flash-
Storage-Cluster-Administrators bereitstellen.

3. Wählen Sie in der linken Navigation Knoten.
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Wenn Sie zum ersten Mal eine neue NetApp Hybrid Cloud Control Session starten, kann es
möglicherweise zu einer Verzögerung beim Laden der Seite NetApp Hybrid Cloud Control
Nodes kommen, wenn der Management-Node viele Cluster verwaltet. Die Ladezeit hängt
von der Anzahl der Cluster ab, die aktiv vom Management-Node gemanagt werden. Bei
späteren Starts erleben Sie schnellere Ladezeiten.

4. Überprüfen Sie auf der Seite Knoten auf der Registerkarte Storage die folgenden Informationen:

a. Zwei-Knoten-Cluster: Auf der Registerkarte Speicher wird eine Bezeichnung „zwei-Knoten“ angezeigt
und die zugehörigen Witness Nodes werden aufgelistet.

b. Drei-Node-Cluster: Die Storage-Nodes und die zugehörigen Witness-Nodes werden aufgeführt. Bei
Clustern mit drei Nodes wird ein Witness Node im Standby bereitgestellt, um im Falle eines Node-
Ausfalls die Hochverfügbarkeit aufrechtzuerhalten.

c. Cluster mit mindestens vier Nodes: Es werden Informationen für Cluster mit vier oder mehr Nodes
angezeigt. Witness Nodes gelten nicht. Wenn Sie mit zwei oder drei Storage-Nodes begonnen und
weitere Nodes hinzugefügt haben, werden die Witness-Nodes weiterhin angezeigt. Andernfalls wird die
Tabelle Witness Nodes nicht angezeigt.

d. Die Firmware-Bundle-Version: Ab Management Services Version 2.14 wird für diese Cluster die
Firmware-Bundle-Version angezeigt, wenn auf Clustern mit Element 12.0 oder höher ausgeführt wird.
Wenn die Knoten in einem Cluster unterschiedliche Firmware-Versionen enthalten, sehen Sie in der
Spalte Firmware Bundle Version multiple.

e. Benutzerdefinierte Schutz-Domänen: Wenn benutzerdefinierte Schutz-Domänen im Cluster verwendet
werden, werden für jeden Node im Cluster benutzerdefinierte Schutz-Domain-Zuweisungen angezeigt.
Wenn benutzerdefinierte Schutzdomänen nicht aktiviert sind, wird diese Spalte nicht angezeigt.

5. Sie haben verschiedene Möglichkeiten, die Informationen auf diesen Seiten zu bearbeiten:

a. Um die Liste der Elemente in den Ergebnissen zu filtern, wählen Sie das Filter-Symbol und wählen Sie
die Filter aus. Sie können auch Text für den Filter eingeben.

b. Um Spalten ein- oder auszublenden, wählen Sie das Symbol Spalten anzeigen/ausblenden aus.

c. Um die Tabelle herunterzuladen, wählen Sie das Symbol Download.
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Zur Anzeige der Storage-Anzahl bietet das NetApp Hybrid Cloud Control (HCC) Dashboard.
Siehe "Überwachen Sie Speicherressourcen mit dem HCC Dashboard".

Weitere Informationen

• "NetApp Element Plug-in für vCenter Server"

• "Dokumentation von SolidFire und Element Software"

Überwachung von Volumes auf Ihrem Storage-Cluster

Das SolidFire System stellt mithilfe von Volumes Storage bereit. Volumes sind
Blockgeräte, auf die über das Netzwerk von iSCSI- oder Fibre Channel-Clients
zugegriffen wird. Details zu Zugriffsgruppen, Konten, Initiatoren, genutzter Kapazität,
Snapshot Datensicherungsstatus, Anzahl von iSCSI-Sitzungen und der QoS-Richtlinie
(Quality of Service) für dieses Volume lassen sich überwachen.

Sie können auch Details zu aktiven und gelöschten Volumes anzeigen.

In dieser Ansicht sollten Sie zunächst die Spalte „verwendete Kapazität“ überwachen.

Sie können nur dann auf diese Informationen zugreifen, wenn Sie über Administratorrechte für NetApp Hybrid
Cloud Control verfügen.

Schritte

1. Öffnen Sie die IP-Adresse des Management-Node in einem Webbrowser. Beispiel:

https://[management node IP address]

2. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des SolidFire All-Flash-
Storage-Cluster-Administrators bereitstellen.

3. Wählen Sie im blauen Feld links die SolidFire All-Flash-Storage-Installation aus.

4. Wählen Sie im linken Navigationsbereich den Cluster aus und wählen Sie Storage > Volumes.

5. Verwenden Sie auf der Seite Volumes die folgenden Optionen:
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a. Filtern Sie die Ergebnisse, indem Sie das Symbol Filter wählen.

b. Durch Auswahl des Symbols Ausblenden/Anzeigen können Sie Spalten ausblenden oder anzeigen.

c. Aktualisieren Sie die Daten, indem Sie das Symbol Aktualisieren auswählen.

d. Laden Sie eine CSV-Datei herunter, indem Sie auf das Symbol Download klicken.

6. Überwachen Sie die Spalte „verwendete Kapazität“. Wenn Warnungs-, Fehler- oder kritische
Schwellenwerte erreicht werden, steht die Farbe für den Status der verwendeten Kapazität:

a. Warnung - Gelb

b. Fehler - Orange

c. Kritisch – Rot

7. Wählen Sie in der Ansicht Volumes die Registerkarten aus, um weitere Details zu den Volumes
anzuzeigen:

a. Access Groups: Sie können die Volume Access Groups sehen, die von Initiatoren einer Sammlung
von Volumes für gesicherten Zugriff zugeordnet sind.

Siehe Informationen zu "Volume-Zugriffsgruppen".

b. Konten: Sie können die Benutzerkonten sehen, die es Clients ermöglichen, sich mit Volumes auf
einem Knoten zu verbinden. Wenn Sie ein Volume erstellen, wird es einem bestimmten Benutzerkonto
zugewiesen.

Siehe Informationen zu "Benutzerkonten für SolidFire All-Flash-Storage-Systeme".

c. Initiatoren: Sie können den iSCSI-Initiator IQN oder Fibre Channel-WWPNs für das Volume sehen.
Jeder IQN, der einer Zugriffsgruppe hinzugefügt wird, kann auf jedes Volume in der Gruppe zugreifen,
ohne dass eine CHAP-Authentifizierung erforderlich ist. Jeder zu einer Zugriffsgruppe hinzugefügte
WWPN ermöglicht den Fibre-Channel-Netzwerkzugriff auf Volumes in der Zugriffsgruppe.

d. QoS-Richtlinien: Sie sehen die QoS-Richtlinie, die auf das Volume angewendet wird. Eine QoS-
Richtlinie wendet standardisierte Einstellungen für IOPS-Minimum, IOPS-Maximum und IOPS-Burst
auf mehrere Volumes an.

Siehe Informationen zu "Performance- und QoS-Richtlinien".

Weitere Informationen

• "SolidFire- und Element-Dokumentation"

• "NetApp Element Plug-in für vCenter Server"

• "Dokumentation von SolidFire und Element Software"

Sammelt Protokolle für die Fehlerbehebung

Falls Sie Probleme bei der Installation Ihrer SolidFire All-Flash-Storage haben, können
Sie Protokolle erfassen, die Sie an NetApp Support senden, um eine Hilfe bei der
Diagnose zu erhalten. Entweder NetApp Hybrid Cloud Control oder DIE REST-API zur
Erfassung von Protokollen auf einem Element System.

Was Sie benötigen

• Stellen Sie sicher, dass auf Ihrer Speichercluster-Version die NetApp Element-Software 11.3 oder höher
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ausgeführt wird.

• Stellen Sie sicher, dass Sie einen Management-Node mit Version 11.3 oder höher bereitgestellt haben.

Optionen für die Protokollerfassung

Wählen Sie eine der folgenden Optionen:

• Verwenden Sie NetApp Hybrid Cloud Control zum Erfassen von Protokollen

• VERWENDEN Sie die REST API zum Erfassen von Protokollen

Verwenden Sie NetApp Hybrid Cloud Control zum Erfassen von Protokollen

Der Protokolleinfassungsbereich ist über das NetApp Hybrid Cloud Control Dashboard zugänglich.

Schritte

1. Öffnen Sie die IP-Adresse des Management-Node in einem Webbrowser. Beispiel:

https://[management node IP address]

2. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

3. Wählen Sie im Dashboard oben rechts das Menü aus.

4. Wählen Sie Protokolle Sammeln.

Wenn Sie zuvor Protokolle gesammelt haben, können Sie das vorhandene Protokollpaket herunterladen
oder eine neue Protokollsammlung starten.

5. Wählen Sie im Dropdown-Menü Datumsbereich einen Datumsbereich aus, um festzulegen, welche Daten
die Protokolle enthalten sollen.

Wenn Sie ein benutzerdefiniertes Startdatum angeben, können Sie das Datum auswählen, um den
Datumsbereich zu beginnen. Protokolle werden von diesem Datum bis zur aktuellen Zeit gesammelt.

6. Wählen Sie im Abschnitt Log Collection die Art der Protokolldateien aus, die das Protokollpaket enthalten
soll.

Bei Storage-Protokollen können Sie die Liste der Storage-Nodes erweitern und einzelne Nodes
auswählen, aus denen Protokolle (oder alle Nodes in der Liste) erfasst werden sollen.

7. Wählen Sie Protokolle sammeln, um die Protokollsammlung zu starten.

Die Protokollerfassung wird im Hintergrund ausgeführt, und auf der Seite wird der Fortschritt angezeigt.

Abhängig von den gesammelten Protokollen bleibt der Fortschrittsbalken möglicherweise für
einige Minuten bei einem bestimmten Prozentsatz oder läuft an einigen Punkten sehr
langsam voran.

8. Wählen Sie Protokolle herunterladen, um das Protokollpaket herunterzuladen.

Das Protokollpaket befindet sich in einem komprimierten UNIX .tgz-Dateiformat.
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VERWENDEN Sie die REST API zum Erfassen von Protokollen

Sie können REST API zum Sammeln von Element-Protokollen verwenden.

Schritte

1. Suchen Sie die Storage Cluster ID:

a. Öffnen Sie die REST-API-UI für den Management-Node:

https://[management node IP]/logs/1/

b. Wählen Sie autorisieren aus, und füllen Sie Folgendes aus:

i. Geben Sie den Benutzernamen und das Passwort für den Cluster ein.

ii. Geben Sie die Client-ID als ein mnode-client Wenn der Wert nicht bereits ausgefüllt ist.

iii. Wählen Sie autorisieren, um eine Sitzung zu starten.

2. Protokolle aus Element erfassen:

a. Wählen Sie POST/Bundle.

b. Wählen Sie Probieren Sie es aus.

c. Ändern Sie die Werte der folgenden Parameter im Feld Request Body, je nachdem, welche
Protokolltypen Sie erfassen müssen und für welchen Zeitraum:

Parameter Typ Beschreibung

modifiedSince Datumszeichenfolge Schließen Sie nur Protokolle ein,
die nach diesem Datum und
dieser Uhrzeit geändert wurden.
Der Wert "2020-07-
14T20:19:00.000Z" definiert
beispielsweise ein Startdatum
vom 14. Juli 2020 um 20:19
UTC.

mnodeLogs Boolesch Setzen Sie diesen Parameter auf
true Um Management-Node-
Protokolle einzuschließen.

storageCrashDumps Boolesch Setzen Sie diesen Parameter auf
true Um Absturzprotokolle für
den Storage-Node
einzuschließen.

storageLogs Boolesch Setzen Sie diesen Parameter auf
true Um Protokolle für Storage-
Nodes einzubeziehen.
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Parameter Typ Beschreibung

storageNodeIds UUID-Array Wenn storageLogs Ist auf
festgelegt true, Füllen Sie
diesen Parameter mit den
Storage-Cluster-Node-IDs aus,
um die Protokollerfassung auf
diese spezifischen Storage-
Nodes zu begrenzen.
Verwenden Sie die GET
https://[management node

IP]/logs/1/bundle/option

s endpunkt zeigt alle möglichen
Knoten-IDs, die Sie verwenden
können.

d. Wählen Sie Ausführen, um die Protokollerfassung zu starten. Die Antwort sollte eine ähnliche Antwort
wie die folgende zurückgeben:

{

  "_links": {

    "self": "https://10.1.1.5/logs/1/bundle"

  },

  "taskId": "4157881b-z889-45ce-adb4-92b1843c53ee",

  "taskLink": "https://10.1.1.5/logs/1/bundle"

}

3. Überprüfen Sie den Status der Aufgabe zur Protokollerfassung:

a. Wählen Sie GET /Bundle aus.

b. Wählen Sie Probieren Sie es aus.

c. Wählen Sie Ausführen aus, um einen Status der Sammelaufgabe zurückzugeben.

d. Blättern Sie zum unteren Rand des Antwortkörpers.

Sie sollten ein sehen percentComplete Attribut, in dem der Fortschritt der Sammlung beschrieben
wird. Wenn die Sammlung abgeschlossen ist, wird der angezeigt downloadLink Das Attribut enthält
den vollständigen Download-Link einschließlich des Dateinamens des Protokollpakets.

e. Kopieren Sie den Dateinamen am Ende des downloadLink Attribut.

4. Laden Sie das gesammelte Protokollpaket herunter:

a. Wählen Sie GET /Bundle/{filename}.

b. Wählen Sie Probieren Sie es aus.

c. Fügen Sie den Dateinamen ein, den Sie zuvor in den kopiert haben filename Textfeld für Parameter.

d. Wählen Sie Ausführen.

Nach der Ausführung wird im Bereich Response Body ein Download-Link angezeigt.

e. Wählen Sie Datei herunterladen und speichern Sie die resultierende Datei auf Ihrem Computer.
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Das Protokollpaket befindet sich in einem komprimierten UNIX .tgz-Dateiformat.

Weitere Informationen

• "NetApp Element Plug-in für vCenter Server"

• "Dokumentation von SolidFire und Element Software"
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