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Management des Systems

Sie konnen |hr System in der Element Ul verwalten. Dies ermoglicht die Multi-Faktor-
Authentifizierung, das Managen von Cluster-Einstellungen, unterstitzt FIPS (Federal
Information Processing Standards) und nutzt externes Verschliusselungsmanagement.

+ "Multi-Faktor-Authentifizierung aktivieren"
+ "Konfigurieren Sie Cluster-Einstellungen”
* "Erstellen eines Clusters, das FIPS-Laufwerke unterstitzt"

» "Erste Schritte mit externem Verschllisselungsmanagement"

Finden Sie weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Multi-Faktor-Authentifizierung aktivieren

Multi-Faktor-Authentifizierung (MFA) verwendet zum Verwalten von Benutzersitzungen
einen Drittanbieter-Identitatsanbieter (IdP) Uber die Security Assertion Markup Language
(SAML). MFA ermdglicht Administratoren, zusatzliche Authentifizierungsfaktoren wie
Passwort und Textnachricht, Kennwort und E-Mail-Nachricht nach Bedarf zu
konfigurieren.

Richten Sie die Multi-Faktor-Authentifizierung ein

Sie kdnnen diese grundlegenden Schritte Uber die Element API verwenden, um lhr
Cluster zur Multi-Faktor-Authentifizierung einzurichten.

Details zu den einzelnen API-Methoden finden Sie im "Element-AP|-Referenz".

1. Erstellen Sie eine neue IdP-Konfiguration (Third Party Identity Provider) fir das Cluster, indem Sie die
folgende API-Methode aufrufen und die IdP-Metadaten im JSON-Format tGbergeben:
CreateIdpConfiguration

IDP-Metadaten werden im Klartextformat aus dem Drittanbieter-IdP abgerufen. Diese Metadaten missen
validiert werden, um sicherzustellen, dass sie korrekt in JSON formatiert sind. Es stehen zahlreiche JSON-
Formatierer-Anwendungen zur Verfiigung, zum Beispiel:https://freeformatter.com/json-escape.html.

2. Rufen Sie Cluster-Metadaten Uber spMetadataUrl ab, um sie in das IdP eines Drittanbieters zu kopieren,
indem Sie die folgende API-Methode aufrufen: ListIdpConfigurations

SpMetadataUrl ist eine URL, mit der die Metadaten des Dienstanbieters flr das IdP aus dem Cluster
abgerufen werden, um eine Vertrauensbeziehung aufzubauen.

3. Konfigurieren Sie die SAML-Behauptungen auf dem IdP eines Drittanbieters so, dass das Attribut ,,
NameID“ verwendet wird, dass ein Benutzer fir die Prifprotokollierung eindeutig identifiziert wird und dass
Single Logout ordnungsgemaf funktioniert.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/de-de/element-software-125/api/index.html

4. Erstellen Sie ein oder mehrere Cluster-Administrator-Benutzerkonten, die von einem IdP eines
Drittanbieters zur Autorisierung authentifiziert wurden, indem Sie die folgende API-Methode
aufrufen:AddIdpClusterAdmin

Der Benutzername fur den IdP-Clusteradministrator muss mit dem SAML-Attribut
Name/Wert-Mapping fir den gewlinschten Effekt ibereinstimmen, wie in den folgenden
Beispielen dargestellt:

o Email=bob@company.com — wobei das IdP so konfiguriert ist, dass es eine E-Mail-Adresse in den
SAML-Attributen gibt.

o Group=Cluster-Administrator - wobei das IdP so konfiguriert ist, dass es eine Gruppeneigenschaft
freigibt, in der alle Benutzer Zugriff haben sollen. Beachten Sie, dass die Paarung des SAML-Attributs
Name/Wert zwischen Grof3- und Kleinschreibung und Sicherheit beachtet wird.

5. Aktivieren Sie MFA fir das Cluster, indem Sie die folgende API-Methode aufrufen:
EnableIdpAuthentication

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Zusatzliche Informationen fiir Multi-Faktor-Authentifizierung
Beachten Sie die folgenden Einschrankungen bei der Multi-Faktor-Authentifizierung.
* Um nicht mehr gultige IdP-Zertifikate zu aktualisieren, missen Sie einen nicht-ldP-Admin-Benutzer

verwenden, um die folgende API-Methode aufzurufen: UpdateIdpConfiguration

» MFA ist nicht kompatibel mit Zertifikaten, die weniger als 2048 Bit lang sind. StandardmaRig wird auf dem
Cluster ein 2048-Bit-SSL-Zertifikat erstellt. Sie sollten vermeiden, ein kleineres Zertifikat beim Aufruf der
API-Methode festzulegen: SetSSLCertificate

Wenn das Cluster ein Zertifikat verwendet, das vor dem Upgrade weniger als 2048-Bit
enthalt, muss das Cluster-Zertifikat nach dem Upgrade auf Element 12.0 oder héher mit
einem Zertifikat von mindestens 2048 Bit aktualisiert werden.

» IDP Admin-Benutzer kénnen nicht dazu verwendet werden, API-Aufrufe direkt (beispielsweise Gber SDKs
oder Postman) zu tatigen oder andere Integrationen (z. B. OpenStack Cinder oder vCenter Plug-in) zu
verwenden. Flgen Sie entweder LDAP-Cluster-Administratorbenutzer oder lokale Cluster-Admin-Benutzer
hinzu, wenn Sie Benutzer mit diesen Fahigkeiten erstellen missen.

Weitere Informationen

» "Storage-Management mit der Element API"
» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Konfigurieren Sie Cluster-Einstellungen

Sie konnen die Einstellungen fur das gesamte Cluster anzeigen und andern und Cluster-
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spezifische Aufgaben Uber die Registerkarte Cluster der Element Ul ausfuhren.

Sie kénnen Einstellungen wie den Schwellenwert fur die Clusterfille konfigurieren, Zugriff, Verschlisselung im
Ruhezustand, virtuelle Volumes, SnapMirror, Und NTP-Broadcast-Client.

Optionen

* Arbeiten mit virtuellen Volumes

» SnapMirror Replizierung zwischen Element und ONTAP Clustern

* Legen Sie den Schwellenwert fur den vollen Cluster fest

+ Aktivieren und deaktivieren Sie den Zugriff auf den Support

* "Wie werden die BlockSpace Schwellenwerte flr Element berechnet"
+ Aktivieren und Deaktivieren der Verschlisselung fur ein Cluster

» Banner flr Nutzungsbedingungen verwalten

+ Konfigurieren Sie die Network Time Protocol-Server fur das abzufragenden Cluster
« SNMP managen

* Verwalten Sie Laufwerke

» Managen von Nodes

* Managen Sie virtuelle Netzwerke

+ Zeigen Sie Details zu Fibre Channel-Ports an

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Aktivieren und deaktivieren Sie die Verschllusselung fiir ein Cluster im
Ruhezustand

Mit SolidFire Clustern kdnnen Sie alle auf Cluster-Laufwerken gespeicherten Daten im
Ruhezustand verschlisseln. Sie kdnnen den Cluster-weiten Schutz von Self-Encrypting
Drives (SED) mit entweder aktivieren"Hardware- oder softwarebasierte Verschlisselung
im Ruhezustand".

Die Hardware-Verschlisselung im Ruhezustand wird tber die Element Ul oder API aktiviert. Die Aktivierung
der Hardware-Verschlisselung im Ruhezustand hat keine Auswirkungen auf die Performance und Effizienz
des Clusters. Die Softwareverschlisselung im Ruhezustand ist nur mit der Element API mdéglich.

Die hardwarebasierte Verschlisselung fiir Daten im Ruhezustand ist bei der Cluster-Erstellung standardmafig
nicht aktiviert und kann von der Element Ul aktiviert und deaktiviert werden.

Bei SolidFire All-Flash-Storage-Clustern muss die Softwareverschlisselung im Ruhezustand
wahrend der Cluster-Erstellung aktiviert sein und nach dem Erstellen des Clusters nicht
deaktiviert werden kdnnen.

Was Sie bendtigen
+ Sie verfiigen Uber Cluster-Administratorrechte zum Aktivieren oder Andern von
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Verschlisselungseinstellungen.

+ Bei der hardwarebasierten Verschliisselung im Ruhezustand haben Sie vor der Anderung von
Verschlisselungseinstellungen sichergestellt, dass sich das Cluster in einem ordnungsgemafien Zustand
befindet.

* Wenn Sie die Verschlisselung deaktivieren, missen zwei Knoten an einem Cluster teilnehmen, um auf
den Schlissel zuzugreifen, um die Verschlisselung auf einem Laufwerk zu deaktivieren.

Uberpriifen Sie den Status der Verschliisselung im Ruhezustand

Verwenden Sie die Methode, um den aktuellen Status der Verschlisselung im Ruhezustand und/oder der
Softwareverschlisselung im Ruhezustand im Cluster anzuzeigen"GetClusterinfo". Sie kénnen die
"GetSoftwareVerschllisselungAtRestInfo" Methode zum Abrufen von Informationen verwenden, die das Cluster
fur die Verschlisselung von Daten im Ruhezustand verwendet.

@ Das Dashboard der Element Software-Ul https://<MVIP>/ zeigt derzeit den Status der
Verschllsselung im Ruhezustand fir hardwarebasierte Verschlisselung an.

Optionen
* Hardwarebasierte Verschllsselung flr Daten im Ruhezustand

+ Softwarebasierte Verschlisselung im Ruhezustand aktivieren

» Deaktivieren Sie die hardwarebasierte Verschllsselung flr Daten im Ruhezustand

Hardwarebasierte Verschliisselung fiir Daten im Ruhezustand

Um die Verschlisselung im Ruhezustand mithilfe einer externen Konfiguration fur das
Verschlisselungsmanagement zu aktivieren, missen Sie die Verschllisselung im Ruhezustand

@ Uber das aktivieren"API". Wenn Sie die Verwendung der Schaltflache der vorhandenen
Element-Benutzeroberflache aktivieren, wird die Nutzung intern generierter Schlissel
wiederhergestellt.

1. Wahlen Sie in der Element-Ul die Option Cluster > Einstellungen.

2. Wahlen Sie Verschliisselung im Ruhezustand aktivieren.

Softwarebasierte Verschliisselung im Ruhezustand aktivieren

@ Die Softwareverschlisselung fir Daten im Ruhezustand kann nicht deaktiviert werden,
nachdem sie auf dem Cluster aktiviert ist.

1. Flhren Sie wahrend der Cluster-Erstellung das mit enableSoftwareEncryptionAtRest setto true
aus"Cluster-Methode erstellen".

Deaktivieren Sie die hardwarebasierte Verschliisselung fiir Daten im Ruhezustand

1. Wahlen Sie in der Element-Ul die Option Cluster > Einstellungen.

2. Wahlen Sie Verschliisselung im Ruhezustand deaktivieren.

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"
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* "Dokumentation fur frihere Versionen von NetApp SolidFire und Element Produkten"

Legen Sie den Schwellenwert fiir den vollen Cluster fest

Sie konnen die Ebene andern, auf der das System eine Warnung zur Blockclusterfulle
generiert, indem Sie die folgenden Schritte durchfuhren. DarUber hinaus kénnen Sie die
ModifyClusterFullThreshold API-Methode verwenden, um den Level zu andern, auf dem
das System eine Block- oder Metadaten-Warnung erzeugt.

Was Sie bendtigen
Sie mussen Uber Administratorrechte fur den Cluster verfugen.

Schritte
1. Klicken Sie Auf Cluster > Einstellungen.

2. Geben Sie im Abschnitt ,Cluster Full Settings” einen Prozentsatz in Warnung anheben ein, wenn die
Kapazitat von _ % verbleibt, bevor Helix nach einem Node-Ausfall nicht wieder herstellen konnte.

3. Klicken Sie Auf Anderungen Speichern.

Weitere Informationen

"Wie werden die BlockSpace Schwellenwerte fur Element berechnet"

Aktivieren und deaktivieren Sie den Zugriff auf den Support

Sie konnen den Support-Zugriff fur die Fehlerbehebung voribergehend fur den Zugriff
von NetApp Support-Mitarbeitern auf Storage Nodes Uber SSH aktivieren.

Um den Support-Zugriff zu andern, missen Sie Uber Berechtigungen fur Cluster-Administratoren verfligen.

1. Klicken Sie Auf Cluster > Einstellungen.

2. Geben Sie im Abschnitt Support-Zugriff aktivieren/deaktivieren die Dauer (in Stunden) ein, die Sie dem
Support Zugriff gewahren mochten.

3. Klicken Sie Auf Support-Zugriff Aktivieren.
4. Optional: um den Support-Zugriff zu deaktivieren, klicken Sie auf Support-Zugriff deaktivieren.

Banner fur Nutzungsbedingungen verwalten

Sie kdnnen ein Banner aktivieren, bearbeiten oder konfigurieren, das eine Nachricht fur
den Benutzer enthalt.

Optionen

Aktivieren Sie das Banner flr Nutzungsbedingungen Bearbeiten Sie den Banner fir Nutzungsbedingungen
Deaktivieren Sie den Banner fur die Nutzungsbedingungen

Aktivieren Sie das Banner fiir Nutzungsbedingungen

Sie kénnen ein Banner fur Nutzungsbedingungen aktivieren, das angezeigt wird, wenn sich ein Benutzer bei
der Element-Benutzeroberflache anmeldet. Wenn der Benutzer auf das Banner klickt, wird ein Textfeld mit der
fir den Cluster konfigurierten Meldung angezeigt. Das Banner kann jederzeit abgewiesen werden.


https://docs.netapp.com/sfe-122/topic/com.netapp.ndc.sfe-vers/GUID-B1944B0E-B335-4E0B-B9F1-E960BF32AE56.html
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Sie mussen Uber Berechtigungen fur Cluster-Administratoren verfliigen, um die Nutzungsbestimmungen
aktivieren zu kdnnen.
1. Klicken Sie auf Benutzer > Nutzungsbedingungen.

2. Geben Sie im Formular Nutzungsbedingungen den Text ein, der fir das Dialogfeld
Nutzungsbedingungen angezeigt werden soll.

@ Uberschreiten Sie maximal 4096 Zeichen.
3. Klicken Sie Auf Aktivieren.

Bearbeiten Sie den Banner fiir Nutzungsbedingungen

Sie kénnen den Text bearbeiten, den ein Benutzer sieht, wenn er das Anmeldebanner ,Nutzungsbedingungen’
ausgewahlt hat.

Was Sie bendtigen

« Um die Nutzungsbedingungen zu konfigurieren, missen Sie Uber Berechtigungen flr Cluster-
Administratoren verfiigen.

« Stellen Sie sicher, dass die Funktion ,Nutzungsbedingungen® aktiviert ist.

Schritte
1. Klicken Sie auf Benutzer > Nutzungsbedingungen.

2. Bearbeiten Sie im Dialogfeld Nutzungsbedingungen den Text, der angezeigt werden soll.
@ Uberschreiten Sie maximal 4096 Zeichen.
3. Klicken Sie Auf Anderungen Speichern.

Deaktivieren Sie den Banner fiir die Nutzungsbedingungen

Sie kénnen den Banner ,Nutzungsbedingungen® deaktivieren. Bei deaktiviertem Banner wird der Benutzer
nicht mehr aufgefordert, die Nutzungsbedingungen bei Verwendung der Element-Ul zu akzeptieren.

Was Sie bendtigen

» Um die Nutzungsbedingungen zu konfigurieren, missen Sie Gber Berechtigungen fir Cluster-
Administratoren verflgen.

« Stellen Sie sicher, dass die Nutzungsbedingungen aktiviert sind.

Schritte
1. Klicken Sie auf Benutzer > Nutzungsbedingungen.

2. Klicken Sie Auf Deaktivieren.

Legen Sie das Network Time Protocol fest

Das Einrichten des Network Time Protocol (NTP) lasst sich auf zwei Arten erreichen:
Entweder weisen Sie jeden Knoten in einem Cluster an, nach Broadcasts zu horen, oder
weisen Sie jeden Knoten an, einen NTP-Server nach Updates abzufragen.



Mit NTP werden Uhren Uber ein Netzwerk synchronisiert. Die Verbindung zu einem internen oder externen
NTP-Server sollte Teil der ersten Cluster-Einrichtung sein.

Konfigurieren Sie die Network Time Protocol-Server fiir das abzufragenden Cluster

Sie kdnnen jeden Node in einem Cluster anweisen, einen NTP-Server (Network Time
Protocol) nach Updates abzufragen. Das Cluster kontaktiert nur konfigurierte Server und
fordert von ihnen NTP-Informationen an.

Konfigurieren Sie NTP auf dem Cluster, um auf einen lokalen NTP-Server zu verweisen. Sie kdnnen die IP-
Adresse oder den FQDN-Hostnamen verwenden. Der NTP-Standardserver zum Erstellungszeitpunkt des
Clusters ist auf us.pool.ntp.org eingestellt. Es kann jedoch nicht immer eine Verbindung zu diesem Standort
hergestellt werden, abhangig vom physischen Standort des SolidFire Clusters.

Die Verwendung des FQDN hangt davon ab, ob die DNS-Einstellungen des einzelnen Speicherknoten
vorhanden und betriebsbereit sind. Konfigurieren Sie dazu die DNS-Server auf jedem Speicherknoten und
stellen Sie sicher, dass die Ports getffnet sind, indem Sie die Seite Netzwerkport-Anforderungen Uberprifen.

Sie kdnnen bis zu funf verschiedene NTP-Server eingeben.
@ Sie kénnen IPv4- und IPv6-Adressen verwenden.

Was Sie bendtigen
Um diese Einstellung zu konfigurieren, missen Sie Uber Berechtigungen fir Cluster-Administratoren verfiigen.

Schritte
1. Konfigurieren Sie eine Liste der IPs und/oder FQDNSs in den Servereinstellungen.

2. Stellen Sie sicher, dass DNS auf den Knoten ordnungsgemalf eingestellt ist.

3. Klicken Sie Auf Cluster > Einstellungen.

4. Wahlen Sie unter Network Time Protocol Settings No die standardmaRige NTP-Konfiguration.
5

. Klicken Sie Auf Anderungen Speichern.

Weitere Informationen

* "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fur vCenter Server"

Konfigurieren Sie das Cluster, um NTP-Broadcasts abzuhéren

Mithilfe des Broadcast-Modus kénnen Sie jeden Node in einem Cluster anweisen, um auf
dem Netzwerk nach NTP (Network Time Protocol)-Broadcast-Meldungen von einem
bestimmten Server abzuhoren.

Was Sie bendtigen

* Um diese Einstellung zu konfigurieren, missen Sie Uber Berechtigungen fur Cluster-Administratoren
verfligen.

» Sie mussen einen NTP-Server im Netzwerk als Broadcast-Server konfigurieren.

Schritte


https://docs.netapp.com/us-en/element-software/index.html
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1. Klicken Sie Auf Cluster > Einstellungen.
Geben Sie den NTP-Server oder die Server, die den Broadcast-Modus in die Serverliste verwenden, ein.

Wahlen Sie unter Network Time Protocol Settings Ja aus, um einen Broadcast-Client zu verwenden.

> 0N

Um den Broadcast-Client einzustellen, geben Sie im Feld Server den NTP-Server ein, den Sie im
Broadcast-Modus konfiguriert haben.

5. Klicken Sie Auf Anderungen Speichern.

Weitere Informationen

 "Dokumentation von SolidFire und Element Software"
* "NetApp Element Plug-in fir vCenter Server"
SNMP managen

Sie kdnnen Simple Network Management Protocol (SNMP) in lhrem Cluster
konfigurieren.

Sie kdnnen einen SNMP-Anforderer auswahlen, die zu verwendende SNMP-Version auswahlen, den Benutzer
des SNMP-Benutzerbasierten Sicherheitsmodells (USM) identifizieren und Traps zur Uberwachung des

SolidFire-Clusters konfigurieren. Sie kdnnen auch die Basisdateien des Managements fur Informationen
anzeigen und auf sie zugreifen.

@ Sie konnen IPv4- und IPv6-Adressen verwenden.

SNMP - Details

Auf der SNMP-Seite der Registerkarte Cluster konnen Sie die folgenden Informationen
anzeigen:

+ SNMP MIBs
Die MIB-Dateien, die fur Sie zum Anzeigen oder Herunterladen zur Verfliigung stehen.

+ Allgemeine SNMP-Einstellungen
Sie kdnnen SNMP aktivieren oder deaktivieren. Nachdem Sie SNMP aktiviert haben, konnen Sie wahlen,
welche Version verwendet werden soll. Wenn Sie Version 2 verwenden, kdnnen Sie Anfragesteller
hinzufiigen, und wenn Sie Version 3 verwenden, kdnnen Sie USM-Benutzer einrichten.

* SNMP-Trap-Einstellungen

Sie kénnen ermitteln, welche Traps erfasst werden sollen. Sie kdnnen den Host, Port und die Community-
Zeichenfolge fir jeden Trap-Empfanger festlegen.

Konfigurieren eines SNMP-Anforderers

Wenn die SNMP-Version 2 aktiviert ist, konnen Sie einen Anforderer aktivieren oder
deaktivieren und die Anfragesteller so konfigurieren, dass autorisierte SNMP-
Anforderungen empfangen werden.
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1. Klicken Sie auf Menu:Cluster[SNMP].
Klicken Sie unter Allgemeine SNMP-Einstellungen auf Ja, um SNMP zu aktivieren.

Wahlen Sie aus der Liste Version Version 2.

> 0N

Geben Sie im Abschnitt * Requitors® die Informationen Community String und Network ein.

@ StandardmaRig ist die Community-Zeichenfolge 6ffentlich, und das Netzwerk ist localhost.
Sie konnen diese Standardeinstellungen andern.

5. Optional: um einen weiteren Anforderer hinzuzufiigen, klicken Sie auf Antragsteller hinzufiigen und
geben die Informationen Community String und Network ein.

6. Klicken Sie Auf Anderungen Speichern.
Weitere Informationen
» Konfigurieren Sie SNMP-Traps

+ Zeigen Sie verwaltete Objektdaten mithilfe von Management-Informationen-Basisdateien an

Konfigurieren eines SNMP-USM-Benutzers

Wenn Sie SNMP-Version 3 aktivieren, missen Sie einen USM-Benutzer so konfigurieren,
dass er autorisierte SNMP-Anforderungen erhalt.

—_

. Klicken Sie auf Cluster > SNMP.
Klicken Sie unter Allgemeine SNMP-Einstellungen auf Ja, um SNMP zu aktivieren.
Wahlen Sie aus der Liste Version Version 3.

Geben Sie im Abschnitt USM-Benutzer den Namen, das Passwort und die Passphrase ein.

a c 0N

Optional: um einen anderen USM-Benutzer hinzuzuflgen, klicken Sie auf USM-Benutzer hinzufiigen
und geben den Namen, das Passwort und die Passphrase ein.

6. Klicken Sie Auf Anderungen Speichern.

Konfigurieren Sie SNMP-Traps

Systemadministratoren konnen SNMP-Traps verwenden, die auch als
Benachrichtigungen bezeichnet werden, um den Zustand des SolidFire Clusters zu
Uberwachen.

Wenn SNMP-Traps aktiviert sind, generiert das SolidFire-Cluster Traps im Zusammenhang mit
Ereignisprotokolleintragen und Systemwarnungen. Um SNMP-Benachrichtigungen zu erhalten, missen Sie
die Traps auswahlen, die erzeugt werden sollen, und die Empfanger der Trap-Informationen identifizieren.
StandardmaRig werden keine Traps generiert.

1. Klicken Sie auf Cluster > SNMP.

2. Wahlen Sie im Abschnitt SNMP Trap Settings einen oder mehrere Traps aus, die vom System generiert
werden sollen:

o Cluster-Fehler-Traps

o Cluster-Gel6ste Fehler-Traps



o Cluster-Event-Koder

3. Geben Sie im Abschnitt Trap-Empfanger die Informationen zu Host, Port und Community-Zeichenfolge flr
einen Empfanger ein.

4. Optional: Um einen anderen Trap-Empfanger hinzuzuftigen, klicken Sie auf Trap-Empfanger hinzufiigen
und geben Sie Host-, Port- und Community-String-Informationen ein.

5. Klicken Sie Auf Anderungen Speichern.

Zeigen Sie verwaltete Objektdaten mithilfe von Management-Informationen-Basisdateien an

Sie kdnnen die Management Information Base (MIB)-Dateien anzeigen und
herunterladen, die zum Definieren der verwalteten Objekte verwendet werden. Die
SNMP-Funktion unterstutzt schreibgeschutzten Zugriff auf die Objekte, die in der
SolidFire-Storage-ecluster-MIB definiert sind.

Die statistischen Daten in der MIB zeigen die Systemaktivitat fir die folgenden:

* Cluster-Statistiken

* Volume-Statistiken

* Volumes nach Kontostatistiken

* Node-Statistiken

» Andere Daten wie Berichte, Fehler und Systemereignisse

Das System unterstiitzt auch den Zugriff auf die MIB-Datei, die die OIDS (OIDS) fir SF-Series-Produkte
enthalt.

Schritte
1. Klicken Sie auf Cluster > SNMP.

2. Klicken Sie unter SNMP MIBs auf die MIB-Datei, die Sie herunterladen mochten.

3. Offnen oder speichern Sie die MIB-Datei in dem sich daraus ergebenden Downloadfenster.

Verwalten Sie Laufwerke

Jeder Node enthalt mindestens ein physisches Laufwerk, fur das ein Teil der Daten fur
das Cluster gespeichert wird. Das Cluster verwendet die Kapazitat und Performance des
Laufwerks, nachdem das Laufwerk erfolgreich zu einem Cluster hinzugefugt wurde. Sie
konnen die Element Ul zum Managen von Laufwerken verwenden.

Finden Sie weitere Informationen
» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Laufwerke fiir Details

Auf der Seite Laufwerke auf der Registerkarte Cluster finden Sie eine Liste der aktiven
Laufwerke im Cluster. Sie kdnnen die Seite filtern, indem Sie auf den Registerkarten
»aktiv, ,verfugbar®, ,Entfernen®, ,Loschen® und ,Fehlgeschlagen® auswahlen.
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Beim ersten Initialisieren eines Clusters ist die Liste der aktiven Laufwerke leer. Sie kdnnen Laufwerke
hinzufligen, die einem Cluster nicht zugewiesen sind und auf der Registerkarte verfligbar aufgefihrt sind,
nachdem ein neues SolidFire Cluster erstellt wurde.

Die folgenden Elemente werden in der Liste der aktiven Laufwerke angezeigt.

Fahrausweis

Die dem Laufwerk zugewiesene sequenzielle Nummer.

Knoten-ID

Die Node-Nummer, die beim Hinzufligen des Node zum Cluster zugewiesen ist.

Knotenname

Der Name des Knotens, der das Laufwerk beherbergt.

Slot

Die Steckplatznummer, in der sich das Laufwerk befindet.

* Kapazitat®

Die Grofie des Laufwerks, in GB.

Seriell

Die Seriennummer des Laufwerks.

Tragen Sie Rest

Die VerschleiRanzeige.

Das Storage-System meldet den ungefahren Verschleilt der einzelnen Solid State Drives (SSDs) zum
Schreiben und Loschen von Daten. Ein Laufwerk, das 5 Prozent seiner entworfenen Schreib- und
Léschzyklen verbraucht hat, meldet 95 Prozent verbleibende Abnutzung. Die Informationen zum

Laufwerksverschleifs werden vom System nicht automatisch aktualisiert. Sie kdnnen die Seite aktualisieren
oder schlieffen und neu laden, um die Informationen zu aktualisieren.

Typ

Der Laufwerkstyp. Der Typ kann entweder Block- oder Metadaten sein.

Managen von Nodes

Sie kdnnen SolidFire Storage und Fibre Channel Nodes uber die Seite Nodes auf der
Registerkarte Cluster verwalten.

Wenn ein neu hinzugefugter Node mehr als 50 % der gesamten Cluster-Kapazitat betragt, wird einige der
Kapazitaten dieses Node unbrauchbar (,ungenutzt‘) gemacht, sodass die Kapazitatsregel eingehalten wird.
Dies bleibt der Fall, bis mehr Storage hinzugefligt wird. Wenn ein sehr groRer Node hinzugefligt wird, der auch
die Kapazitatsregel nicht befolgt, kann der zuvor isolierte Node nicht mehr ungenutzt bleiben, wahrend der neu
hinzugefugte Node ungenutzt ist. Um dies zu vermeiden, sollte immer paarweise Kapazitat hinzugefigt
werden. Wenn ein Node ungenutzt wird, ist ein geeigneter Cluster-Fehler zu werfen.
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Weitere Informationen

Flgen Sie einem Cluster einen Node hinzu

Fiigen Sie einem Cluster einen Node hinzu

Sie kdnnen einem Cluster Nodes hinzufugen, wenn mehr Storage bendtigt wird oder
nach der Cluster-Erstellung. Nodes missen die Erstkonfiguration erfordern, wenn sie
zum ersten Mal eingeschaltet sind. Nachdem der Node konfiguriert wurde, wird er in der
Liste der ausstehenden Nodes angezeigt und Sie konnen ihn einem Cluster hinzuftugen.

Die Softwareversion auf jedem Node in einem Cluster muss kompatibel sein. Wenn Sie einem Cluster einen
Node hinzufligen, installiert das Cluster nach Bedarf die Cluster-Version der NetApp Element Software auf
dem neuen Node.

Sie kénnen einem vorhandenen Cluster Nodes mit kleineren oder grofieren Kapazitaten hinzufiigen. Sie
kénnen einem Cluster grofiere Node-Kapazitaten hinzufligen, um eine Kapazitatssteigerung zu ermdéglichen.
Groliere Nodes, die zu einem Cluster mit kleineren Nodes hinzugefiigt werden, missen paarweise hinzugefligt
werden. So kann Double Helix die Daten im Fall eines Ausfall eines der gréReren Nodes ausreichend
Speicherplatz verschieben. Einem gréReren Node-Cluster kdnnen kleinere Node-Kapazitaten hinzugefugt
werden, um die Performance zu verbessern.

Wenn ein neu hinzugefugter Node mehr als 50 % der gesamten Cluster-Kapazitat betragt, wird
einige der Kapazitaten dieses Node unbrauchbar (,ungenutzt‘) gemacht, sodass die
Kapazitatsregel eingehalten wird. Dies bleibt der Fall, bis mehr Storage hinzugefugt wird. Wenn

@ ein sehr grolRer Node hinzugefiigt wird, der auch die Kapazitatsregel nicht befolgt, kann der
zuvor isolierte Node nicht mehr ungenutzt bleiben, wahrend der neu hinzugefligte Node
ungenutzt ist. Um dies zu vermeiden, sollte immer paarweise Kapazitat hinzugefiigt werden.
Wenn ein Node gestrandet wird, wird der stranddecacity-Cluster-Fehler geworfen.

"NetApp Video: Skalieren nach eigenen Regeln: Erweitern eines SolidFire-Clusters"
Sie kénnen NetApp HCI Appliances Nodes hinzufligen.

Schritte
1. Wahlen Sie Cluster > Knoten.

2. Klicken Sie auf Ausstehend, um die Liste der ausstehenden Knoten anzuzeigen.

Wenn der Vorgang zum Hinzufligen von Nodes abgeschlossen ist, werden diese in der Liste der aktiven
Nodes angezeigt. Bis dahin werden die ausstehenden Knoten in der Liste ,Ausstehend aktiv* angezeigt.

SolidFire installiert die Element Softwareversion des Clusters auf den ausstehenden Nodes, wenn Sie sie
einem Cluster hinzufiigen. Dies kann einige Minuten dauern.

3. Fuhren Sie einen der folgenden Schritte aus:

o Um einzelne Knoten hinzuzufligen, klicken Sie auf das Symbol Aktionen fiir den Knoten, den Sie
hinzufiigen méchten.

o Um mehrere Knoten hinzuzufligen, aktivieren Sie das Kontrollkastchen der Knoten, die hinzugefiigt
werden sollen, und dann Massenaktionen. Hinweis: Wenn der Knoten, den Sie hinzufligen, eine
andere Version der Element-Software hat als die Version, die auf dem Cluster ausgefihrt wird,
aktualisiert der Cluster den Knoten asynchron auf die Version der Element-Software, die auf dem
Cluster-Master ausgeftihrt wird. Nach der Aktualisierung des Node wird er sich automatisch dem
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Cluster hinzugefligt. Wahrend dieses asynchronen Prozesses befindet sich der Knoten im hangenden

Zustand aktiv.

4. Klicken Sie Auf Hinzufligen.

Der Node wird in der Liste der aktiven Nodes angezeigt.

Weitere Informationen

Node-Versionierung und -Kompatibilitat

Node-Versionierung und -Kompatibilitat

Die Node-Kompatibilitat basiert auf der auf einem Node installierten Version der Element

Software. Bei Element Software-basierten Storage-Clustern wird automatisch ein Node
zur Element Softwareversion im Cluster Image erstellt, wenn der Node und das Cluster

nicht kompatible Versionen aufweisen.

In der folgenden Liste werden die Signifikanzstufen der Softwareversion, aus der die Versionsnummer der
Element Software bestand, beschrieben:

* Major

Die erste Zahl bezeichnet eine Software-Version. Ein Node mit einer Hauptkomponentennummer kann

keinem Cluster mit Nodes einer anderen Major-Patch-Nummer hinzugefligt werden. Bei Nodes mit
gemischten Hauptversionen kann kein Cluster erstellt werden.

* Klein

Die zweite Zahl bezeichnet kleinere Software-Funktionen oder Verbesserungen an vorhandenen

Softwarefunktionen, die zu einer groferen Version hinzugefligt wurden. Diese Komponente wird innerhalb

einer Hauptversionskomponente erhéht, um anzugeben, dass diese inkrementelle Version nicht mit
anderen inkrementellen Versionen von Element Software mit einer anderen kleineren Komponente
kompatibel ist. Beispielsweise ist 11.0 nicht mit 11.1 kompatibel und 11.1 nicht mit 11.2 kompatibel.

* Mikro

Die dritte Zahl bezeichnet einen kompatiblen Patch (inkrementelle Freigabe) fir die Element-

Softwareversion, die von den Hauptkomponenten dargestellt wird. Beispielsweise ist 11.0.1 kompatibel mit

11.0.2, und 11.0.2 ist kompatibel mit 11.0.3.

Major- und Minor-Versionsnummern mussen fir Kompatibilitat ibereinstimmen. Micronummern missen nicht

Ubereinstimmen, um Kompatibilitat zu gewahrleisten.

Kapazitit des Clusters in einer gemischten Node-Umgebung

Sie kdnnen verschiedene Node-Typen in einem Cluster kombinieren. SF-Series 2405,

3010, 4805, 6010, 9605 9010, 19210, 38410 und H-Series kdnnen gleichzeitig in einem

Cluster eingesetzt werden.

Die H-Series besteht aus H610S-1, H610S-2, H610S-4 und H410S Nodes. Diese Nodes sind sowohl 10 GbE

als auch 25 GbE fahig.
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Am besten durfen nicht verschliisselte und verschlisselte Nodes miteinander kombiniert werden. In einem
Cluster mit gemischten Nodes kann kein Node mehr als 33 % der gesamten Cluster-Kapazitat enthalten.
Beispielsweise ist in einem Cluster mit vier SF-Series 4805 Nodes der gréfldte Node, der allein hinzugeftigt
werden kann, eine SF-Series 9605. Der Cluster-Kapazitatsschwellenwert wird anhand des potenziellen
Verlusts des groRten Node in dieser Situation berechnet.

Je nach Element Softwareversion werden die folgenden SF-Series Storage-Nodes nicht unterstitzt:

Beginnt mit... Storage-Node nicht unterstiitzt...
Element 12.7 * SF2405

« SF9608
Element 12.0 * SF3010

« SF6010

« SF9010

Wenn Sie versuchen, einen dieser Knoten auf eine nicht unterstlitzte Elementversion zu aktualisieren, wird ein
Fehler angezeigt, der angibt, dass dieser Knoten nicht von Element 12.x unterstitzt wird

Zeigen Sie Node-Details an

Sie konnen Details fur einzelne Nodes wie Service-Tags, Laufwerkdetails und Grafiken
fur die Nutzung und Laufwerksstatistiken anzeigen. Die Seite Nodes der Registerkarte
Cluster enthalt die Spalte Version, in der Sie die Softwareversion jedes Node anzeigen
konnen.

Schritte
1. Klicken Sie Auf Cluster > Knoten.

2. Um die Details fur einen bestimmten Knoten anzuzeigen, klicken Sie auf das Symbol Aktionen fur einen
Knoten.

3. Klicken Sie Auf Details Anzeigen.
4. Uberprifen Sie die Node-Details:
o Knoten-ID: Die vom System generierte ID flr den Knoten.
o Knotenname: Der Hostname des Knotens.
> Verfiigbare 4.000 IOPS: Die fur den Knoten konfigurierten IOPS.
> Knotenrolle: Die Rolle, die der Knoten im Cluster hat. Mogliche Werte:

= Cluster Master: Der Knoten, der clusterweite administrative Aufgaben ausfihrt und MVIP und SVIP
enthalt.

= Ensemble Node: Ein Knoten, der am Cluster teilnimmt. Je nach Clustergrofie gibt es entweder 3
oder 5 Ensemble-Knoten.

= Fibre Channel: Ein Node im Cluster.
> Node Typ: Der Modelltyp des Knotens.
o Aktive Laufwerke: Die Anzahl der aktiven Laufwerke im Knoten.
o Management IP: Die Management-IP-Adresse (MIP), die dem Knoten fur 1GbE- oder 10GbE-
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Netzwerkadministratoraufgaben zugewiesen wurde.

o Cluster IP: Die Cluster IP (CIP) Adresse, die dem Knoten zugewiesen wurde, der fir die
Kommunikation zwischen Knoten im selben Cluster verwendet wurde.

o Speicher-IP: Die Speicher-IP (SIP)-Adresse, die dem Knoten zugewiesen ist, der fur die iSCSI-
Netzwerkerkennung und den gesamten Datenverkehr im Datennetz verwendet wird.

o Management VLAN ID: Die virtuelle ID fir das Management Local Area Network.

o Storage VLAN ID: Die virtuelle ID fur das Storage Local Area Network.

> Version: Die Version der Software, die auf jedem Knoten ausgefihrt wird.

> Replication Port: Der Port, der auf Knoten fiir die Remote-Replikation verwendet wird.

> Service-Tag: Die dem Knoten zugewiesene eindeutige Service-Tag-Nummer.

Zeigen Sie Details zu Fibre Channel-Ports an

Sie konnen Details zu Fibre Channel-Ports, z. B. deren Status, ihr Name und ihre Port-
Adresse, auf der Seite FC-Ports anzeigen.

Zeigen Sie Informationen zu den Fibre Channel-Ports an, die mit dem Cluster verbunden sind.

Schritte
1. Klicken Sie auf Cluster > FC-Ports.

2. Um Informationen auf dieser Seite zu filtern, klicken Sie auf Filter.

3. Uberprifen Sie die Details:
o Knoten-ID: Der Knoten, der die Sitzung fir die Verbindung hostet.
o Knotenname: Vom System generierter Knotenname.
o Steckplatz: Steckplatznummer, wo sich der Fibre Channel-Port befindet.
o HBA-Port: Physischer Port am Fibre Channel Host Bus Adapter (HBA).
o WWNN: Der World Wide Node Name.

WWPN: Der weltweite Zielname des Ports.

o Switch WWN: Der weltweite Name des Fibre Channel Switch.

o Port State: Aktueller Zustand des Ports.

> NPort-ID: Die Node-Port-ID auf der Fibre Channel Fabric.

o

> Geschwindigkeit: Die ausgehandelte Fibre Channel-Geschwindigkeit. Folgende Werte sind méglich:
= 4Gbps
= 8Gbps
= 16Gbps

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"
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Managen Sie virtuelle Netzwerke

Durch das virtuelle Netzwerk im SolidFire Storage kann der Datenverkehr zwischen
mehreren Clients, die sich in separaten logischen Netzwerken befinden, mit einem
Cluster verbunden werden. Die Verbindungen zum Cluster werden im Netzwerk-Stack
durch VLAN-Tagging getrennt.

Weitere Informationen

* Fugen Sie ein virtuelles Netzwerk hinzu

+ Aktivieren Sie virtuelles Routing und Forwarding
» Bearbeiten eines virtuellen Netzwerks

* VRF-VLANSs bearbeiten

» Loschen Sie ein virtuelles Netzwerk

Fiigen Sie ein virtuelles Netzwerk hinzu

Sie kénnen einer Cluster-Konfiguration ein neues virtuelles Netzwerk hinzufiigen, um
eine mandantenfahige Umgebungsverbindung zu einem Cluster zu ermoglichen, auf dem
Element Software ausgefuhrt wird.

Was Sie benétigen

« |dentifizieren Sie den Block der IP-Adressen, der den virtuellen Netzwerken auf den Clusterknoten
zugewiesen wird.

» Geben Sie eine SVIP-Adresse (Storage-Netzwerk-IP) an, die als Endpunkt fiir den gesamten NetApp
Element-Datenverkehr verwendet werden soll.

@ Fir diese Konfiguration missen Sie die folgenden Kriterien berlcksichtigen:

* Bei VLANS, die nicht VRF-aktiviert sind, missen sich Initiatoren in demselben Subnetz wie das SVIP
befinden.

* VLANS, die VRF-aktiviert sind, mussen sich keine Initiatoren in demselben Subnetz wie die SVIP befinden
und Routing wird unterstitzt.

» Der Standard-SVIP erfordert keine Initiatoren, die sich im selben Subnetz wie der SVIP befinden, und
Routing wird unterstitzt.

Wenn ein virtuelles Netzwerk hinzugefiigt wird, wird fiir jeden Node eine Schnittstelle erstellt und jeder bendtigt
eine virtuelle Netzwerk-IP-Adresse. Die Anzahl der IP-Adressen, die Sie beim Erstellen eines neuen virtuellen
Netzwerks angeben, muss der Anzahl der Nodes im Cluster entsprechen oder grofier sein. Virtuelle
Netzwerkadressen werden von einzelnen Nodes automatisch bereitgestellt und ihnen zugewiesen. Sie missen
den Nodes im Cluster keine virtuellen Netzwerkadressen manuell zuweisen.

Schritte
1. Klicken Sie Auf Cluster > Netzwerk.

2. Klicken Sie auf VLAN erstellen.
3. Geben Sie im Dialogfeld Neues VLAN Werte in die folgenden Felder ein:
o VLAN-Name
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o VLAN-Tag
o SVIP
o Netzmaske
o (Optional) Beschreibung
4. Geben Sie die Starting IP-Adresse flr den IP-Adressbereich in IP-Adressblécken ein.

5. Geben Sie die GroRe des IP-Bereichs als Anzahl der IP-Adressen ein, die in den Block einbezogen
werden sollen.

6. Klicken Sie auf Einen Block hinzufiigen, um einen nicht kontinuierlichen Block von IP-Adressen flr
dieses VLAN hinzuzufligen.

7. Klicken Sie auf VLAN erstellen.

Details zum virtuellen Netzwerk anzeigen
Schritte
1. Klicken Sie Auf Cluster > Netzwerk.
2. Uberpriifen Sie die Details.
o ID: Eindeutige ID des VLAN-Netzwerks, das vom System zugewiesen wird.
o Name: Eindeutiger vom Benutzer zugewiesener Name fiir das VLAN-Netzwerk.
> VLAN Tag: VLAN-Tag, der beim Erstellen des virtuellen Netzwerks zugewiesen wurde.
o SVIP: Speicher virtuelle IP-Adresse, die dem virtuellen Netzwerk zugewiesen ist.
o Netzmaske: Netzmaske fur dieses virtuelle Netzwerk.
o Gateway: Eindeutige IP-Adresse eines virtuellen Netzwerk-Gateways. VRF muss aktiviert sein.
o VRF aktiviert: Angabe, ob virtuelles Routing und Forwarding aktiviert ist oder nicht.

o Verwendete IPs: Der Bereich der virtuellen Netzwerk-IP-Adressen, die fur das virtuelle Netzwerk
verwendet werden.

Aktivieren Sie virtuelles Routing und Forwarding

Sie kdnnen virtuelles Routing und Forwarding (VRF) aktivieren, wodurch mehrere
Instanzen einer Routing-Tabelle in einem Router existieren und gleichzeitig arbeiten
konnen. Diese Funktion ist nur fur Speichernetzwerke verflugbar.

Sie kdnnen VRF nur zum Zeitpunkt der Erstellung eines VLANSs aktivieren. Wenn Sie wieder zu nicht-VRF
wechseln moéchten, missen Sie das VLAN l6schen und neu erstellen.

1. Klicken Sie Auf Cluster > Netzwerk.

2. Um VRF auf einem neuen VLAN zu aktivieren, wahlen Sie VLAN erstellen.

a. Geben Sie relevante Informationen fiir das neue VRF/VLAN ein. Siehe Hinzufligen eines virtuellen
Netzwerks.

b. Aktivieren Sie das Kontrollkastchen * VRF aktivieren*.
c. Optional: Geben Sie ein Gateway ein.
3. Klicken Sie auf VLAN erstellen.
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Weitere Informationen

Fugen Sie ein virtuelles Netzwerk hinzu

Bearbeiten eines virtuellen Netzwerks

Sie konnen VLAN-Attribute wie VLAN-Name, Netzmaske und Grofie der IP-Adressblocke
andern. VLAN-Tag und SVIP konnen nicht fur ein VLAN geandert werden. Das Gateway-
Attribut ist kein gultiger Parameter fur nicht-VRF-VLANSs.

Wenn iSCSI-, Remote-Replikation- oder andere Netzwerksitzungen vorhanden sind, kann die Anderung
fehlschlagen.

Beim Verwalten der GroRRe von VLAN-IP-Adressbereichen sollten Sie die folgenden Einschrankungen
beachten:

+ Sie kénnen IP-Adressen nur aus dem urspringlichen IP-Adressbereich entfernen, der zum Zeitpunkt der
Erstellung des VLANs zugewiesen wurde.

+ Sie kdnnen einen IP-Adressblock entfernen, der nach dem urspriinglichen IP-Adressbereich hinzugefligt
wurde, aber Sie kdnnen einen IP-Adressenblock nicht durch Entfernen von IP-Adressen andern.

* Wenn Sie versuchen, IP-Adressen entweder aus dem anfanglichen IP-Adressbereich oder in einem IP-
Block zu entfernen, die von Nodes im Cluster verwendet werden, kann der Vorgang fehlschlagen.

« Sie kdnnen bestimmte nicht verwendete IP-Adressen nicht anderen Nodes im Cluster neu zuweisen.
Sie kdnnen einen IP-Adressblock hinzufligen, indem Sie wie folgt vorgehen:

1. Wahlen Sie Cluster > Netzwerk.

2. Wahlen Sie das Aktionen-Symbol fir das zu bearbeitende VLAN aus.

3. Wahlen Sie Bearbeiten.

4. Geben Sie im Dialogfeld VLAN bearbeiten die neuen Attribute fiir das VLAN ein.

5. Wahlen Sie Einen Block hinzufiigen aus, um einen nicht kontinuierlichen Block mit IP-Adressen fur das
virtuelle Netzwerk hinzuzufiigen.

6. Wahlen Sie Anderungen Speichern.

Link zur Fehlerbehebung in KB-Artikeln

Link zu den Knowledge Base-Artikeln, um Hilfe bei der Fehlerbehebung bei der Verwaltung lhrer VLAN-IP-
Adressbereiche zu erhalten.

* "Doppelte IP-Warnung nach Hinzuftigen eines Speicherknoten in VLAN zu Element Cluster"

* "So legen Sie fest, welche VLAN-IP-Adressen verwendet werden und welchen Knoten diese IP-Adressen
in Element zugewiesen sind"

VRF-VLANSs bearbeiten

Sie konnen VRF-VLAN-Attribute wie VLAN-Name, Netmask, Gateway und IP-
Adressblocke andern.

1. Klicken Sie Auf Cluster > Netzwerk.

2. Klicken Sie auf das Aktionen-Symbol fiir das zu bearbeitende VLAN.
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3. Klicken Sie Auf Bearbeiten.
4. Geben Sie im Dialogfeld VLAN bearbeiten die neuen Attribute fir das VRF-VLAN ein.
5. Klicken Sie Auf Anderungen Speichern.

Loschen Sie ein virtuelles Netzwerk

Sie konnen ein virtuelles Netzwerkobjekt entfernen. Sie mussen die Adressblocke einem
anderen virtuellen Netzwerk hinzufligen, bevor Sie ein virtuelles Netzwerk entfernen.

1. Klicken Sie Auf Cluster > Netzwerk.

2. Klicken Sie auf das Symbol Aktionen fur das zu I6schende VLAN.
3. Klicken Sie Auf Loschen.

4. Bestatigen Sie die Meldung.

Weitere Informationen

Bearbeiten eines virtuellen Netzwerks

Erstellen eines Clusters, das FIPS-Laufwerke unterstutzt

Fur die Implementierung von Lésungen in vielen Kundenumgebungen wird die Sicherheit
immer wichtiger. Federal Information Processing Standards (FIPS) sind Standards flr die
Sicherheit und Interoperabilitat von Computern. Die nach FIPS 140-2 zertifizierte
Verschlisselung fur Daten im Ruhezustand ist Bestandteil der Gesamtldsung.

* "Vermeiden Sie das Kombinieren von Nodes fur FIPS-Laufwerke"
» "Verschlusselung fur Daten im Ruhezustand aktivieren"

» "Ermitteln, ob Nodes fiir die FIPS-Laufwerksfunktion bereit sind"
+ "Aktivierung der FIPS-Laufwerksfunktion"

+ "Prifen Sie den FIPS-Laufwerksstatus"

* "Fehlerbehebung fur die FIPS-Laufwerksfunktion"

Vermeiden Sie das Kombinieren von Nodes fir FIPS-Laufwerke

Damit die Funktion von FIPS-Laufwerken aktiviert werden kann, sollten Nodes, bei denen
einige FIPS-Laufwerke unterstitzen und andere nicht, nicht kombiniert werden.

Ein Cluster gilt als FIPS-Laufwerke, die den folgenden Bedingungen entsprechen:

 Alle Laufwerke sind als FIPS-Laufwerke zertifiziert.
 Alle Nodes sind FIPS-Laufwerke.
* Die Verschlisselung fiir Daten im Ruhezustand (OHR) ist aktiviert.

* Die FIPS-Laufwerksfunktion ist aktiviert. Alle Laufwerke und Nodes missen FIPS-fahig sein und die
Verschlisselung im Ruhezustand muss aktiviert sein, um die FIPS-Laufwerksfunktion zu aktivieren.
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Verschliisselung fiir Daten im Ruhezustand aktivieren

Die Cluster-weite Verschlusselung im Ruhezustand wird aktiviert und deaktiviert. Diese
Funktion ist standardmaRig nicht aktiviert. Zur Unterstltzung von FIPS-Laufwerken
mussen Sie die VerschlUsselung im Ruhezustand aktivieren.

1. Klicken Sie in der NetApp Element Software-Benutzeroberflache auf Cluster > Einstellungen.

2. Klicken Sie auf Verschliisselung im Ruhezustand aktivieren.

Weitere Informationen

« Aktivieren und Deaktivieren der Verschlusselung fur ein Cluster
* "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Ermitteln, ob Nodes fiir die FIPS-Laufwerksfunktion bereit sind

Sie sollten Uberprufen, ob alle Nodes im Storage Cluster zur Unterstutzung von FIPS-
Laufwerken bereit sind. Hierzu verwenden Sie die NetApp Element Software
GetFipsReport API-Methode.

Der resultierende Bericht zeigt einen der folgenden Status an:

» Keine: Node unterstitzt nicht die FIPS-Laufwerksfunktion.
« Partiell: Node ist FIPS-fahig, nicht alle Laufwerke sind FIPS-Laufwerke.
 Bereit: Node ist FIPS-fahig. Alle Laufwerke sind FIPS-Laufwerke oder es sind keine Laufwerke vorhanden.

Schritte

1. Prufen Sie mithilfe der Element API, ob die Nodes und Laufwerke im Storage-Cluster FIPS-Laufwerke
unterstitzen:

GetFipsReport

2. Uberpriifen Sie die Ergebnisse, und notieren Sie alle Knoten, die keinen Status von ,bereit* aufweisen.

3. Prifen Sie bei Knoten, die keinen Status bereit hatten, ob das Laufwerk die FIPS-Laufwerksfunktion
unterstitzt;

° Geben Sie Uber die Element API Folgendes ein: GetHardwareList

> Notieren Sie sich den Wert des DriveEncrypting CapabilityType. Ist der FIPS-2, unterstlitzt die
Hardware die FIPS-Laufwerksfunktion.

Weitere Informationen zu oder ListDriveHardware finden Sie GetFipsReport im "Element-API-
Referenz".

4. Wenn das Laufwerk die FIPS-Laufwerksfunktion nicht unterstlitzt, ersetzen Sie die Hardware durch FIPS-
Hardware (entweder Node oder Laufwerke).

20


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/de-de/element-software-125/api/index.html
https://docs.netapp.com/de-de/element-software-125/api/index.html

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Aktivierung der FIPS-Laufwerksfunktion

Sie kdnnen die FIPS-Laufwerksfunktion mit der NetApp Element Software-API-Methode
aktivieren EnableFeature.

Die Verschlisselung im Ruhezustand muss auf dem Cluster aktiviert sein und alle Nodes und Laufwerke
mussen FIPS-fahig sein, wie angegeben, wenn der GetFipsReport den Status bereit fiir alle Nodes anzeigt.

Schritt
1. Aktivieren Sie mithilfe der Element API FIPS auf allen Laufwerken, indem Sie Folgendes eingeben:

EnableFeature params: FipsDrives

Weitere Informationen

« "Storage-Management mit der Element API"
» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Prifen Sie den FIPS-Laufwerksstatus

Sie kdnnen mit der NetApp Element-Software-API-Methode Uberprufen, ob die Funktion
.FIPS-Laufwerke“ auf dem Cluster aktiviert ist Get FeatureStatus. Diese Methode
zeigt an, ob der Status ,FIPS-Laufwerke aktiviert” auf ,wahr oder ,falsch® gesetzt ist.

1. Uberpriifen Sie mithilfe der Element API die FIPS-Laufwerksfunktion auf dem Cluster, indem Sie
Folgendes eingeben:

GetFeatureStatus

2. Uberpriifen Sie die Ergebnisse des GetFeatureStatus API-Aufrufs. Wenn der Wert fiir aktivierte FIPS-
Laufwerke den Wert hat, ist die Funktion fir FIPS-Laufwerke aktiviert.

{"enabled": true,
"feature": "FipsDrives"

}

Weitere Informationen

 "Storage-Management mit der Element API"
» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"
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Fehlerbehebung fiir die FIPS-Laufwerksfunktion

Uber die NetApp Element Software-Ul lassen sich Benachrichtigungen tber Clusterfehler
oder Fehler im System anzeigen, die sich auf die FIPS-Laufwerksfunktion beziehen.

1. Wahlen Sie Uber die Element-Ul die Option Reporting > Alerts aus.
2. Suchen Sie nach Clusterfehlern, einschlieflich:

o Ubereinstimmende FIPS-Laufwerke

o FIPS fuhrt zu Compliance-VerstoRen

3. Vorschlage zur Problembehebung finden Sie unter Informationen zu Cluster-Fehlercodes.

Weitere Informationen

e Cluster-Fehlercodes
+ "Storage-Management mit der Element API"
» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Aktivieren Sie FIPS 140-2 fur HTTPS auf dem Cluster

Sie konnen die API-Methode EnableFeature verwenden, um den FIPS 140-2-
Betriebsmodus fur HTTPS-Kommunikation zu aktivieren.

NetApp Element ermdglicht die Aktivierung des Betriebsmodus Federal Information Processing Standards
(FIPS) 140-2 auf dem Cluster. Wenn Sie diesen Modus aktivieren, wird das NetApp Cryptographic Security
Module (NCSM) aktiviert und fir die gesamte Kommunikation tber HTTPS mit der NetApp Element Ul und API
auf FIPS 140-2 Level 1 zertifizierte Verschlisselung genutzt.

Nach Aktivierung des FIPS 140-2-Modus kann dieser nicht deaktiviert werden. Wenn FIPS 140-
2-Modus aktiviert ist, wird jeder Node im Cluster neu gebootet und lauft Gber einen Selbsttest,

@ ob das NCSM korrekt aktiviert ist und im FIPS 140-2-zertifizierten Modus betrieben wird. Dies
fuhrt zu einer Unterbrechung der Management- und Storage-Verbindungen auf dem Cluster. Sie
sollten diesen Modus sorgfaltig planen und nur aktivieren, wenn lhre Umgebung die von ihm
angebotenen Verschlisselungsmechanismen benotigt.

Weitere Informationen finden Sie unter Element API Informationen.

Dies ist ein Beispiel fiir die API-Anforderung zur Aktivierung von FIPS:

"method": "EnableFeature",
"params": {
"feature" : "fips"
by
"id": 1
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Nach Aktivierung dieses Betriebsmodus werden alle HTTPS-Kommunikationen mit den nach FIPS 140-2
genehmigten Chiffren verwendet.

Weitere Informationen

« SSL-Chiffren
+ "Storage-Management mit der Element API"
* "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fur vCenter Server"

SSL-Chiffren

SSL-Chiffren sind Verschlisselungsalgorithmen, die von Hosts zur Einrichtung einer
sicheren Kommunikation verwendet werden. Es gibt Standardchiffren, die Element
Software unterstutzt und nicht-Standardchiffren, wenn der FIPS 140-2-Modus aktiviert ist.

Die folgenden Listen enthalten die von der Element-Software unterstitzten Standard-SSL-Chiffren (Secure
Socket Layer) und die SSL-Chiffren, die unterstitzt werden, wenn der FIPS 140-2-Modus aktiviert ist:

- FIPS 140-2 deaktiviert
TLS_DHE_RSA_WITH_AES_128 CBC_SHA256 (DH 2048) - A
TLS_DHE_RSA_WITH_AES_128 GCM_SHA256 (DH 2048) - A
TLS_DHE_RSA_WITH_AES_256_CBC_SHA256 (DH 2048) - A
TLS_DHE_RSA_WITH_AES_256_GCM_SHA384 (DH 2048) - A
TLS_ECDHE_RSA_WITH_AES_128 CBC_SHA256 (SECP256R1) - A
TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256 (SECP256R1) - A
TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA384 (SECP256R1) - A
TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 (SECP256R1) - A
TLS_RSA_WITH_3DES_EDE_CBC_SHA (RSA 2048) — C
TLS_RSA WITH_AES_128 CBC_SHA (RSA 2048) - A
TLS_RSA_WITH_AES_128 CBC_SHA256 (RSA 2048) - A
TLS_RSA WITH_AES_128 GCM_SHA256 (RSA 2048) - A
TLS_RSA WITH_AES 256_CBC_SHA (RSA 2048) - A
TLS_RSA WITH_AES 256_CBC_SHA256 (RSA 2048) - A
TLS_RSA WITH_AES 256_GCM_SHA384 (RSA 2048) - A

TLS_RSA_WITH_CAMELLIA_ 128 CBC_SHA (RSA 2048) - A
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TLS_RSA_WITH_CAMELLIA 256_CBC_SHA (RSA 2048) - A
TLS_RSA_WITH_IDEA_CBC_SHA (RSA 2048) - A
TLS_RSA_WITH_RC4_128_MDS5 (RSA 2048) — C
TLS_RSA_WITH_RC4_128 SHA (RSA 2048) — C
TLS_RSA_WITH_SEED_CBC_SHA (RSA 2048) - A

- FIPS 140-2 aktiviert
TLS_DHE_RSA_WITH_AES_128 CBC_SHA256 (DH 2048) - A
TLS_DHE_RSA_WITH_AES_128_GCM_SHA256 (DH 2048) - A
TLS_DHE_RSA_WITH_AES_256_CBC_SHA256 (DH 2048) - A
TLS_DHE_RSA_WITH_AES_256_GCM_SHA384 (DH 2048) - A
TLS_ECDHE_RSA_WITH_AES_128 CBC_SHA256 (SECT571R1) - A
TLS_ECDHE_RSA_WITH_AES_128_CBC_SHA256 (SECP256R1) - A
TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256 (SECP256R1) - A
TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256 (SECT571R1) - A
TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA384 (SECT571R1) - A
TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA384 (SECP256R1) - A
TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 (SECP256R1) - A
TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 (SECT571R1) - A
TLS_RSA_WITH_3DES_EDE_CBC_SHA (RSA 2048) — C
TLS_RSA_WITH_AES_128 CBC_SHA (RSA 2048) - A
TLS_RSA WITH_AES 128 CBC_SHA256 (RSA 2048) - A
TLS_RSA_WITH_AES 128 GCM_SHA256 (RSA 2048) - A
TLS_RSA_WITH_AES 256 _CBC_SHA (RSA 2048) - A
TLS_RSA_WITH_AES 256_CBC_SHA256 (RSA 2048) - A

TLS_RSA_WITH_AES_256_GCM_SHA384 (RSA 2048) - A

Weitere Informationen

Aktivieren Sie FIPS 140-2 fur HTTPS auf dem Cluster
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Erste Schritte mit externem Verschliusselungsmanagement

EKM (External Key Management) bietet eine sichere Verwaltung des
Authentifizierungsschlissels (AK) in Verbindung mit einem externen EKS-Server (Off-
Cluster). Die AKS werden zum Sperren und Entsperren von Self-Encrypting Drives
(SEDs) verwendet, wenn "Verschliusselung fur Daten im Ruhezustand"auf dem Cluster
aktiviert ist. Der EKS sorgt fur die sichere Erzeugung und Lagerung der AKS. Der Cluster
verwendet flr die Kommunikation mit dem EKS das Key Management Interoperability
Protocol (KMIP), ein OASIS-definiertes Standardprotokoll.

+ "Externe Verwaltung einrichten"
« "Verschlisselung der Software beim Rest-Master-Schliissel"
+ "Wiederherstellen von nicht zuganglichen oder ungtltigen Authentifizierungsschlisseln"

+ "Befehle fir externes Verschlisselungsmanagement-API"

Weitere Informationen

+ "CreateCluster API, die zur Aktivierung der Softwareverschllisselung im Ruhezustand verwendet werden
kann"

» "Dokumentation von SolidFire und Element Software"

* "Dokumentation fir frihere Versionen von NetApp SolidFire und Element Produkten”

Externes Verschlisselungsmanagement einrichten

Sie kdnnen diese Schritte ausfuhren und die aufgefuhrten Element-API-Methoden
verwenden, um lhre externe Verschlisselungsmanagementfunktion einzurichten.

Was Sie benotigen
* Wenn Sie externes Verschllisselungsmanagement in Kombination mit Softwareverschlisselung im

Ruhezustand einrichten, haben Sie die Softwareverschliisselung im Ruhezustand mit der Methode auf
einem neuen Cluster aktiviert"CreateCluster erstellen”, das keine Volumes enthalt.

Schritte
1. Bauen Sie eine Vertrauensbeziehung mit dem externen Key Server (EKS) auf.

a. Erstellen Sie ein offentliches/privates Schllsselpaar flr den Element-Cluster, das zum Aufbau einer
Vertrauensbeziehung mit dem Schllsselserver verwendet wird, indem Sie die folgende API-Methode
aufrufen: "CreatePublicPrivateKeyPair"

b. Holen Sie sich die Zertifikatsign-Anforderung (CSR), die die Zertifizierungsstelle unterzeichnen muss.
Der CSR ermdglicht dem Schlisselserver zu tberprifen, ob das Element-Cluster, das auf die
Schlussel zugreift, als Element-Cluster authentifiziert ist. Rufen Sie die folgende API-Methode auf:
"GetClientCertificateSignRequest"

c. Verwenden Sie die EKS/Zertifizierungsstelle, um den abgerufenen CSR zu unterzeichnen. Weitere
Informationen finden Sie in der Dokumentation von Drittanbietern.

2. Erstellen Sie auf dem Cluster einen Server und Provider, um mit dem EKS zu kommunizieren. Ein
SchlUsselanbieter legt fest, wo ein Schlissel abgerufen werden soll, und ein Server definiert die
spezifischen Attribute der EKS, die mit kommuniziert werden.
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a. Erstellen Sie einen SchlUsselanbieter, bei dem sich die Schllisselserverdetails befinden, indem Sie die
folgende API-Methode aufrufen: "CreateKeyProviderKmip"

b. Erstellen Sie einen Schllsselserver, der das signierte Zertifikat und das 6ffentliche Schllsselzertifikat
der Zertifizierungsstelle bereitstellt, indem Sie die folgenden API-Methoden aufrufen:
"CreateKeyServerkmip" "TestKeyServerkmip"

Wenn der Test fehlschlagt, Gberprifen Sie die Serverkonnektivitat und -Konfiguration. Wiederholen Sie
dann den Test.

c. Fligen Sie den Schlisselserver in den Container des Schllsselanbieters ein, indem Sie die folgenden
API-Methoden aufrufen: "AddKeyServerToProviderKmip" "TestKeyProviderKmip"

Wenn der Test fehlschlagt, Gberprifen Sie die Serverkonnektivitat und -Konfiguration. Wiederholen Sie
dann den Test.
3. Fuhren Sie als nachsten Schritt fiir die Verschlisselung im Ruhezustand einen der folgenden Schritte aus:

a. (Fur Hardware-Verschlisselung im Ruhezustand) Aktivieren Sie"Hardware-Verschlusselung fur Daten
im Ruhezustand", indem Sie die ID des Schliisselanbieters angeben, der den Schllisselserver enthalt,
der zum Speichern der Schlissel verwendet wird, indem Sie die API-Methode
aufrufen"EnableVerschlisselungAtZiel".

Sie mussen die Verschllsselung im Ruhezustand Uber die aktivieren"AP|". Die

@ Aktivierung der Verschlisselung im Ruhezustand mithilfe der vorhandenen Element Ul-
Schaltflache bewirkt, dass die Funktion mithilfe intern generierter Schltssel
zuruckgesetzt wird.

b. (Fur Softwareverschlisselung im Ruhezustand) um "Softwareverschltsselung flr Daten im
Ruhezustand"den neu erstellten Schllisselanbieter zu nutzen, geben Sie die ID des Schlisselanbieters
an die API-Methode weiter'RekeySoftwareVerschlisselungAtRestMasterKey".

Weitere Informationen

« "Aktivieren und Deaktivieren der Verschlisselung fir ein Cluster"
* "Dokumentation von SolidFire und Element Software"

* "Dokumentation fur frihere Versionen von NetApp SolidFire und Element Produkten"

Verschliisselung der Software beim Rest-Master-Schlussel

Mit der Element-API kdnnen Sie einen vorhandenen Schlussel neu Schlussel rekeykey.
Durch diesen Prozess wird ein neuer Master-Ersatzschlissel fur Ihren externen
Verschlusselungsmanagement-Server erstellt. Master-Schlussel werden immer durch
neue Master-Schllissel ersetzt und nie dupliziert oder Uberschrieben.

Unter Umstanden mussen Sie die Daten im Rahmen eines der folgenden Verfahren erneut keywichtigen:

« Erstellen Sie einen neuen Schliissel im Rahmen einer Anderung vom internen
VerschlUsselungsmanagement bis zum externen Verschlisselungsmanagement.

« Erstellen Sie einen neuen Schllissel als Reaktion auf oder als Schutz gegen sicherheitsrelevante
Ereignisse.
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Dieser Prozess ist asynchron und gibt eine Antwort zurtick, bevor der Rekeyvorgang
@ abgeschlossen ist. Sie kdnnen die Methode verwenden"GetAsyncResult", um das System
abzufragen, um zu sehen, wann der Vorgang abgeschlossen ist.

Was Sie bendtigen
+ Sie haben die Softwareverschlisselung im Ruhezustand mit der Methode auf einem neuen Cluster
aktiviert"CreateCluster erstellen”, das keine Volumes enthalt und keine I/O-Vorgange hat Verwenden Sie
Link:../APl/reference_element_api_getsoftwareencryptionatrestinfo.html[GetSoftwareEncryptionatRe
stInfo], um zu bestatigen, dass der Status vor dem Fortfahren ist enabled.

+ Sie haben "Sie haben eine Vertrauensbeziehung aufgebaut" zwischen dem SolidFire-Cluster und einem
externen SchlUsselserver (EKS). Fihren Sie die Methode aus"TestKeyProviderKmip", um zu tberprifen,
ob eine Verbindung zum Schliisselanbieter hergestellt wurde.

Schritte

1. Fuhren Sie den Befehl aus "ListKeyProvidersKmip"und kopieren Sie die Key Provider 1D
(keyProviderID).

2. Fihren Sie den "RekeySoftwareVerschlisselungAtRestMasterKey" mit dem keyManagementType
Parameter als external und keyProviderID als ID-Nummer des Schlisselanbieters aus dem
vorherigen Schritt aus:

{
"method": "rekeysoftwareencryptionatrestmasterkey",
"params": {

"keyManagementType": "external",

"keyProviderID": "<ID number>"

3. Kopieren Sie den asyncHandle Wert aus der RekeySoftwareEncryptionAtRestMasterKey
Befehlsantwort.

4. Fihren Sie den Befehl mit dem Wert aus dem asyncHandle vorherigen Schritt aus"GetAsyncResult", um
die Konfigurationsanderung zu bestatigen. In der Befehlsantwort sollten Sie sehen, dass die altere Master
Key-Konfiguration mit neuen Schlisselinformationen aktualisiert wurde. Kopieren Sie die neue Schllissel-
Provider-ID zur Verwendung in einem spateren Schritt.
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"id": null,
"result": {
"createTime": "2021-01-01T22:29:182",
"lastUpdateTime": "2021-01-01T22:45:512",
"result": {
"keyToDecommission": {
"keyID": "<value>",
"keyManagementType": "internal"
br
"newKey": {
"keyID": "<value>",
"keyManagementType": "external",
"keyProviderID": <value>
bo
"operation": "Rekeying Master Key. Master Key management being
transferred from Internal Key Management to External Key Management with
keyProviderID=<value>",

"state": "Ready"
}y
"resultType": "RekeySoftwareEncryptionAtRestMasterKey",
"status": "complete"

5. Flihren Sie den Befehl aus GetSoftwareEncryptionatRestInfo, um zu bestatigen, dass neue
Schlisseldetails, einschliel3lich der keyProviderID, aktualisiert wurden.

"id": null,
"result": {
"masterKeyInfo": {
"keyCreatedTime": "2021-01-01T22:29:182",
"keyID": "<updated wvalue>",
"keyManagementType": "external",

"keyProviderID": <value>

by

"rekeyMasterKeyAsyncResultID": <value>
"status": "enabled",

"version": 1

by

Weitere Informationen
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 "Storage-Management mit der Element API"
* "Dokumentation von SolidFire und Element Software"

+ "Dokumentation fir friihere Versionen von NetApp SolidFire und Element Produkten”

Wiederherstellen von nicht zuganglichen oder ungiiltigen
Authentifizierungsschlisseln

Gelegentlich kann es zu einem Fehler kommen, der Benutzereingriff erfordert. Im

Fehlerfall wird ein Cluster-Fehler (auch als Cluster-Fehlercode bezeichnet) generiert. Die

beiden wahrscheinlichsten Falle werden hier beschrieben.

Das Cluster kann die Laufwerke nicht entsperren, da ein KmipServerFault-Clusterfehler vorliegt.

Dies kann auftreten, wenn das Cluster zum ersten Mal gebootet wird und der Schlisselserver nicht zuganglich

ist oder der erforderliche Schlissel nicht verflgbar ist.

1. Befolgen Sie ggf. die Wiederherstellungsschritte in den Cluster-Fehlercodes.

Es kann ein SliceServiceUnHealthy Fehler gesetzt werden, weil die Metadaten-Laufwerke als
fehlgeschlagen markiert und in den Status ,,verfiigbar® gesetzt wurden.

Schritte zum Loschen:

1. Fugen Sie die Laufwerke erneut hinzu.

2. Priifen Sie nach 3 bis 4 Minuten, ob der sliceServiceUnhealthy Fehler behoben ist.

Weitere Informationen finden Sie unter "Cluster-Fehlercodes" .

Befehle fur externes Verschlisselungsmanagement-API
Liste aller zur Verwaltung und Konfiguration von EKM verfugbaren APIs.

Wird zum Aufbau einer Vertrauensbeziehung zwischen dem Cluster und externen Servern im Kundenbesitz
verwendet:
» CreatePublicPrivateKeyPair

» GetClientCertificateSignRequest
Wird zur Definition der spezifischen Details externer kundeneigener Server verwendet:

* CreateKeyServerkmip
* ModifyKeyServerkmip
* DeleteKeyServerkmip
» GetKeyServerkmip

* ListKeyServersKmip
» TestKeyServerkmip

Wird zur Erstellung und Verwaltung von Schliisselanbietern verwendet, die externe Schllsselserver verwalten:
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* CreateKeyProviderKmip

* DeleteKeyProviderKmip

» AddKeyServerToProviderKmip

* RemoveKeyServerFromProviderKmip

* GetKeyProviderKmip

* ListKeyProvidersKmip

» RekeySoftwareVerschlisselungAtRestMasterKey

* TestKeyProviderKmip

Informationen zu den API-Methoden finden Sie unter "API-Referenzinformationen".
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