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Anforderungen

Vernetzung

Die Netzwerkkonfiguration fur ein SolidFire -System besteht aus Anforderungen an
Switches und Ports. Die Umsetzung dieser Malihahmen hangt von lhrem System ab.

Weitere Informationen

+ "Switch-Konfiguration fiir Cluster, auf denen die Element-Software lauft"
» "Anforderungen an den Netzwerkanschluss"
» "SolidFire und Element-Softwaredokumentation"

* "NetApp Element Plug-in fur vCenter Server"

Switch-Konfiguration fur Cluster, auf denen die Element-
Software lauft

Das NetApp Element Softwaresystem stellt bestimmte Anforderungen an die Switches
und empfiehlt Best Practices fur eine optimale Speicherleistung.

Speicherknoten bendtigen je nach spezifischer Knotenhardware 10- oder 25-GbE-Ethernet-Switches fiir iSCSI-
Speicherdienste und die Kommunikation zwischen Knoten innerhalb des Clusters. Fiir diese Arten von
Datenverkehr kdnnen 1-GbE-Switches verwendet werden:

* Verwaltung des Clusters und der Knoten

¢ Intra-Cluster-Management-Datenverkehr zwischen den Knoten

» Datenverkehr zwischen den Clusterknoten und der virtuellen Maschine des Managementknotens

Bewahrte Vorgehensweise: Bei der Konfiguration von Ethernet-Switches flr Cluster-Datenverkehr sollten
Sie die folgenden bewahrten Vorgehensweisen beachten:

 Fiur den Datenverkehr auf3erhalb des Speicherbereichs im Cluster sollten zwei 1GbE-Switches eingesetzt
werden, um hohe Verfligbarkeit und Lastverteilung zu gewahrleisten.

 Bei den Speichernetzwerk-Switches sollten die Switches paarweise eingesetzt und Jumbo-Frames (MTU-
Grolde von 9216 Bytes) konfiguriert und verwendet werden. Dies gewahrleistet eine erfolgreiche
Installation und beseitigt Speichernetzwerkfehler aufgrund fragmentierter Pakete.

Fir die Bereitstellung von Element werden mindestens zwei Netzwerksegmente bendtigt, eines fiir jede der
folgenden Datenverkehrsarten:

* Management

» Speicherung/Daten
Je nach NetApp H-Series Storage-Node-Modell und der geplanten Verkabelungskonfiguration kénnen Sie

diese Netzwerke physisch mit separaten Switches oder logisch mit VLANSs trennen. Fir die meisten
Implementierungen ist es jedoch erforderlich, diese Netzwerke mithilfe von VLANSs logisch zu trennen.


https://docs.netapp.com/us-en/element-software/index.html
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Speicherknoten mussen vor, wahrend und nach der Bereitstellung miteinander kommunizieren kdnnen.

Wenn Sie separate Managementnetzwerke fiir Speicherknoten implementieren, stellen Sie sicher, dass
zwischen diesen Managementnetzwerken Netzwerkrouten bestehen. Diesen Netzwerken missen Gateways
zugewiesen sein, und es muss eine Route zwischen den Gateways geben. Stellen Sie sicher, dass jedem
neuen Knoten ein Gateway zugewiesen wird, um die Kommunikation zwischen den Knoten und den
Managementnetzwerken zu ermdglichen.

NetApp Element bendtigt Folgendes:
+ Alle Switch-Ports, die mit NetApp H-Series-Speicherknoten verbunden sind, missen als Spanning-Tree-

Edge-Ports konfiguriert werden.

> Bei Cisco -Switches kénnen Sie dies je nach Switch-Modell, Softwareversion und Porttyp mit einem der
folgenden Befehle tun:

" spanning-tree port type edge

" spanning-tree port type edge trunk
" spanning-tree portfast

" spanning-tree portfast trunk

° Bei Mellanox-Switches kdnnen Sie dies mit folgendem tun: spanning-tree port type edge
Befehl.

» Die Switches, die den Speicherdatenverkehr verarbeiten, missen Geschwindigkeiten von mindestens 10
GbE pro Port unterstitzen (bis zu 25 GbE pro Port werden unterstitzt).

+ Die Switches, die den Management-Datenverkehr verarbeiten, missen Geschwindigkeiten von mindestens
1 Gbit/s pro Port unterstitzen.

» Sie mussen Jumbo-Frames auf den Switch-Ports konfigurieren, die den Speicherdatenverkehr verarbeiten.
Fir eine erfolgreiche Installation missen die Hosts in der Lage sein, 9000 Byte grol3e Pakete durchgangig
zu senden.

» Die Roundtrip-Netzwerklatenz zwischen allen Speicherknoten sollte 2 ms nicht Giberschreiten.
Einige Knoten bieten zusatzliche Out-of-Band-Managementfunktionen Uber einen dedizierten Management-
Port. Die NetApp Knoten H300S, H500S und H700S ermdglichen auch den IPMI-Zugriff Uber Port A. Als Best

Practice empfiehlt es sich, die Fernverwaltung zu vereinfachen, indem Sie die Out-of-Band-Verwaltung fur alle
Knoten in lhrer Umgebung konfigurieren.

Weitere Informationen

* "Anforderungen an das NetApp HCI Netzwerk und die Switches"
 "SolidFire und Element-Softwaredokumentation”

* "NetApp Element Plug-in fir vCenter Server"

Anforderungen an den Netzwerkanschluss

Maoglicherweise mussen Sie die folgenden TCP- und UDP-Ports durch die Edge-Firewall
Ihres Rechenzentrums zulassen, damit Sie das System remote verwalten und Clients
aulderhalb lhres Rechenzentrums die Verbindung zu Ressourcen ermaoglichen konnen. Je
nachdem, wie Sie das System nutzen, werden einige dieser Anschllisse mdglicherweise
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nicht bendtigt.

Sofern nicht anders angegeben, sind alle Ports TCP-Ports, und alle TCP-Ports miissen die Drei-Wege-
Handshake-Kommunikation zwischen dem NetApp Support Server, dem Management-Knoten und den
Knoten, auf denen die Element-Software ausgefiihrt wird, unterstiitzen. Beispielsweise kommuniziert der Host
auf einem Management-Knoten (Quelle) mit dem Host auf einem Storage-Cluster-MVIP-Ziel iber TCP-Port
443, und der Zielhost kommuniziert Gber einen beliebigen Port zurtick mit dem Quellhost.

Aktivieren Sie ICMP zwischen dem Management-Knoten, den Knoten, auf denen die Element-
Software lauft, und dem Cluster-MVIP.

In der Tabelle werden folgende Abklirzungen verwendet:

* MIP: Management-IP-Adresse, eine Adresse pro Knoten
» SIP: Speicher-IP-Adresse, eine Adresse pro Knoten

* MVIP: Virtuelle Management-IP-Adresse

» SVIP: Virtuelle Speicher-IP-Adresse

Quelle Ziel Hafen Beschreibung

iSCSI-Clients Speichercluster MVIP 443 (Optional) Zugriff auf
Benutzeroberflache und API

iSCSI-Clients Speichercluster SVIP 3260 Client-iSCSI-Kommunikation
iSCSI-Clients Speicherknoten SIP 3260 Client-iSCSI-Kommunikation
Verwaltungsknoten sfsupport.solidfire 22 Reverse-SSH-Tunnel fir
.com Supportzugriff
Verwaltungsknoten Speicherknoten MIP 22 SSH-Zugriff fir Support
Verwaltungsknoten DNS-Server 53 TCP/UDP  DNS-Suche
Verwaltungsknoten Speicherknoten MIP 442 Ul- und API-Zugriff auf

Speicherknoten und Element-
Software-Upgrades

Verwaltungsknoten Speichercluster MVIP 442 Ul- und API-Zugriff auf
Speicherknoten und Element-
Software-Upgrades

Verwaltungsknoten monitoring.solidfir 443 Speichercluster meldet an Active 1Q
e.com
Verwaltungsknoten Speichercluster MVIP 443 Ul- und API-Zugriff auf

Speicherknoten und Element-
Software-Upgrades



Quelle

Verwaltungsknoten

Verwaltungsknoten

Verwaltungsknoten

Verwaltungsknoten

SNMP-Server

SNMP-Server

Speicherknoten BMC/IPMI

Speicherknoten MIP

Speicherknoten MIP

Speicherknoten MIP

Speicherknoten MIP

Speicherknoten MIP

Speicherknoten MIP

Speicherknoten MIP

Speicherknoten MIP

Speicherknoten MIP

Ziel

repo.netapp.com

Speicherknoten BMC/IPMI

Zeugenknoten

vCenter Server

Speichercluster MVIP

Speicherknoten MIP

Verwaltungsknoten

DNS-Server

Verwaltungsknoten

S3/Swift-Endpunkt

NTP-Server

Verwaltungsknoten

SNMP-Server

LDAP-Server

Verwaltungsknoten

Remote-Speichercluster
MVIP

Hafen

443

623 UDP

9442

9443

161 UDP

161 UDP

623 UDP

53 TCP/UDP

80

80

123 UDP

162 UDP

162 UDP

389 TCP/UDP

443

443

Beschreibung

Bietet Zugriff auf die fur die

Installation/Aktualisierung der lokalen

Bereitstellung erforderlichen
Komponenten.

RMCP-Port. Dies ist fur die
Verwaltung von IPMI-fahigen
Systemen erforderlich.

API-Dienst zur Konfiguration pro
Knoten

vCenter-Plug-in-Registrierung. Der
Hafen kann nach Abschluss der
Registrierung geschlossen werden.

SNMP-Abfrage

SNMP-Abfrage

RMCP-Port. Dies ist fur die
Verwaltung von IPMI-fahigen
Systemen erforderlich.

DNS-Suche

Element-Software-Upgrades

(Optional) HTTP-Kommunikation mit
dem S3/Swift-Endpunkt fur
Datensicherung und
Wiederherstellung

NTP

(Optional) SNMP-Traps

(Optional) SNMP-Traps

(Optional) LDAP-Lookup

Elementspeicher-Upgrades

Remote-Replikationscluster-
Kopplungskommunikation
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Speicherknoten MIP

Speicherknoten MIP

Speicherknoten MIP

Speicherknoten MIP

Speicherknoten MIP

Speicherknoten MIP

Speicherknoten SIP

Speicherknoten SIP

Speicherknoten SIP

Systemadministrator-PC

Systemadministrator-PC

Systemadministrator-PC

Systemadministrator-PC

Ziel
Remote-Speicherknoten
MIP

S3/Swift-Endpunkt

Verwaltungsknoten

Syslog-Server

LDAPS-Server

Remote-Speicherknoten
MIP

Remote-Speicherknoten
SIP

Speicherknoten SIP

Remote-Speicherknoten

SIP

Verwaltungsknoten

Speicherknoten MIP

Verwaltungsknoten

Speichercluster MVIP

Hafen

443

443

514 TCP/UDP

10514
TCP/UDP

514 TCP/UDP

10514
TCP/UDP

636 TCP/UDP

2181

2181

3260

4000 bis 4020

442

442

443

443

Beschreibung

Remote-Replikationscluster-
Kopplungskommunikation

(Optional) HTTPS-Kommunikation
mit dem S3/Swift-Endpunkt fur
Datensicherung und
Wiederherstellung

Syslog-Weiterleitung

Syslog-Weiterleitung

LDAPS-Suche

Intercluster-Kommunikation fir die
Remote-Replikation

Intercluster-Kommunikation fir die
Remote-Replikation

Internode iISCSI

Datenlibertragung zwischen
entfernten Knoten bei der Replikation

HTTPS-UI-Zugriff auf den
Verwaltungsknoten

HTTPS-Benutzeroberflache und API-
Zugriff auf den Speicherknoten

HTTPS-UIl- und API-Zugriff auf den
Verwaltungsknoten

HTTPS-Benutzeroberflache und API-
Zugriff auf den Speichercluster
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Systemadministrator-PC

Systemadministrator-PC

Systemadministrator-PC

Systemadministrator-PC

vCenter Server
vCenter Server

vCenter Server

vCenter Server

vCenter Server

Ziel

Speicherknoten-
Basisplatinen-
Management-Controller
(BMC) / Intelligente
Plattform-Management-
Schnittstelle (IPMI) H410-
und H600-Serie

Speicherknoten MIP

Speicherknoten
BMC/IPMI H410 und
H600 Serie

Zeugenknoten

Speichercluster MVIP

Fernbedienungsstecker

Verwaltungsknoten

Speichercluster MVIP

Verwaltungsknoten

Weitere Informationen

* "SolidFire und Element-Softwaredokumentation

* "NetApp Element Plug-in fur vCenter Server"

Hafen

443

443

623 UDP

8080

443

8333

8443

8444

9443

Beschreibung

HTTPS-Benutzeroberflache und API-
Zugriff auf die Fernsteuerung des
Knotens

Erstellung eines HTTPS-
Speicherclusters, Zugriff auf den
Speichercluster nach der
Bereitstellung Uber die
Benutzeroberflache

Port des Remote Management
Control Protocol. Dies ist fur die
Verwaltung von IPMI-fahigen
Systemen erforderlich.

Witness Node — Web-
Benutzeroberflache pro Knoten

Zugriff auf die vCenter-Plug-in-API

Remote vCenter Plug-in-Dienst

(Optional) vCenter Plug-in QoSSIOC-
Dienst.

vCenter VASA-Anbieterzugriff (nur
VVols)

vCenter-Plug-in-Registrierung. Der
Hafen kann nach Abschluss der
Registrierung geschlossen werden.
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