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Konzepte

Lernen Sie die grundlegenden Konzepte der Element-Software kennen.

* "Produktubersicht"

+ SolidFire -Architekturtbersicht
* Nodes

* Cluster

+ "Sicherheit"

» Konten und Berechtigungen

* "Bande"

+ Datenschutz

* Leistung und Servicequalitat

Produktubersicht

Ein SolidFire All-Flash-Speichersystem besteht aus einzelnen Hardwarekomponenten
(Laufwerk und Knoten), die zu einem einzigen Pool von Speicherressourcen kombiniert
werden. Dieser einheitliche Cluster stellt sich externen Clients als ein einziges
Speichersystem zur Verfugung und wird mit der NetApp Element Software verwaltet.

Mithilfe der Element-Oberflache, der API oder anderer Management-Tools konnen Sie die Speicherkapazitat
und Leistung des SolidFire Clusters Gberwachen und die Speicheraktivitat in einer Multi-Tenant-Infrastruktur
verwalten.

SolidFire Funktionen
Ein Solidfire-System bietet folgende Funktionen:

* Bietet leistungsstarken Speicher fiir lhre grof3 angelegte, private Cloud-Infrastruktur

* Bietet eine flexible Skalierbarkeit, die es lhnen ermdglicht, sich andernden Speicheranforderungen gerecht
zu werden.

* Nutzt eine API-gesteuerte Element-Softwareschnittstelle fir das Speichermanagement
» Gewahrleistet die Leistung durch die Anwendung von Richtlinien zur Servicequalitat.
» Beinhaltet automatischen Lastausgleich Uber alle Knoten im Cluster

» Automatische Neuausrichtung der Cluster beim Hinzufligen oder Entfernen von Knoten

SolidFire Einsatz

Nutzen Sie von NetApp bereitgestellte und in die NetApp Element Software integrierte Speicherknoten.

"Uberblick tiber die SolidFire All-Flash-Speicherarchitektur"



Weitere Informationen

* "NetApp Element Plug-in fir vCenter Server"

Architektur und Komponenten

Erfahren Sie mehr tiber die SolidFire -Architektur.

Ein SolidFire All-Flash-Speichersystem besteht aus einzelnen Hardwarekomponenten
(Laufwerken und Knoten), die zu einem Pool von Speicherressourcen kombiniert werden,
wobei die NetApp Element Software unabhangig auf jedem Knoten lauft. Dieses einzelne
Speichersystem wird als eine Einheit mithilfe der Element-Software-Benutzeroberflache,
der API und anderer Verwaltungstools verwaltet.

Ein SolidFire -Speichersystem umfasst folgende Hardwarekomponenten:
* Cluster: Der zentrale Knotenpunkt des SolidFire -Speichersystems, der aus einer Sammlung von Knoten
besteht.
» Knoten: Die zu einem Cluster gruppierten Hardwarekomponenten. Es gibt zwei Arten von Knoten:
o Speicherknoten sind Server, die eine Sammlung von Laufwerken enthalten.

> Fibre Channel (FC)-Knoten, die Sie verwenden, um eine Verbindung zu FC-Clients herzustellen

» Laufwerke: Werden in Speicherknoten verwendet, um Daten fur den Cluster zu speichern. Ein
Speicherknoten enthalt zwei Arten von Laufwerken:

> Volume-Metadaten speichern Informationen, die die Volumes und andere Objekte innerhalb eines
Clusters definieren.

> Blocklaufwerke speichern Datenbldcke fiir Datentrager.
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Sie kdnnen das System mithilfe der Element-Weboberflaiche und anderer kompatibler Tools verwalten,
Uberwachen und aktualisieren:

» "SolidFire Softwareschnittstellen"

» "SolidFire Active 1Q"

» "Verwaltungsknoten fir die Element-Software"

* "Managementdienstleistungen”

Haufige URLs

Dies sind die gangigen URLs, die Sie mit einem SolidFire All-Flash-Speichersystem verwenden:

URL

https://[storage cluster MVIP address]

https://activeiqg.solidfire.com

https://[management node IP address]

Beschreibung

Greifen Sie auf die Benutzeroberflache der NetApp
Element Software zu.

Uberwachen Sie Daten und erhalten Sie
Benachrichtigungen Uber etwaige Leistungsengpasse
oder potenzielle Systemprobleme.

Greifen Sie auf NetApp Hybrid Cloud Control zu, um
Ihre Speicherinstallation zu aktualisieren und die
Verwaltungsdienste zu aktualisieren.



https://activeiq.solidfire.com

URL Beschreibung

https://[IP address]:442 Uber die Benutzeroberflache pro Knoten kdnnen Sie
auf Netzwerk- und Clustereinstellungen zugreifen und
Systemtests und -hilfsmittel nutzen."Erfahren Sie

mehr."
https://[management node IP Nutzen Sie die REST-API der Managementdienste
address]/mnode und weitere Funktionen des
Managementknotens."Erfahren Sie mehr."
https://[management node IP Registrieren Sie das vCenter-Plug-in-Paket im
address] :9443 vSphere Web Client."Erfahren Sie mehr."

Weitere Informationen

» "SolidFire und Element-Softwaredokumentation"

* "NetApp Element Plug-in fir vCenter Server"

SolidFire Softwareschnittstellen

Ein SolidFire -Speichersystem kann mithilfe verschiedener NetApp Element
-Softwareschnittstellen und Integrationsprogramme verwaltet werden.

Optionen
* NetApp Element Software-Benutzeroberflache

* NetApp Element Software-API

* NetApp Element Plug-in fur vCenter Server
* NetApp Hybrid Cloud Control

* Benutzeroberflachen der Verwaltungsknoten

+ Zusatzliche Integrationshilfsmittel und -werkzeuge

NetApp Element Software-Benutzeroberflache

Erméglicht die Einrichtung von Element-Speicher, die Uberwachung der Clusterkapazitat und -leistung sowie
die Verwaltung der Speicheraktivitaten in einer Multi-Tenant-Infrastruktur. Element ist das
Speicherbetriebssystem, das das Herzstick eines SolidFire Clusters bildet. Die Element-Software 1auft
unabhangig auf allen Knoten im Cluster und ermoglicht es den Knoten des Clusters, Ressourcen zu
kombinieren, die externen Clients als ein einziges Speichersystem prasentiert werden. Die Element-Software
ist fir die gesamte Clusterkoordination, Skalierung und Verwaltung des Gesamtsystems verantwortlich. Die
Softwareschnittstelle basiert auf der Element API.

"Speicherverwaltung mit der Element-Software"

NetApp Element Software-API

Ermdglicht die Verwendung einer Reihe von Objekten, Methoden und Routinen zur Verwaltung des
Elementspeichers. Die Element-API basiert auf dem JSON-RPC-Protokoll Giber HTTPS. Sie kbnnen API-
Operationen in der Element-Benutzeroberflache tberwachen, indem Sie das API-Protokoll aktivieren; dadurch
kénnen Sie die an das System gesendeten Methoden einsehen. Sie kdnnen sowohl Anfragen als auch
Antworten aktivieren, um zu sehen, wie das System auf die aufgerufenen Methoden reagiert.


../storage/task_per_node_access_settings.html
../storage/task_per_node_access_settings.html
../mnode/task_mnode_work_overview.html
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https://docs.netapp.com/us-en/element-software/index.html
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"Speicherverwaltung mit der Element-API"

NetApp Element Plug-in fiir vCenter Server

Ermoglicht die Konfiguration und Verwaltung von Speicherclustern, auf denen die Element-Software lauft, tber
eine alternative Schnittstelle zur Element-Benutzeroberflache innerhalb von VMware vSphere.

"NetApp Element Plug-in fur vCenter Server"

NetApp Hybrid Cloud Control

Ermaoglicht Ihnen die Aktualisierung der Element-Speicher- und Verwaltungsdienste sowie die Verwaltung von
Speicherressourcen Uber die NetApp Hybrid Cloud Control-Schnittstelle.

"Speicher verwalten und tberwachen mit NetApp Hybrid Cloud Control"

Benutzeroberflachen der Verwaltungsknoten

Der Management-Knoten enthalt zwei Benutzeroberflachen: eine Benutzeroberflache zur Verwaltung von
REST-basierten Diensten und eine knotenspezifische Benutzeroberflache zur Verwaltung von Netzwerk- und
Clustereinstellungen sowie Betriebssystemtests und -dienstprogrammen. Uber die REST-API-
Benutzeroberflache konnen Sie auf ein Menl mit dienstbezogenen APIs zugreifen, die die Funktionalitat des
dienstbasierten Systems vom Verwaltungsknoten aus steuern.

Zusatzliche Integrationshilfsmittel und -werkzeuge

Obwohl Sie Ihren Speicher tblicherweise mit NetApp Element, der NetApp Element APl und dem NetApp
Element Plug-in flr vCenter Server verwalten, kbnnen Sie zusatzliche Integrationsprogramme und Tools
verwenden, um auf den Speicher zuzugreifen.

Element CLI

"Element CLI"ermdglicht es Ihnen, ein SolidFire -Speichersystem Uber eine Befehlszeilenschnittstelle zu
steuern, ohne die Element-API verwenden zu mussen.

Element PowerShell Tools

"Element PowerShell Tools"Ermoglicht Ihnen die Verwendung einer Sammlung von Microsoft Windows
PowerShell-Funktionen, die die Element APl verwenden, um ein SolidFire -Speichersystem zu verwalten.

Element SDKs

"Element SDKs"Mit diesen Tools kénnen Sie lhren SolidFire -Cluster verwalten:
» Element Java SDK: Ermoglicht Programmierern die Integration der Element API in die
Programmiersprache Java.

* Element .NET SDK: Erméglicht Programmierern die Integration der Element-API in die .NET-
Programmierplattform.

» Element Python SDK: Ermoglicht Programmierern die Integration der Element APl in die
Programmiersprache Python.

SolidFire Postman API-Testsuite

Ermaoglicht Programmierern die Nutzung einer Sammlung von"Brieftrager" Funktionen, die Element-API-


https://docs.netapp.com/de-de/element-software-128/api/concept_element_api_about_the_api.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/de-de/element-software-128/hccstorage/task-hcc-manage-storage-clusters.html
https://mysupport.netapp.com/site/tools/tool-eula/elem-cli
https://mysupport.netapp.com/site/tools/tool-eula/elem-powershell-tools
https://mysupport.netapp.com/site/products/all/details/netapphci-solidfire-elementsoftware/tools-tab
https://github.com/solidfire/postman

Aufrufe testen.

SolidFire Speicherreplikationsadapter

"SolidFire Speicherreplikationsadapter”Integriert sich in VMware Site Recovery Manager (SRM), um die
Kommunikation mit replizierten SolidFire Speicherclustern zu ermdglichen und unterstitzte Workflows
auszufuhren.

SolidFire vRO

"SolidFire vRO"bietet eine komfortable Mdéglichkeit, die Element API zur Verwaltung lhres SolidFire
-Speichersystems mit VMware vRealize Orchestrator zu verwenden.

SolidFire VSS-Anbieter

"SolidFire VSS-Anbieter"Integriert VSS-Schattenkopien mit Element-Snapshots und -Klonen.

Weitere Informationen

» "SolidFire und Element-Softwaredokumentation"

* "NetApp Element Plug-in fir vCenter Server"

SolidFire Active 1Q

"SolidFire Active 1Q"ist ein webbasiertes Tool, das kontinuierlich aktualisierte historische
Ansichten von clusterweiten Daten bereitstellt. Sie kobnnen Benachrichtigungen fur
bestimmte Ereignisse, Schwellenwerte oder Kennzahlen einrichten. SolidFire Active IQ
ermdglicht es Ihnen, die Systemleistung und -kapazitat zu Uberwachen und sich Uber den
Zustand des Clusters auf dem Laufenden zu halten.

Folgende Informationen zu lhrem System finden Sie in SolidFire Active 1Q:

* Anzahl der Knoten und Status der Knoten: betriebsbereit, offline oder fehlerhaft
 Grafische Darstellung der CPU-, Speichernutzung und Knotendrosselung

* Details zum Knoten, wie Seriennummer, Steckplatz im Gehause, Modell und Version der auf dem
Speicherknoten ausgefiihrten NetApp Element -Software

* CPU- und speicherbezogene Informationen zu den virtuellen Maschinen

Um mehr Uber SolidFire Active |Q zu erfahren, siehe "SolidFire Active |Q Dokumentation" Die

Weitere Informationen

 "SolidFire und Element-Softwaredokumentation”
* "NetApp Element Plug-in fir vCenter Server"

* NetApp Supportseite > Tools fiir Active 1Q

Verwaltungsknoten fiir die Element-Software

Der"Managementknoten (mNode)" ist eine virtuelle Maschine, die parallel zu einem oder
mehreren Element-Software-basierten Speicherclustern lauft. Es dient der Aktualisierung


https://mysupport.netapp.com/site/products/all/details/elementsra/downloads-tab
https://mysupport.netapp.com/site/products/all/details/solidfire-vro/downloads-tab
https://mysupport.netapp.com/site/products/all/details/solidfire-vss-provider/downloads-tab
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://activeiq.solidfire.com
https://docs.netapp.com/us-en/solidfire-active-iq/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://mysupport.netapp.com/site/tools/tool-eula/5ddb829ebd393e00015179b2
https://mysupport.netapp.com/site/tools/tool-eula/5ddb829ebd393e00015179b2
https://mysupport.netapp.com/site/tools/tool-eula/5ddb829ebd393e00015179b2
../mnode/task_mnode_work_overview.html

und Bereitstellung von Systemdiensten, einschlieBlich Uberwachung und Telemetrie, der
Verwaltung von Clusterressourcen und -einstellungen, der Ausfuhrung von Systemtests
und -dienstprogrammen sowie der Ermoglichung des NetApp Supportzugriffs zur
Fehlerbehebung.

Der Management-Knoten interagiert mit einem Speichercluster, um Managementaktionen durchzufiihren, ist
aber kein Mitglied des Speicherclusters. Die Management-Knoten sammeln regelmafig Informationen tber
den Cluster mittels API-Aufrufen und melden diese Informationen an Active 1Q zur Ferniberwachung (sofern
aktiviert). Die Management-Knoten sind auflerdem fur die Koordinierung von Software-Upgrades der Cluster-
Knoten zustandig.

Ab der Element-Version 11.3 fungiert der Management-Knoten als Microservice-Host, was schnellere
Aktualisierungen ausgewabhlter Softwaredienste auferhalb von Hauptversionen ermdglicht. Diese Mikrodienste
oder"Managementdienstleistungen” werden regelmafig als Servicepakete aktualisiert.

Managementdienste fur SolidFire All-Flash-Speicher

Ab der Element-Version 11.3 werden die Verwaltungsdienste auf
dem"Verwaltungsknoten" Dies ermoglicht schnellere Aktualisierungen ausgewahlter
Softwaredienste aulerhalb von Hauptversionen.

Die Management-Services bieten zentrale und erweiterte Verwaltungsfunktionen fir SolidFire All-Flash-
Speicher. Diese Dienstleistungen umfassen"NetApp Hybrid Cloud Control" , Active 1Q Systemtelemetrie,
Protokollierung und Service-Updates sowie der QoSSIOC-Dienst fir das Element-Plug-in fir vCenter.

Erfahren Sie mehr lGber"Management-Services-Releases" .

Nodes

Knoten sind Hardware- oder virtuelle Ressourcen, die zu einem Cluster
zusammengefasst werden, um Blockspeicher- und Rechenkapazitaten bereitzustellen.

Die NetApp Element Software definiert verschiedene Knotenrollen fiir einen Cluster. Die Arten von
Knotenrollen sind folgende:

» Verwaltungsknoten

» Speicherknoten

» Fibre Channel-Knoten

Knotenzustandevariieren je nach Clusterzugehdrigkeit.

Verwaltungsknoten

Ein Management-Knoten ist eine virtuelle Maschine, die zur Aktualisierung und Bereitstellung von
Systemdiensten wie Uberwachung und Telemetrie, zur Verwaltung von Clusterressourcen und -einstellungen,
zur Ausflihrung von Systemtests und -dienstprogrammen sowie zur Ermoéglichung des NetApp Supportzugriffs
fur die Fehlerbehebung verwendet wird."Mehr erfahren”


../concepts/concept_intro_management_services_for_afa.html
../concepts/concept_intro_management_node.html
../concepts/concept_intro_solidfire_software_interfaces.html#netapp-element-plug-in-for-vcenter-server
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes
../concepts/concept_intro_management_node.html

Speicherknoten

Ein SolidFire -Speicherknoten ist ein Server, der eine Sammlung von Laufwerken enthalt, die Gber die
Bond10G-Netzwerkschnittstelle miteinander kommunizieren. Die Laufwerke im Knoten enthalten Block- und
Metadatenspeicher fur die Datenspeicherung und Datenverwaltung. Jeder Knoten enthalt ein Werksabbild der
NetApp Element -Software.

Speicherknoten weisen folgende Eigenschaften auf:
» Jeder Knoten hat einen eindeutigen Namen. Wird kein Knotenname von einem Administrator angegeben,

wird standardmafig SF-XXXX verwendet, wobei XXXX vier vom System generierte Zufallszeichen sind.

» Jeder Knoten verfligt Gber einen eigenen, leistungsstarken, nichtfliichtigen Direktzugriffsspeicher (NVRAM)
als Schreibcache, um die Gesamtleistung des Systems zu verbessern und die Schreiblatenz zu
reduzieren.

» Jeder Knoten ist mit zwei Netzwerken verbunden, einem Speichernetzwerk und einem
Verwaltungsnetzwerk, die jeweils Uber zwei unabhangige Verbindungen fir Redundanz und Leistung
verfigen. Jeder Knoten bendtigt eine IP-Adresse in jedem Netzwerk.

+ Sie kénnen einen Cluster mit neuen Speicherknoten erstellen oder einem bestehenden Cluster
Speicherknoten hinzufligen, um die Speicherkapazitat und die Leistung zu erhéhen.

« Sie kénnen jederzeit Knoten zum Cluster hinzufligen oder daraus entfernen, ohne den Dienst zu
unterbrechen.

Fibre Channel-Knoten

SolidFire Fibre Channel-Knoten bieten Konnektivitat zu einem Fibre Channel-Switch, an den Sie Fibre
Channel-Clients anschliel®en kénnen. Fibre Channel-Knoten fungieren als Protokollkonverter zwischen den
Fibre Channel- und iSCSI-Protokollen; dies ermdglicht es lhnen, Fibre Channel-Konnektivitat zu jedem neuen
oder bestehenden SolidFire Cluster hinzuzuftgen.

Fibre-Channel-Knoten weisen folgende Eigenschaften auf:

* Fibre-Channel-Switches verwalten den Zustand des Fabric und sorgen so flr optimierte Verbindungen.

» Der Datenverkehr zwischen zwei Ports fliel3t ausschliel3lich Uber die Switches; er wird nicht an andere
Ports weitergeleitet.

* Der Ausfall eines Ports ist ein isoliertes Problem und beeintrachtigt nicht den Betrieb anderer Ports.

* In einem Fabric kdnnen mehrere Portpaare gleichzeitig kommunizieren.

Betriebszustande der Knoten
Ein Knoten kann sich je nach Konfigurationsebene in einem von mehreren Zustanden befinden.
 Verfiigbar
Der Knoten hat keinen zugeordneten Clusternamen und ist noch nicht Teil eines Clusters.
» Ausstehend
Der Knoten ist konfiguriert und kann einem bestimmten Cluster hinzugefligt werden.

Fir den Zugriff auf den Knoten ist keine Authentifizierung erforderlich.



« Aktivierungsstatus ausstehend

Das System ist dabei, kompatible Element-Software auf dem Knoten zu installieren. Nach Abschluss des
Vorgangs wechselt der Knoten in den aktiven Zustand.

» Aktiv
Der Knoten ist Teil eines Clusters.

Zur Anderung des Knotens ist eine Authentifizierung erforderlich.
In jedem dieser Zustande sind einige Felder schreibgeschitzt.

Weitere Informationen

» "SolidFire und Element-Softwaredokumentation"

* "NetApp Element Plug-in fir vCenter Server"

Cluster

Ein Cluster ist das Herzstlck eines SolidFire -Speichersystems und besteht aus einer
Sammlung von Knoten. Um die Speichereffizienzvorteile von SolidFire nutzen zu kénnen,
mussen Sie mindestens vier Knoten in einem Cluster haben. Ein Cluster erscheint im
Netzwerk als eine einzige logische Gruppe und kann dann als Blockspeicher
angesprochen werden.

Beim Erstellen eines neuen Clusters wird ein Knoten als Kommunikationsinhaber fiir den Cluster initialisiert
und die Netzwerkkommunikation fiir jeden Knoten im Cluster eingerichtet. Dieser Vorgang wird flir jeden neuen
Cluster nur einmal durchgefiihrt. Sie kénnen einen Cluster tber die Element-Benutzeroberflache oder die API
erstellen.

Sie kdnnen einen Cluster skalieren, indem Sie zusatzliche Knoten hinzufligen. Beim Hinzufligen eines neuen
Knotens kommt es zu keiner Unterbrechung des Dienstes, und der Cluster nutzt automatisch die Leistung und
Kapazitat des neuen Knotens.

Administratoren und Hosts konnen Uber virtuelle IP-Adressen auf den Cluster zugreifen. Jeder Knoten im
Cluster kann die virtuellen IP-Adressen hosten. Die Management Virtual IP (MVIP) ermdglicht die
Clusterverwaltung tber eine 1GbE-Verbindung, wahrend die Storage Virtual IP (SVIP) den Hostzugriff auf den
Speicher Uber eine 10GbE-Verbindung ermdglicht. Diese virtuellen IP-Adressen ermdglichen konsistente
Verbindungen unabhangig von der GroRe oder Zusammensetzung eines SolidFire Clusters. Wenn ein Knoten,
der eine virtuelle IP-Adresse hostet, ausfallt, Gbernimmt ein anderer Knoten im Cluster die Hosting der
virtuellen IP-Adresse.

Ab Element Version 11.0 kdnnen Knoten mit IPv4-, IPv6- oder beiden Adressen fiir ihr
Managementnetzwerk konfiguriert werden. Dies gilt sowohl fiir Speicherknoten als auch fiir

@ Verwaltungsknoten, mit Ausnahme des Verwaltungsknotens 11.3 und héher, der IPv6 nicht
unterstitzt. Bei der Erstellung eines Clusters kann nur eine einzige IPv4- oder IPv6-Adresse fur
den MVIP verwendet werden, und der entsprechende Adresstyp muss auf allen Knoten
konfiguriert sein.

Mehr zu Clustern


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

* Autoritative Speichercluster
* Drittelregel

* Ungenutzte Kapazitat

» Speichereffizienz

» Speichercluster-Quorum

Autoritative Speichercluster

Der autoritative Speichercluster ist der Speichercluster, den NetApp Hybrid Cloud Control zur Authentifizierung
von Benutzern verwendet.

Wenn Ihr Management-Knoten nur tber einen Speichercluster verfiigt, dann ist dieser der autoritative Cluster.
Wenn lhr Management-Knoten Uber zwei oder mehr Speichercluster verfigt, wird einer dieser Cluster als
autoritativer Cluster festgelegt, und nur Benutzer dieses Clusters kénnen sich bei NetApp Hybrid Cloud Control
anmelden. Um herauszufinden, welcher Cluster der maldgebliche Cluster ist, kbnnen Sie Folgendes
verwenden: GET /mnode/about API. In der Antwort wird die IP-Adresse in der token url Das Feld ist die
Management Virtual IP Address (MVIP) des autoritativen Speicherclusters. Wenn Sie versuchen, sich als
Benutzer, der nicht zum autoritativen Cluster gehort, bei NetApp Hybrid Cloud Control anzumelden, schlagt der
Anmeldeversuch fehl.

Viele Funktionen von NetApp Hybrid Cloud Control sind fur die Zusammenarbeit mit mehreren
Speicherclustern ausgelegt, jedoch gibt es Einschrankungen bei der Authentifizierung und Autorisierung. Die
Einschrankung bei der Authentifizierung und Autorisierung besteht darin, dass der Benutzer des autoritativen
Clusters Aktionen auf anderen Clustern ausfiihren kann, die mit NetApp Hybrid Cloud Control verbunden sind,
selbst wenn er kein Benutzer auf den anderen Speicherclustern ist.

Bevor Sie mit der Verwaltung mehrerer Speichercluster fortfahren, sollten Sie sicherstellen, dass die auf den
autoritativen Clustern definierten Benutzer auch auf allen anderen Speicherclustern mit denselben
Berechtigungen definiert sind. Sie kdnnen Benutzer Gber die"Element-Software-Benutzeroberflache" Die

Sehen"Speichercluster-Assets erstellen und verwalten" Weitere Informationen zur Arbeit mit Management-
Node-Speichercluster-Assets finden Sie hier.

Drittelregel

Wenn Sie verschiedene Speicherknotentypen in einem NetApp SolidFire -Speichercluster mischen, darf kein
einzelner Speicherknoten mehr als 33 % der gesamten Speicherclusterkapazitat enthalten.

Ungenutzte Kapazitat

Wenn ein neu hinzugefiigter Knoten mehr als 50 Prozent der gesamten Clusterkapazitat ausmacht, wird ein
Teil der Kapazitat dieses Knotens unbrauchbar gemacht ("gestrandet"), damit er der Kapazitatsregel entspricht.
Dies bleibt so lange der Fall, bis zusatzliche Speicherkapazitat geschaffen wird. Wird ein sehr grof3er Knoten
hinzugefugt, der ebenfalls gegen die Kapazitatsregel verstolyt, so ist der zuvor gestrandete Knoten nicht mehr
gestrandet, wahrend der neu hinzugefiigte Knoten gestrandet wird. Um dies zu vermeiden, sollten Kapazitaten
immer paarweise addiert werden. Wenn ein Knoten ausfallt, wird ein entsprechender Clusterfehler ausgeldst.

Speichereffizienz

Netapp SolidFire -Speichercluster nutzen Deduplizierung, Komprimierung und Thin Provisioning, um den fir
die Speicherung eines Volumes bendtigten physischen Speicherplatz zu reduzieren.
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* Kompression

Durch Komprimierung wird der flr ein Volume bendétigte physische Speicherplatz reduziert, indem
Datenblécke in Komprimierungsgruppen zusammengefasst werden, von denen jede als einzelner Block
gespeichert wird.

e Deducation

Durch das Verwerfen doppelter Datenbldcke wird der fir ein Volume bendtigte physische Speicherplatz
reduziert.

* Thin Provisioning

Ein Thin-Provisioned Volume oder LUN ist ein Volume, flr das kein Speicherplatz im Voraus reserviert
wird. Stattdessen wird der Speicherplatz dynamisch zugewiesen, je nach Bedarf. Freier Speicherplatz wird
dem Speichersystem wieder zur Verfigung gestellt, wenn Daten im Volume oder der LUN geldscht
werden.

Speichercluster-Quorum

Die Element-Software erstellt aus ausgewahlten Knoten einen Speichercluster, der eine replizierte Datenbank
der Clusterkonfiguration verwaltet. Fur die Aufrechterhaltung des Quorums und damit der Ausfallsicherheit des
Clusters missen mindestens drei Knoten am Cluster-Ensemble teilnehmen.

Sicherheit

Wenn Sie lhr SolidFire All-Flash-Speichersystem verwenden, sind lhre Daten durch
branchenubliche Sicherheitsprotokolle geschitzt.

Verschliusselung ruhender Daten (Hardware)

Alle Laufwerke in den Speicherknoten sind zur Verschlisselung fahig und nutzen die AES 256-Bit-
Verschlisselung auf Laufwerksebene. Jedes Laufwerk verfiigt Gber einen eigenen Verschllisselungsschlissel,
der bei der ersten Initialisierung des Laufwerks erstellt wird. Wenn Sie die Verschllisselungsfunktion aktivieren,
wird ein clusterweites Passwort erstellt, und Teile dieses Passworts werden dann an alle Knoten im Cluster
verteilt. Kein einzelner Knoten speichert das vollstandige Passwort. Das Passwort wird dann verwendet, um
den gesamten Zugriff auf die Laufwerke zu schiitzen. Das Passwort wird zum Entsperren des Laufwerks
benétigt und danach nur noch, wenn die Stromversorgung des Laufwerks unterbrochen oder das Laufwerk
gesperrt wird.

"Aktivierung der Hardwareverschlisselungsfunktion im Ruhezustand"hat keinen Einfluss auf die Leistung oder
Effizienz des Clusters. Wird ein verschlisseltes Laufwerk oder ein verschliisselter Knoten mithilfe der Element
API oder der Element Ul aus der Clusterkonfiguration entfernt, wird die Verschlisselung ruhender Daten auf
den Laufwerken deaktiviert. Nach dem Ausbau des Laufwerks kann dieses mithilfe des sicheren
Léschprogramms geldscht werden. SecureEraseDrives API-Methode. Wird ein physisches Laufwerk oder
ein Knoten zwangsweise entfernt, bleiben die Daten durch das clusterweite Passwort und die individuellen
Verschlisselungsschlussel des Laufwerks geschutzt.

Verschlisselung ruhender Daten (Software)

Eine weitere Art der Verschlisselung ruhender Daten, die Software-Verschlisselung ruhender Daten,
ermoglicht die Verschlisselung aller Daten, die auf SSDs in einem Speichercluster geschrieben werden.
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"Wenn aktiviert" Es verschlisselt alle geschriebenen Daten und entschlisselt alle gelesenen Daten
automatisch in der Software. Die Softwareverschlisselung ruhender Daten spiegelt die Hardware-
Implementierung von Self-Encrypting Drive (SED) wider, um Datensicherheit auch ohne SED zu
gewabhrleisten.

Bei SolidFire All-Flash-Speicherclustern muss die Softwareverschlisselung ruhender Daten
@ wahrend der Clustererstellung aktiviert werden und kann nach der Clustererstellung nicht mehr
deaktiviert werden.

Sowohl software- als auch hardwarebasierte Verschlisselung ruhender Daten kann unabhangig voneinander
oder in Kombination miteinander verwendet werden.

Externes Schlisselmanagement

Sie kénnen die Element-Software so konfigurieren, dass sie einen KMIP-kompatiblen
Schlusselverwaltungsdienst (KMS) eines Drittanbieters zur Verwaltung der Verschlisselungsschlissel des
Speicherclusters verwendet. Wenn Sie diese Funktion aktivieren, wird der clusterweite
Laufwerkszugriffspasswort-Verschllisselungsschlissel des Speicherclusters von einem von Ihnen
angegebenen KMS verwaltet.

Element kann die folgenden Schlisselverwaltungsdienste nutzen:

+ Gemalto SafeNet KeySecure

» SafeNet AT KeySecure

* HyTrust KeyControl

* Vormetric Data Security Manager
 IBM Security Key Lifecycle Manager

Weitere Informationen zur Konfiguration der externen Schlisselverwaltung finden Sie unter'die ersten Schritte
zur externen Schlisselverwaltung" Dokumentation.

Multi-Faktor-Authentifizierung

Die Multi-Faktor-Authentifizierung (MFA) ermdglicht es Ihnen, von Benutzern zu verlangen, mehrere Arten von
Nachweisen vorzulegen, um sich beim Anmelden an der NetApp Element Web-UI oder der Storage-Node-UI
zu authentifizieren. Sie kdnnen Element so konfigurieren, dass bei der Integration mit lnrem bestehenden
Benutzerverwaltungssystem und Identitatsanbieter nur Multi-Faktor-Authentifizierung akzeptiert wird. Element
kann so konfiguriert werden, dass es sich in einen bestehenden SAML 2.0-Identitatsanbieter integriert, der
mehrere Authentifizierungsmethoden erzwingen kann, wie z. B. Passwort und SMS, Passwort und E-Mail oder
andere Methoden.

Sie konnen die Multi-Faktor-Authentifizierung mit gangigen SAML 2.0-kompatiblen Identitatsanbietern (IdPs)
wie Microsoft Active Directory Federation Services (ADFS) und Shibboleth kombinieren.

Informationen zur Konfiguration der Multi-Faktor-Authentifizierung finden Sie unter "die Multi-Faktor-
Authentifizierung aktivieren" Dokumentation.

FIPS 140-2 fur HTTPS und Verschlisselung ruhender Daten

NetApp SolidFire -Speichercluster unterstitzen eine Verschlisselung, die den Anforderungen des Federal
Information Processing Standard (FIPS) 140-2 fir kryptografische Module entspricht. Sie kdnnen die FIPS
140-2-Konformitat auf lhrem SolidFire -Cluster sowohl fiir die HTTPS-Kommunikation als auch fir die
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Laufwerksverschlisselung aktivieren.

Wenn Sie den FIPS 140-2-Betriebsmodus auf lnrem Cluster aktivieren, aktiviert der Cluster das NetApp
Cryptographic Security Module (NCSM) und nutzt die FIPS 140-2 Level 1-zertifizierte Verschllsselung fur die
gesamte Kommunikation dber HTTPS mit der NetApp Element Ul und API. Sie verwenden die
EnableFeature Element APl mit der fips Parameter zur Aktivierung der FIPS 140-2 HTTPS-
Verschllsselung. Auf Speicherclustern mit FIPS-kompatibler Hardware kdnnen Sie mithilfe von FIPS auch die
FIPS-Laufwerksverschlisselung fur ruhende Daten aktivieren. EnableFeature Element APl mit der
FipsDrives Parameter.

Weitere Informationen zur Vorbereitung eines neuen Speicherclusters fiir die FIPS 140-2-Verschlisselung
finden Sie unter"Erstellen Sie einen Cluster, der FIPS-Laufwerke unterstitzt." Die

Weitere Informationen zur Aktivierung von FIPS 140-2 auf einem bestehenden, vorbereiteten Cluster finden
Sie unter"die EnableFeature Element API" Die

Weitere Informationen

« "SolidFire und Element-Softwaredokumentation"

* "NetApp Element Plug-in fir vCenter Server"

Konten und Berechtigungen

Um Speicherressourcen auf lhrem System zu verwalten und den Zugriff darauf zu
ermoglichen, missen Sie Konten fiur Systemressourcen einrichten.

Mit Element Storage kénnen Sie die folgenden Kontotypen erstellen und verwalten:

» Administrator-Benutzerkonten fir den Speichercluster
» Benutzerkonten fur den Zugriff auf Speichervolumes

* Autorisierte Cluster-Benutzerkonten flir NetApp Hybrid Cloud Control

Administratorkonten fir Speichercluster

In einem Speichercluster, auf dem die NetApp Element -Software ausgefiihrt wird, kbnnen zwei Arten von
Administratorkonten existieren:

* Priméares Cluster-Administratorkonto: Dieses Administratorkonto wird bei der Erstellung des Clusters
erstellt. Dieses Konto ist das primare Administratorkonto mit dem héchsten Zugriffsniveau auf den Cluster.
Dieses Konto ist vergleichbar mit einem Root-Benutzer in einem Linux-System. Sie kdnnen das Passwort
fur dieses Administratorkonto andern.

* Cluster-Administratorkonto: Sie knnen einem Cluster-Administratorkonto einen begrenzten
administrativen Zugriff gewahren, um bestimmte Aufgaben innerhalb eines Clusters auszufiihren. Die
jedem Cluster-Administratorkonto zugewiesenen Anmeldeinformationen werden zur Authentifizierung von
API- und Element-Ul-Anfragen innerhalb des Speichersystems verwendet.

Um Uber die Benutzeroberflache pro Knoten auf aktive Knoten in einem Cluster zuzugreifen, ist
@ ein lokales (nicht-LDAP-)Cluster-Administratorkonto erforderlich. Fir den Zugriff auf einen
Knoten, der noch nicht Teil eines Clusters ist, werden keine Kontodaten bendétigt.

Du kannst"Cluster-Administratorkonten verwalten" durch Erstellen, Loschen und Bearbeiten von Cluster-
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Administratorkonten, Andern des Cluster-Administratorpassworts und Konfigurieren von LDAP-Einstellungen
zur Verwaltung des Systemzugriffs flr Benutzer.

Benutzerkonten

Benutzerkonten dienen der Steuerung des Zugriffs auf die Speicherressourcen in einem softwarebasierten
NetApp Element Netzwerk. Fir die Erstellung eines Volumes ist mindestens ein Benutzerkonto erforderlich.

Wenn Sie ein Volume erstellen, wird es einem Konto zugewiesen. Wenn Sie ein virtuelles Volume erstellt
haben, ist das Konto der Speichercontainer.

Hier einige weitere Uberlegungen:

» Das Konto enthalt die CHAP-Authentifizierung, die fir den Zugriff auf die ihm zugewiesenen Volumes
erforderlich ist.

» Einem Konto kdnnen bis zu 2000 Volumes zugeordnet werden, aber ein Volume kann nur zu einem Konto
gehoren.

* Benutzerkonten kdénnen tber den NetApp Element Management-Erweiterungspunkt verwaltet werden.

Autorisierte Cluster-Benutzerkonten

Autorisierte Cluster-Benutzerkonten kénnen sich gegenuber jedem Speichermedium authentifizieren, das mit
der NetApp Hybrid Cloud Control-Instanz von Knoten und Clustern verknipft ist. Mit diesem Konto kénnen Sie
Volumes, Accounts, Zugriffsgruppen und mehr clustertibergreifend verwalten.

Autorisierte Benutzerkonten werden tber die Option ,Benutzerverwaltung® im Menu oben rechts in NetApp
Hybrid Cloud Control verwaltet.

Der"autoritativer Speichercluster” ist der Speichercluster, den NetApp Hybrid Cloud Control zur
Authentifizierung von Benutzern verwendet.

Alle Benutzer, die auf dem autoritativen Speichercluster erstellt wurden, kénnen sich bei NetApp Hybrid Cloud
Control anmelden. Benutzer, die auf anderen Speicherclustern erstellt wurden, kénnen sich nicht bei Hybrid
Cloud Control anmelden.

* Wenn Ihr Management-Knoten nur tber einen Speichercluster verfigt, dann ist dieser der autoritative
Cluster.

* Wenn Ihr Management-Knoten tber zwei oder mehr Speichercluster verfligt, wird einer dieser Cluster als
autoritativer Cluster festgelegt, und nur Benutzer dieses Clusters kénnen sich bei NetApp Hybrid Cloud
Control anmelden.

Viele Funktionen von NetApp Hybrid Cloud Control sind zwar mit mehreren Speicherclustern kompatibel,
jedoch gibt es bei der Authentifizierung und Autorisierung notwendige Einschrankungen. Die Einschrankung
bei der Authentifizierung und Autorisierung besteht darin, dass Benutzer des autoritativen Clusters Aktionen
auf anderen Clustern ausflihren konnen, die mit NetApp Hybrid Cloud Control verbunden sind, selbst wenn sie
auf den anderen Speicherclustern keine Benutzer sind. Bevor Sie mit der Verwaltung mehrerer Speichercluster
fortfahren, sollten Sie sicherstellen, dass die auf den autoritativen Clustern definierten Benutzer auch auf allen
anderen Speicherclustern mit denselben Berechtigungen definiert sind. Sie kdnnen Benutzer tiber NetApp
Hybrid Cloud Control verwalten.

Volumenkonten

Volumespezifische Konten sind nur auf den Speichercluster beschrankt, auf dem sie erstellt wurden. Mit
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diesen Konten kdnnen Sie Berechtigungen fir bestimmte Volumes im gesamten Netzwerk festlegen, sie haben
jedoch keine Auswirkungen aufierhalb dieser Volumes.

Die Verwaltung der Volumenkonten erfolgt in der Tabelle ,NetApp Hybrid Cloud Control Volumes*.

Storage

Bande

Das NetApp Element Speichersystem stellt Speicherplatz mithilfe von Volumes bereit.
Volumes sind Blockgerate, auf die Uber das Netzwerk von iSCSI- oder Fibre-Channel-
Clients zugegriffen wird.

Mit Element Storage kénnen Sie Volumes fur Benutzerkonten erstellen, anzeigen, bearbeiten, 16schen, klonen,
sichern oder wiederherstellen. Sie konnen auch jedes einzelne Volume in einem Cluster verwalten und
Volumes in Volume-Zugriffsgruppen hinzufligen oder entfernen.

Persistente Datentrager

Persistente Volumes ermdglichen es, Konfigurationsdaten des Management-Knotens auf einem bestimmten
Speichercluster anstatt lokal auf einer VM zu speichern, sodass die Daten im Falle eines Verlusts oder einer
Entfernung des Management-Knotens erhalten bleiben kénnen. Persistente Volumes sind eine optionale, aber
empfehlenswerte Konfiguration fir Management-Knoten.

Eine Option zum Aktivieren persistenter Volumes ist in den Installations- und Upgrade-Skripten enthalten,
wenn'"Bereitstellung eines neuen Managementknotens" Die Persistente Volumes sind Volumes auf einem
Element-Software-basierten Speichercluster, die Konfigurationsinformationen des Management-Knotens fir
die Host-Management-Knoten-VM enthalten, die Uber die Lebensdauer der VM hinaus bestehen bleiben.
Wenn der Management-Knoten verloren geht, kann eine Ersatz-Management-Knoten-VM die Verbindung
wiederherstellen und die Konfigurationsdaten der verloren gegangenen VM wiederherstellen.

Die Funktion fur persistente Volumes erstellt, sofern sie wahrend der Installation oder des Upgrades aktiviert
ist, automatisch mehrere Volumes. Diese Volumes kdnnen, wie alle Element-Software-basierten Volumes, je
nach Praferenz und Installation Uber die Element-Software-Weboberflache, das NetApp Element Plug-in fir
vCenter Server oder die APl angezeigt werden. Persistente Volumes mussen Uber eine iSCSI-Verbindung zum
Management-Knoten betriebsbereit sein, um aktuelle Konfigurationsdaten zu erhalten, die fir die
Wiederherstellung verwendet werden kénnen.

Persistente Volumes, die mit Verwaltungsdiensten verknupft sind, werden wahrend der

@ Installation oder des Upgrades erstellt und einem neuen Konto zugewiesen. Wenn Sie
persistente Volumes verwenden, andern oder 16schen Sie die Volumes oder das zugehdrige
Konto nicht.

Virtuelle Volumes (vVols)

vSphere Virtual Volumes ist ein Speicherparadigma flir VMware, das einen Grofteil der
Speicherverwaltung fur vSphere vom Speichersystem zu VMware vCenter verlagert. Mit
virtuellen Volumes (vVols) kdnnen Sie Speicherplatz entsprechend den Anforderungen
einzelner virtueller Maschinen zuweisen.
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Bindungen

Der NetApp Element -Cluster wahlit einen optimalen Protokollendpunkt aus, erstellt eine Bindung, die den
ESXi-Host und das virtuelle Volume mit dem Protokollendpunkt verknipft, und gibt die Bindung an den ESXi-
Host zuriick. Nach der Bindung kann der ESXi-Host E/A-Operationen mit dem gebundenen virtuellen Volume
durchfuhren.

Protokollendpunkte

VMware ESXi-Hosts verwenden logische E/A-Proxys, sogenannte Protokollendpunkte, zur Kommunikation mit
virtuellen Volumes. ESXi-Hosts binden virtuelle Volumes an Protokollendpunkte, um E/A-Operationen
durchzuflhren. Wenn eine virtuelle Maschine auf dem Host eine E/A-Operation durchftihrt, leitet der
zugehdrige Protokollendpunkt die E/A an das virtuelle Volume weiter, mit dem sie gekoppelt ist.

Protokollendpunkte in einem NetApp Element -Cluster fungieren als SCSI-administrative logische Einheiten.
Jeder Protokollendpunkt wird automatisch vom Cluster erstellt. Fir jeden Knoten in einem Cluster wird ein
entsprechender Protokollendpunkt erstellt. Ein Cluster mit vier Knoten verflgt beispielsweise Uber vier
Protokollendpunkte.

iISCSI ist das einzige von der NetApp Element Software unterstiitzte Protokoll. Das Fibre Channel-Protokoll
wird nicht unterstitzt. Protokollendpunkte kdnnen von einem Benutzer weder geléscht noch geandert werden,
sind keinem Konto zugeordnet und kénnen keiner Volume-Zugriffsgruppe hinzugefiigt werden.

Lagerbehalter

Speichercontainer sind logische Konstrukte, die NetApp Element -Konten zugeordnet sind und fir
Berichtswesen und Ressourcenzuweisung verwendet werden. Sie blindeln die Rohspeicherkapazitat oder
aggregieren die Speicherkapazitaten, die das Speichersystem virtuellen Volumes bereitstellen kann. Ein in
vSphere erstellter VVol-Datenspeicher wird einem einzelnen Speichercontainer zugeordnet. Ein einzelner
Speichercontainer verflgt standardmafig tber alle verfligbaren Ressourcen des NetApp Element Clusters.
Wenn eine detailliertere Steuerung fir Mandantenfahigkeit erforderlich ist, kbnnen mehrere Speichercontainer
erstellt werden.

Speichercontainer funktionieren wie herkdmmliche Konten und kénnen sowohl virtuelle als auch herkdmmliche
Volumes enthalten. Es werden maximal vier Speichercontainer pro Cluster unterstitzt. Fir die Nutzung der
VVols-Funktionalitat ist mindestens ein Speichercontainer erforderlich. Sie kdnnen Speichercontainer in
vCenter wahrend der Erstellung von VVols ermitteln.

VASA-Anbieter

Damit vSphere die vVol-Funktion im NetApp Element -Cluster erkennt, muss der vSphere-Administrator den
NetApp Element VASA Provider bei vCenter registrieren. Der VASA-Provider ist der Out-of-Band-
Steuerungspfad zwischen vSphere und dem Element-Cluster. Es ist verantwortlich fiir die Ausflihrung von
Anfragen an den Element-Cluster im Auftrag von vSphere, wie z. B. das Erstellen von VMs, das Bereitstellen
von VMs flr vSphere und das Bekanntgeben von Speicherkapazitaten fir vSphere.

Der VASA-Provider lauft als Teil des Cluster-Masters in der Element-Software. Der Cluster-Master ist ein
hochverfligbarer Dienst, der bei Bedarf auf jeden beliebigen Knoten im Cluster ausweicht. Wenn der Cluster-
Master ausfallt, wird der VASA-Provider mitverschoben, wodurch eine hohe Verfiigbarkeit fur den VASA-
Provider gewahrleistet wird. Alle Bereitstellungs- und Speicherverwaltungsaufgaben nutzen den VASA-
Provider, der alle erforderlichen Anderungen am Element-Cluster vornimmt.
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Bei Element 12.5 und alteren Versionen dirfen Sie nicht mehr als einen NetApp Element VASA-
@ Provider bei einer einzelnen vCenter-Instanz registrieren. Wird ein zweiter NetApp Element
VASA-Provider hinzugeflgt, sind alle VVOL-Datenspeicher nicht mehr zuganglich.

Die VASA-Unterstltzung fir bis zu 10 vCenter-Instanzen ist als Upgrade-Patch verfiigbar,
sofern Sie bereits einen VASA-Anbieter bei lnrem vCenter registriert haben. Zur Installation
folgen Sie den Anweisungen im VASA39-Manifest und laden Sie die .tar.gz-Datei von der

@ Website herunter."NetApp Software-Downloads" Website. Der NetApp Element VASA-Provider
verwendet ein NetApp Zertifikat. Mit diesem Patch wird das Zertifikat von vCenter unverandert
verwendet, um die Nutzung mehrerer vCenter-Instanzen fir VASA und VVols zu unterstitzen.
Das Zertifikat darf nicht verandert werden. Benutzerdefinierte SSL-Zertifikate werden von VASA
nicht unterstitzt.

Weitere Informationen

» "SolidFire und Element-Softwaredokumentation"

* "NetApp Element Plug-in fur vCenter Server"

Volumenzugriffsgruppen

Durch das Erstellen und Verwenden von Volume-Zugriffsgruppen kénnen Sie den Zugriff
auf eine Gruppe von Volumes steuern. Wenn Sie eine Gruppe von Volumes und eine
Gruppe von Initiatoren mit einer Volume-Zugriffsgruppe verknupfen, gewahrt die
Zugriffsgruppe diesen Initiatoren Zugriff auf diese Gruppe von Volumes.

Volume-Zugriffsgruppen in NetApp SolidFire -Speichern ermdglichen es iSCSI-Initiator-IQNs oder Fibre
Channel-WWPNs, auf eine Sammlung von Volumes zuzugreifen. Jeder IQN, den Sie einer Zugriffsgruppe
hinzufiigen, kann ohne CHAP-Authentifizierung auf jedes Volume in der Gruppe zugreifen. Jeder WWPN, den
Sie einer Zugriffsgruppe hinzufiigen, ermdéglicht den Zugriff auf das Fibre Channel-Netzwerk fiir die Volumes in
der Zugriffsgruppe.

Zugriffsgruppen fur Datentrager unterliegen folgenden Beschrankungen:

» Maximal 128 Initiatoren pro Volume-Zugriffsgruppe.

* Maximal 64 Zugriffsgruppen pro Datentrager.

» Eine Zugriffsgruppe kann aus maximal 2000 Datentragern bestehen.

» Ein IQN oder WWPN kann nur einer Datentragerzugriffsgruppe angehdren.

* Bei Fibre-Channel-Clustern kann ein einzelnes Volume maximal vier Zugriffsgruppen angehéren.

Initiatoren

Initiatoren ermoglichen externen Clients den Zugriff auf Volumes in einem Cluster und
dienen als Einstiegspunkt fir die Kommunikation zwischen Clients und Volumes. Sie
konnen Initiatoren fur den CHAP-basierten Zugriff auf Speichervolumes anstelle des
kontobasierten Zugriffs verwenden. Ein einzelner Initiator, der einer Volume-
Zugriffsgruppe hinzugefugt wird, ermoglicht es den Mitgliedern der Volume-
Zugriffsgruppe, auf alle der Gruppe hinzugefugten Speichervolumes zuzugreifen, ohne
dass eine Authentifizierung erforderlich ist. Ein Initiator kann nur einer Zugriffsgruppe
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angehoren.

Datenschutz

Zu den Datenschutzfunktionen gehdéren Remote-Replikation, Volume-Snapshots,
Volume-Klonen, Schutzdomanen und Hochverfugbarkeit mit Double-Helix-Technologie.

Der Datenschutz fiir Elementspeicher umfasst folgende Konzepte:

* Arten der Remote-Replikation

* Volume-Snapshots zum Datenschutz

* Volumenklone

« Ubersicht Giber den Sicherungs- und Wiederherstellungsprozess fiir Element-Speicher
» Schutzdoméanen

* Benutzerdefinierte Schutzdoméanen

* Doppelhelix-Hochverflgbarkeit

Arten der Remote-Replikation
Die Remote-Replikation von Daten kann folgende Formen annehmen:

« Synchrone und asynchrone Replikation zwischen Clustern
» Snapshot-Replikation

* Replikation zwischen Element- und ONTAP -Clustern mit SnapMirror

Weitere Informationen finden Sie unter "TR-4741: NetApp Element Software-Remote-Replikation" Die

Synchrone und asynchrone Replikation zwischen Clustern

Bei Clustern, auf denen die NetApp Element Software lauft, ermdglicht die Echtzeitreplikation die schnelle
Erstellung von Remote-Kopien der Volume-Daten.

Sie kdnnen einen Speichercluster mit bis zu vier anderen Speicherclustern koppeln. Sie kdnnen Volumendaten
synchron oder asynchron von jedem der beiden Cluster eines Clusterpaares flr Failover- und Failback-
Szenarien replizieren.

Synchrone Replikation

Bei der synchronen Replikation werden Daten kontinuierlich vom Quellcluster zum Zielcluster repliziert. Dabei
kommt es zu Latenzproblemen, Paketverlusten, Jitter und Bandbreitenbeschrankungen.

Die synchrone Replikation eignet sich fiir folgende Situationen:

* Replikation mehrerer Systeme lber kurze Distanz

 Ein Katastrophenwiederherstellungsstandort, der sich geografisch in der Nahe des Ursprungsortes
befindet

« Zeitkritische Anwendungen und der Schutz von Datenbanken

» Anwendungen zur Geschéaftskontinuitat, die erfordern, dass der sekundare Standort als primarer Standort
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fungiert, wenn der primare Standort ausfallt

Asynchrone Replikation

Bei der asynchronen Replikation werden Daten kontinuierlich von einem Quellcluster in einen Zielcluster
repliziert, ohne auf die Bestatigungen vom Zielcluster zu warten. Bei der asynchronen Replikation werden
Schreibvorgange dem Client (der Anwendung) erst bestatigt, nachdem sie im Quellcluster festgeschrieben
wurden.

Die asynchrone Replikation eignet sich fur folgende Situationen:

 Der Disaster-Recovery-Standort ist weit vom Quellstandort entfernt und die Anwendung vertragt keine
durch das Netzwerk verursachten Latenzen.

 Es gibt Bandbreitenbeschrankungen im Netzwerk, das die Quell- und Zielcluster verbindet.

Snapshot-Replikation

Beim Snapshot-basierten Datenschutz werden gednderte Daten zu bestimmten Zeitpunkten in einen Remote-
Cluster repliziert. Es werden nur die Snapshots repliziert, die auf dem Quellcluster erstellt wurden. Aktive
Schreibvorgange vom Quellvolume sind nicht.

Sie kénnen die Haufigkeit der Snapshot-Replikationen festlegen.

Die Snapshot-Replikation hat keinen Einfluss auf die asynchrone oder synchrone Replikation.

Replikation zwischen Element- und ONTAP -Clustern mit SnapMirror

Mit der NetApp SnapMirror Technologie kénnen Sie Snapshots, die mit der NetApp Element -Software erstellt
wurden, fir Zwecke der Notfallwiederherstellung auf ONTAP replizieren. In einer SnapMirror Beziehung ist
Element der eine Endpunkt und ONTAP der andere.

SnapMirror ist eine Snapshot-Replikationstechnologie von NetApp , die die Notfallwiederherstellung erleichtert
und fir das Failover vom primaren Speicher zum sekundaren Speicher an einem geografisch entfernten
Standort konzipiert ist. Die SnapMirror -Technologie erstellt eine Replik oder ein Spiegelbild der Arbeitsdaten
im Sekundarspeicher, von dem aus Sie weiterhin Daten bereitstellen kdnnen, falls es am Primarstandort zu
einem Ausfall kommt. Die Daten werden auf Volumenebene gespiegelt.

Die Beziehung zwischen dem Quellvolume im Primarspeicher und dem Zielvolume im Sekundarspeicher wird
als Datensicherungsbeziehung bezeichnet. Die Cluster werden als Endpunkte bezeichnet, in denen sich die
Volumes befinden, und die Volumes, die die replizierten Daten enthalten, missen per Peering verbunden sein.
Eine Peer-Beziehung ermoglicht es Clustern und Volumes, Daten sicher auszutauschen.

SnapMirror lauft nativ auf den NetApp ONTAP -Controllern und ist in Element integriert, das auf NetApp HCI
und SolidFire -Clustern lauft. Die Logik zur Steuerung von SnapMirror ist in der ONTAP -Software enthalten;
daher muss bei allen SnapMirror -Beziehungen mindestens ein ONTAP -System zur Durchfiihrung der
Koordinierungsarbeiten einbezogen werden. Die Beziehungen zwischen Element- und ONTAP Clustern
werden von den Benutzern primar Gber die Element-Benutzeroberflache verwaltet; einige
Verwaltungsaufgaben werden jedoch im NetApp ONTAP System Manager durchgeflihrt. Benutzer kénnen
SnapMirror auch Uber die CLI und die API verwalten, die beide in ONTAP und Element verfiigbar sind.

Sehen "TR-4651: NetApp SolidFire SnapMirror Architektur und Konfiguration" (Anmeldung erforderlich)
Sie mussen die SnapMirror Funktionalitat auf Clusterebene manuell mithilfe der Element-Software aktivieren.

Die SnapMirror -Funktionalitat ist standardmafig deaktiviert und wird bei einer Neuinstallation oder einem
Upgrade nicht automatisch aktiviert.
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Nach der Aktivierung von SnapMirror kdnnen Sie SnapMirror Beziehungen Uber die Registerkarte
,Datenschutz* in der Element-Software erstellen.

Die NetApp Element Software ab Version 10.1 unterstltzt die SnapMirror -Funktionalitat zum Kopieren und
Wiederherstellen von Snapshots mit ONTAP -Systemen.

Systeme, auf denen Element 10.1 oder héher lauft, enthalten Code, der direkt mit SnapMirror auf ONTAP
-Systemen mit Version 9.3 oder héher kommunizieren kann. Die Element API bietet Methoden, um die
SnapMirror Funktionalitéat auf Clustern, Volumes und Snapshots zu aktivieren. Darliber hinaus beinhaltet die
Element-Benutzeroberflache Funktionen zur Verwaltung von SnapMirror -Beziehungen zwischen der Element-
Software und ONTAP -Systemen.

Ab Element 10.3 und ONTAP 9.4 kdnnen Sie in bestimmten Anwendungsfallen mit eingeschrankter
Funktionalitat von ONTAP Volumes auf Element-Volumes replizieren.

Weitere Informationen finden Sie unter "Replikation zwischen NetApp Element Software und ONTAP (ONTAP
CLI)".

Volume-Snapshots zum Datenschutz

Ein Volume-Snapshot ist eine Momentaufnahme eines Volumes, die Sie spater verwenden kénnen, um ein
Volume auf diesen spezifischen Zeitpunkt zuriickzusetzen.

Snapshots dhneln zwar Volume-Klonen, sind aber lediglich Replikate der Volume-Metadaten, sodass man sie
weder einbinden noch beschreiben kann. Das Erstellen eines Volume-Snapshots bendtigt ebenfalls nur wenig
Systemressourcen und Speicherplatz, wodurch die Snapshot-Erstellung schneller ist als das Klonen.

Sie kdnnen Snapshots auf einen Remote-Cluster replizieren und diese als Sicherungskopie des Volumes
verwenden. Dies ermoglicht es Ihnen, ein Volume mithilfe des replizierten Snapshots auf einen bestimmten
Zeitpunkt zurlickzusetzen; Sie kdnnen auch eine Kopie eines Volumes aus einem replizierten Snapshot
erstellen.

Sie kénnen Snapshots von einem Element-Cluster in einem externen Objektspeicher oder in einem anderen
Element-Cluster sichern. Wenn Sie einen Snapshot in einem externen Objektspeicher sichern, bendtigen Sie
eine Verbindung zum Objektspeicher, die Lese-/Schreibvorgange ermdglicht.

Sie kénnen einen Snapshot eines einzelnen Volumes oder mehrerer Volumes zum Schutz |hrer Daten
erstellen.

Volumenklone

Das Klonen eines einzelnen Datentragers oder mehrerer Datentrager ist eine zeitpunktbezogene Kopie der
Daten. Beim Klonen eines Volumes erstellt das System einen Snapshot des Volumes und anschlief3end eine
Kopie der Daten, auf die im Snapshot verwiesen wird.

Dies ist ein asynchroner Prozess, und die bendtigte Zeit hangt von der Grofl3e des zu klonenden Volumes und
der aktuellen Clusterlast ab.

Der Cluster unterstutzt bis zu zwei laufende Klonanforderungen pro Volume gleichzeitig und bis zu acht aktive

Volume-Klonvorgange gleichzeitig. Anfragen, die diese Grenzen Uberschreiten, werden zur spateren
Bearbeitung in eine Warteschlange gestellt.
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Ubersicht iiber den Sicherungs- und Wiederherstellungsprozess fiir Element-
Speicher

Sie kdnnen Volumes auf anderen SolidFire -Speichern sichern und wiederherstellen, sowie auf sekundaren
Objektspeichern, die mit Amazon S3 oder OpenStack Swift kompatibel sind.

Sie kénnen ein Volume an folgendem Ort sichern:

» Ein SolidFire Speichercluster
* Ein Amazon S3-Objektspeicher
» Ein OpenStack Swift-Objektspeicher
Wenn Sie Volumes aus OpenStack Swift oder Amazon S3 wiederherstellen, bendtigen Sie

Manifestinformationen aus dem urspriinglichen Sicherungsprozess. Wenn Sie ein Volume wiederherstellen,
das auf einem SolidFire -Speichersystem gesichert wurde, sind keine Manifestinformationen erforderlich.

Schutzdomanen

Eine Schutzdomane ist ein Knoten oder eine Gruppe von Knoten, die so zusammengefasst sind, dass ein Teil
oder sogar die gesamte Doméne ausfallen kann, wahrend die Datenverflgbarkeit erhalten bleibt.
Schutzdomanen ermdglichen es einem Speichercluster, sich nach dem Verlust eines Chassis (Chassis-
Affinitat) oder einer gesamten Domane (Gruppe von Chassis) automatisch zu erholen.

Sie kénnen die Uberwachung der Schutzdomane manuell aktivieren, indem Sie den Erweiterungspunkt
.NetApp Element Configuration® im NetApp Element Plug-in fir vCenter Server verwenden. Sie kdnnen einen
Schwellenwert fir die Schutzdomane basierend auf Knoten- oder Chassisdomanen auswahlen. Sie kénnen die
Uberwachung der Schutzdomane auch (iber die Element-API oder die Web-Benutzeroberfliche aktivieren.

Ein Schutzdomanen-Layout ordnet jedem Knoten eine bestimmte Schutzdomane zu.

Es werden zwei verschiedene Schutzdomanen-Layouts unterstitzt, die als Schutzdomanenebenen bezeichnet
werden.

» Auf Knotenebene befindet sich jeder Knoten in seiner eigenen Schutzdomane.

» Auf Chassis-Ebene befinden sich nur Knoten, die sich ein Chassis teilen, in derselben Schutzdomane.

o Das Chassis-Layout wird beim Hinzufiigen des Knotens zum Cluster automatisch aus der Hardware
ermittelt.

> In einem Cluster, in dem sich jeder Knoten in einem separaten Gehause befindet, sind diese beiden
Ebenen funktional identisch.

Wenn Sie einen neuen Cluster erstellen und Speicherknoten verwenden, die sich in einem gemeinsam

genutzten Chassis befinden, sollten Sie die Implementierung eines Ausfallschutzes auf Chassis-Ebene mithilfe
der Funktion ,Schutzdoméanen® in Betracht ziehen.

Benutzerdefinierte Schutzdomanen

Sie kdnnen ein benutzerdefiniertes Schutzdomanen-Layout definieren, das zu lhrem spezifischen Chassis-
und Knoten-Layout passt, wobei jeder Knoten genau einer benutzerdefinierten Schutzdoméane zugeordnet ist.
StandardmaRig ist jeder Knoten der gleichen benutzerdefinierten Standard-Schutzdomane zugeordnet.

Wenn keine benutzerdefinierten Schutzdomanen zugewiesen sind:
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* Der Clusterbetrieb ist davon nicht betroffen.

» Die benutzerdefinierte Stufe ist weder tolerant noch robust.

Wenn Sie benutzerdefinierte Schutzdomanen fir einen Cluster konfigurieren, gibt es drei mogliche
Schutzstufen, die Sie im Element-Web-UI-Dashboard einsehen konnen:

 Nicht geschiitzt: Der Speichercluster ist nicht gegen den Ausfall einer seiner benutzerdefinierten
Schutzdomanen geschitzt. Um dieses Problem zu beheben, fligen Sie dem Cluster zusatzliche
Speicherkapazitat hinzu oder konfigurieren Sie die benutzerdefinierten Schutzdomanen des Clusters neu,
um den Cluster vor moéglichem Datenverlust zu schiitzen.

» Fehlertolerant: Der Speichercluster verfligt iber ausreichend freie Kapazitat, um Datenverlust nach dem
Ausfall einer seiner benutzerdefinierten Schutzdomanen zu verhindern.

* Fehlerresistent: Der Speichercluster verflgt Uber gentigend freie Kapazitat, um sich nach dem Ausfall einer
seiner benutzerdefinierten Schutzdomanen selbst zu reparieren. Nach Abschluss des Heilungsprozesses
ist der Cluster vor Datenverlust geschitzt, falls weitere Domanen ausfallen sollten.

Wenn mehr als eine benutzerdefinierte Schutzdomane zugewiesen ist, ordnet jedes Subsystem Duplikate
separaten benutzerdefinierten Schutzdomanen zu. Falls dies nicht mdglich ist, werden Duplikate separaten
Knoten zugeordnet. Jedes Teilsystem (z. B. Bins, Slices, Protocol Endpoint Providers und Ensemble) fihrt dies
unabhangig durch.

Sie kénnen die Element-Benutzeroberflache verwenden, um"Benutzerdefinierte Schutzdomanen konfigurieren”
Alternativ kénnen Sie die folgenden API-Methoden verwenden:

» "GetProtectionDomainLayout"- zeigt an, in welchem Chassis und welcher benutzerdefinierten
Schutzdomane sich jeder Knoten befindet.

« "SetProtectionDomainLayout"- ermoéglicht die Zuweisung einer benutzerdefinierten Schutzdomane zu
jedem Knoten.

Doppelhelix-Hochverfugbarkeit

Die Double-Helix-Datensicherung ist eine Replikationsmethode, die mindestens zwei redundante Datenkopien
auf alle Laufwerke eines Systems verteilt. Der Ansatz ,RAID-los“ ermdglicht es einem System, mehrere
gleichzeitig auftretende Ausfalle auf allen Ebenen des Speichersystems zu absorbieren und schnell zu
beheben.

Leistung und Servicequalitat

Ein SolidFire -Speichercluster ist in der Lage, Quality-of-Service-Parameter (QoS) auf
Volume-Basis bereitzustellen. Sie konnen die Clusterleistung, gemessen in Eingangen
und Ausgangen pro Sekunde (IOPS), mithilfe von drei konfigurierbaren Parametern, die
QoS definieren, garantieren: Min IOPS, Max IOPS und Burst IOPS.

@ SolidFire Active 1Q verfugt Uber eine QoS-Empfehlungsseite, die Hinweise zur optimalen
Konfiguration und Einrichtung der QoS-Einstellungen bietet.

Servicequalitatsparameter

Die IOPS-Parameter werden wie folgt definiert:
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* Minimale IOPS - Die Mindestanzahl an kontinuierlichen Eingaben und Ausgaben pro Sekunde (IOPS), die
der Speichercluster einem Volume bereitstellt. Der fir ein Volume konfigurierte Min IOPS-Wert ist die
garantierte Leistungsstufe fir ein Volume. Die Leistung sinkt nicht unter dieses Niveau.

* Maximale IOPS - Die maximale Anzahl an anhaltenden IOPS, die der Speichercluster einem Volume
bereitstellt. Wenn die IOPS-Werte des Clusters kritisch hoch sind, wird dieses |IOPS-Leistungsniveau nicht
Uberschritten.

* Burst IOPS - Die maximale Anzahl an IOPS, die in einem kurzen Burst-Szenario zulassig ist. Wenn ein
Volume unterhalb der maximalen IOPS lauft, werden Burst-Gutschriften angesammelt. Wenn die
Leistungsanforderungen sehr hoch sind und bis zum Maximum ausgereizt werden, werden kurze |IOPS-
Spitzen auf dem Volume zugelassen.

Die Element-Software verwendet Burst IOPS, wenn ein Cluster in einem Zustand geringer Cluster-lIOPS-
Auslastung lauft.

Ein einzelnes Volume kann Burst-IOPS ansammeln und die Guthaben nutzen, um seine maximale IOPS-
Leistung fur eine festgelegte "Burst-Periode" bis zum Burst-lIOPS-Niveau zu steigern. Ein Volumen kann fir
bis zu 60 Sekunden kurzzeitig auftreten, sofern der Cluster die Kapazitat besitzt, diesen Kurzzeitausbruch
zu verkraften. Einem Volume wird fir jede Sekunde, in der es unterhalb seines Max IOPS-Limits lauft, eine
Sekunde Burst-Guthaben gutgeschrieben (bis zu einem Maximum von 60 Sekunden).

Die Burst-IOPS sind auf zwei Arten begrenzt:
> Ein Volume kann seine maximale IOPS-Leistung flir eine Anzahl von Sekunden Uberschreiten, die der

Anzahl der Burst-Credits entspricht, die das Volume angesammelt hat.

o Wenn ein Volume seinen Max-IOPS-Wert Giberschreitet, wird es durch seinen Burst-IOPS-Wert
begrenzt. Daher Uberschreitet die Burst-lOPS-Zahl niemals den fur das Volumen festgelegten Burst-
IOPS-Wert.

- Effektive maximale Bandbreite - Die maximale Bandbreite wird berechnet, indem die Anzahl der IOPS
(basierend auf der QoS-Kurve) mit der 10-Groé3e multipliziert wird.

Beispiel: QoS-Parametereinstellungen von 100 Min IOPS, 1000 Max IOPS und 1500 Burst IOPS haben
folgende Auswirkungen auf die Leistungsqualitat:

o Die Workloads kdnnen maximal 1000 IOPS erreichen und aufrechterhalten, bis es im Cluster zu einer
Uberlastung der Workloads hinsichtlich der IOPS kommt. Die IOPS werden dann schrittweise reduziert,
bis die IOPS auf allen Volumes innerhalb der festgelegten QoS-Bereiche liegen und die
Leistungskonflikte beseitigt sind.

> Die Performance wird auf allen Volumes in Richtung des minimalen IOPS-Werts von 100 angestrebt.
Die Werte fallen nicht unter den Min-IOPS-Wert, kdnnen aber bei nachlassender Arbeitslast iber 100
IOPS bleiben.

o Die Leistung betragt Gber einen langeren Zeitraum nie mehr als 1000 IOPS oder weniger als 100
IOPS. Eine Leistung von 1500 IOPS (Burst IOPS) ist zulassig, jedoch nur fir solche Volumes, die
Burst-Guthaben durch Betrieb unterhalb der maximalen IOPS angesammelt haben, und nur fir kurze
Zeitraume. Die Spitzenwerte sind nie dauerhaft.

QoS-Wertgrenzen

Hier sind die méglichen Minimal- und Maximalwerte fir QoS.

Parameter Minimalwert Standard 4 4KB 58 KB 6 16 KB 262 KB
Min IOPS 50 50 15.000 9.375* 5556* 385*
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Parameter Minimalwert Standard 4 4KB 58 KB 6 16 KB 262 KB

Maximale 100 15.000 200.000** 125.000 74.074 5128
IOPS
Burst IOPS 100 15.000 200.000** 125.000 74,074 5128

*Diese Schatzungen sind Naherungswerte. **Max IOPS und Burst IOPS kdnnen auf bis zu 200.000 eingestellt
werden; diese Einstellung ist jedoch nur zulassig, um die Leistung eines Volumes effektiv freizugeben. Die
maximale Leistung eines Volumes in der Praxis wird durch die Clusternutzung und die Leistung pro Knoten
begrenzt.

QoS-Leistung

Die QoS-Leistungskurve zeigt den Zusammenhang zwischen Blockgréfie und IOPS-Prozentsatz.

BlockgrofRe und Bandbreite haben einen direkten Einfluss auf die Anzahl der IOPS, die eine Anwendung
erzielen kann. Die Element-Software berticksichtigt die empfangenen BlockgréRen, indem sie diese auf 4k
normalisiert. Je nach Arbeitslast kann das System die Blockgrofien erhéhen. Mit zunehmender Blockgrofie
erhoht das System die Bandbreite auf ein Niveau, das zur Verarbeitung der gréReren BlockgroRen erforderlich
ist. Mit zunehmender Bandbreite sinkt die Anzahl der IOPS, die das System erreichen kann.

Die QoS-Leistungskurve zeigt den Zusammenhang zwischen zunehmenden Blockgréf3en und dem
abnehmenden Prozentsatz der IOPS:
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Wenn beispielsweise die Blockgrofie 4k betragt und die Bandbreite 4000 KBps, betragt die IOPS-Zahl 1000.
Wenn die Blockgrofie auf 8k erhdht wird, erhdht sich die Bandbreite auf 5000 KBps, und die IOPS sinken auf
625. Durch die Berucksichtigung der BlockgroRRe stellt das System sicher, dass Arbeitslasten mit niedrigerer
Prioritat, die grofiere Blockgroen verwenden, wie z. B. Backups und Hypervisor-Aktivitaten, nicht zu viel der
Leistung beanspruchen, die fir Datenverkehr mit héherer Prioritat bendtigt wird, der kleinere BlockgréfRen
verwendet.
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QoS-Richtlinien

Eine QoS-Richtlinie ermdglicht es lhnen, eine standardisierte Dienstglteeinstellung zu erstellen und zu
speichern, die auf viele Volumes angewendet werden kann.

QoS-Richtlinien eignen sich am besten fiir Serviceumgebungen, beispielsweise flir Datenbank-, Anwendungs-
oder Infrastrukturserver, die selten neu gestartet werden und einen konstanten, gleichberechtigten Zugriff auf
den Speicher bendtigen. Die individuelle Volume-QoS eignet sich am besten fur VMs mit geringer Auslastung,
wie z. B. virtuelle Desktops oder spezialisierte Kiosk-VMs, die taglich oder mehrmals taglich neu gestartet,
eingeschaltet oder ausgeschaltet werden kénnen.

QoS und QoS-Richtlinien sollten nicht zusammen verwendet werden. Wenn Sie QoS-Richtlinien verwenden,
sollten Sie auf einem Volume keine benutzerdefinierten QoS-Einstellungen verwenden. Benutzerdefinierte

QoS-Einstellungen Uberschreiben und passen die QoS-Richtlinienwerte fur die Volumen-QoS-Einstellungen
an.

@ Der ausgewahlte Cluster muss Element 10.0 oder héher sein, um QoS-Richtlinien nutzen zu
kdnnen; andernfalls stehen QoS-Richtlinienfunktionen nicht zur Verfligung.

Weitere Informationen

» "SolidFire und Element-Softwaredokumentation"
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