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Replikation zwischen NetApp Element Software
und ONTAP (ONTAP CLI)

Replikation zwischen NetApp Element Software und ONTAP
— Ubersicht (ONTAP CLI)

Sie kdnnen die Geschaftskontinuitat eines Element-Systems sicherstellen, indem Sie
SnapMirror verwenden, um Snapshot-Kopien eines Element-Volumes an ein ONTAP Ziel
zu replizieren. Im Falle eines Ausfalls am Element-Standort kdnnen Sie Daten vom
ONTAP -System an Clients bereitstellen und das Element-System anschliellend wieder
aktivieren, sobald der Dienst wiederhergestellt ist.

Ab ONTAP 9.4 kdnnen Sie Snapshot-Kopien einer auf einem ONTAP Knoten erstellten LUN zurlick auf ein
Element-System replizieren. Méglicherweise haben Sie wahrend eines Ausfalls am Element-Standort eine
LUN erstellt, oder Sie verwenden eine LUN, um Daten von ONTAP auf die Element-Software zu migrieren.

Sie sollten mit Element fur die ONTAP Sicherung arbeiten, wenn Folgendes zutrifft:

» Sie mochten bewahrte Verfahren anwenden, nicht jede verfiigbare Option ausprobieren.

» Sie mochten die ONTAP -Befehlszeilenschnittstelle (CLI) verwenden, nicht den System Manager oder ein
automatisiertes Skripting-Tool.

» Sie verwenden iSCSI, um Daten an Clients zu liefern.

Falls Sie weitere Konfigurations- oder Konzeptinformationen zu SnapMirror bendtigen,
siehe"Datenschutzibersicht” Die

Informationen zur Replikation zwischen Element und ONTAP

Ab ONTAP 9.3 kénnen Sie SnapMirror verwenden, um Snapshot-Kopien eines Element-Volumes auf ein
ONTAP Ziel zu replizieren. Im Falle eines Ausfalls am Element-Standort kdnnen Sie Daten vom ONTAP
-System an Clients bereitstellen und anschlieRend das Element-Quellvolume reaktivieren, sobald der Dienst
wiederhergestellt ist.

Ab ONTAP 9.4 kdnnen Sie Snapshot-Kopien einer auf einem ONTAP Knoten erstellten LUN zurlick auf ein
Element-System replizieren. Moglicherweise haben Sie wahrend eines Ausfalls am Element-Standort eine
LUN erstellt, oder Sie verwenden eine LUN, um Daten von ONTAP auf die Element-Software zu migrieren.

Arten von Datenschutzbeziehungen

SnapMirror bietet zwei Arten von Datenschutzbeziehungen an. Fir jeden Typ erstellt SnapMirror eine
Snapshot-Kopie des Element-Quellvolumes, bevor die Beziehung initialisiert oder aktualisiert wird:

 Bei einer _Disaster-Recovery- (DR-) Datensicherungsbeziehung enthalt das Zielvolume nur die von
SnapMirror erstellte Snapshot-Kopie, von der aus Sie im Falle einer Katastrophe am primaren Standort
weiterhin Daten bereitstellen kdnnen.

* Bei einer langfristigen Aufbewahrung von Daten enthalt das Zielvolume sowohl von der Element-Software
erstellte Momentaufnahmen als auch die von SnapMirror erstellte Momentaufnahme. Beispielsweise
mdchten Sie moglicherweise monatliche Snapshot-Kopien aufbewahren, die Uber einen Zeitraum von 20
Jahren erstellt wurden.


https://docs.netapp.com/us-en/ontap/data-protection-disaster-recovery/index.html

Standardrichtlinien

Beim ersten Aufruf von SnapMirror wird eine Basistlibertragung vom Quellvolume zum Zielvolume
durchgeflhrt. Die SnapMirror-Richtlinie definiert den Inhalt der Basislinie und aller Aktualisierungen.

Sie kdnnen beim Erstellen einer Datenschutzbeziehung eine Standardrichtlinie oder eine benutzerdefinierte
Richtlinie verwenden. Der Richtlinientyp bestimmt, welche Snapshot-Kopien einbezogen und wie viele Kopien
aufbewahrt werden sollen.

Die Tabelle unten zeigt die Standardrichtlinien. Verwenden Sie die MirrorLatest Richtlinie zur Schaffung
einer traditionellen DR-Beziehung. Verwenden Sie die MirrorAndvVault oder Unified7year Richtlinie zur
Schaffung einer einheitlichen Replikationsbeziehung, in der DR und Langzeitaufbewahrung auf demselben
Zielvolume konfiguriert werden.

Politik Versicherungstyp Aktualisierungsverhalten

MirrorLatest async-mirror Ubertragen Sie die von SnapMirror erstellte
Snapshot-Kopie.

Spiegel und Tresor Spiegelgewdlbe Ubertragen Sie die von SnapMirror erstellte
Snapshot-Kopie sowie alle seit dem letzten Update
erstellten, alteren Snapshot-Kopien, sofern diese die
SnapMirror -Bezeichnungen ,daily " oder
,weekly*tragen.

Unified7year Spiegelgewdlbe Ubertragen Sie die von SnapMirror erstellte
Snapshot-Kopie sowie alle seit dem letzten Update
erstellten, alteren Snapshot-Kopien, sofern diese die
SnapMirror -Bezeichnungen ,daily“, ,weekly“ oder
~monthly“ tragen.

@ Vollstéandige Hintergrundinformationen zu den SnapMirror -Richtlinien, einschlief3lich Hinweisen
zur Auswahl der richtigen Richtlinie, finden Sie unter"Datenschutzibersicht” Die

SnapMirror Etiketten verstehen

Jede Richtlinie vom Typ “mirror-vault” muss eine Regel enthalten, die angibt, welche Snapshot-Kopien
repliziert werden sollen. Die Regel ,daily” gibt beispielsweise an, dass nur Snapshot-Kopien repliziert werden
sollen, denen das SnapMirror -Label ,daily" zugewiesen ist. Sie weisen die Bezeichnung SnapMirror zu,
wenn Sie Element-Snapshot-Kopien konfigurieren.

Replikation von einem Element-Quelicluster zu einem ONTAP Zielcluster

Mit SnapMirror kdnnen Sie Snapshot-Kopien eines Element-Volumes auf ein ONTAP Zielsystem replizieren. Im
Falle eines Ausfalls am Element-Standort kdnnen Sie Daten vom ONTAP -System an Clients bereitstellen und
anschlieRend das Element-Quellvolume reaktivieren, sobald der Dienst wiederhergestellt ist.

Ein Element-Volume entspricht in etwa einem ONTAP LUN. SnapMirror erstellt eine LUN mit dem Namen des
Element-Volumes, wenn eine Datensicherungsbeziehung zwischen der Element-Software und ONTAP
initialisiert wird. SnapMirror repliziert Daten auf eine bestehende LUN, wenn die LUN die Anforderungen fur die
Element-zu ONTAP Replikation erfullt.


https://docs.netapp.com/us-en/ontap/data-protection-disaster-recovery/index.html

Die Replikationsregeln lauten wie folgt:

* Ein ONTAP -Volume kann nur Daten von einem einzigen Element-Volume enthalten.

* Daten von einem ONTAP -Volume kdnnen nicht auf mehrere Element-Volumes repliziert werden.

Replikation von einem ONTAP -Quelicluster zu einem Element-Zielcluster

Ab ONTAP 9.4 kénnen Sie Snapshot-Kopien einer auf einem ONTAP System erstellten LUN zuriick auf ein
Element-Volume replizieren:

» Wenn bereits eine SnapMirror Beziehung zwischen einer Elementquelle und einem ONTAP Ziel besteht,
wird eine LUN, die wahrend der Datenbereitstellung vom Ziel erstellt wurde, automatisch repliziert, wenn
die Quelle reaktiviert wird.

* Andernfalls missen Sie eine SnapMirror Beziehung zwischen dem ONTAP -Quellcluster und dem
Element-Zielcluster erstellen und initialisieren.
Die Replikationsregeln lauten wie folgt:
 Die Replikationsbeziehung muss eine Richtlinie vom Typ “async-mirror” aufweisen.

Richtlinien vom Typ “mirror-vault” werden nicht unterstitzt.

* Es werden ausschlie3lich iSCSI-LUNs unterstiitzt.
 Es ist nicht moglich, mehr als eine LUN von einem ONTAP -Volume auf ein Element-Volume zu replizieren.

* Eine LUN kann nicht von einem ONTAP -Volume auf mehrere Element-Volumes repliziert werden.

Voraussetzungen

Bevor Sie eine Datenschutzbeziehung zwischen Element und ONTAP konfigurieren, missen Sie die folgenden
Aufgaben abgeschlossen haben:
* Auf dem Element-Cluster muss die NetApp Element Softwareversion 10.1 oder hdher ausgefihrt werden.
» Auf dem ONTAP -Cluster muss ONTAP 9.3 oder héher ausgefihrt werden.
» SnapMirror muss auf dem ONTAP -Cluster lizenziert worden sein.

+ Sie missen auf den Element- und ONTAP -Clustern Volumes konfiguriert haben, die grof genug sind, um
die zu erwartenden Datenubertragungen zu bewaltigen.

* Wenn Sie den Richtlinientyp “mirror-vault” verwenden, muss fur die zu replizierenden Element-Snapshot-
Kopien ein SnapMirror Label konfiguriert worden sein.

@ Diese Aufgabe kann nur im"Element Software Web-Benutzeroberflache" oder unter
Verwendung der"API-Methoden" Die

+ Sie mussen sichergestellt haben, dass Port 5010 verfugbar ist.

* Falls Sie davon ausgehen, dass Sie ein Zielvolume verschieben missen, missen Sie sichergestellt haben,
dass eine vollstandige Mesh-Verbindung zwischen Quelle und Ziel besteht. Jeder Knoten im Element-
Quellcluster muss mit jedem Knoten im ONTAP Zielcluster kommunizieren kénnen.

Supportdetails

Die folgende Tabelle zeigt Details zur Unterstlitzung der Element-zu ONTAP Sicherung.


concept_snapmirror_labels.html
../api/concept_element_api_snapshots_overview.html

Ressource oder Funktion

SnapMirror

ONTAP

Element

Netzwerk

SnapLock

FlexGroup

SVM DR

MetroCluster

Supportdetails

Die SnapMirror Wiederherstellungsfunktion wird nicht unterstitzt.

DerMirrorAllSnapshots Und XDPDefault Richtlinien werden nicht
unterstitzt.

Der Richtlinientyp “vault” wird nicht unterstitzt.
Die systemdefinierte Regel “all_source_snapshots” wird nicht untersttitzt.

Der Richtlinientyp ,mirror-vault” wird nur fir die Replikation von Element-
Software zu ONTAP unterstitzt. Verwenden Sie “async-mirror” fir die
Replikation von ONTAP zur Element-Software.

Der —-schedule Und -prefix Optionen flir snapmirror policy add-
rule werden nicht unterstutzt.

Der -preserve Und -quick-resync Optionen flir snapmirror resync
werden nicht unterstitzt.

Die Speichereffizienz bleibt nicht erhalten.

Fan-Out- und Kaskaden-Datensicherungsbereitstellungen werden nicht
unterstitzt.

ONTAP Select wird ab ONTAP 9.4 und Element 10.3 unterstitzt.
Cloud Volumes ONTAP wird ab ONTAP 9.5 und Element 11.0 unterstitzt.

Die maximale SpeichergréRe betragt 8 TiB.

Die BlockgroRRe des Datentragers muss 512 Byte betragen. Eine Blockgrofie
von 4 KB wird nicht unterstitzt.

Die Volumengrdlie muss ein Vielfaches von 1 MiB sein.
Die Volumenattribute bleiben nicht erhalten.

Die maximale Anzahl der zu replizierenden Snapshot-Kopien betragt 30.

Pro Ubertragung ist nur eine einzige TCP-Verbindung zuléssig.

Der Element-Knoten muss als IP-Adresse angegeben werden. Die DNS-
Hostnamenauflésung wird nicht unterstutzt.

IPspaces werden nicht unterstitzt.

SnapLock Volumes werden nicht unterstitzt.

FlexGroup Volumes werden nicht unterstitzt.

ONTAP Volumes in einer SVM DR-Konfiguration werden nicht unterstitzt.

ONTAP Volumes in einer MetroCluster Konfiguration werden nicht unterstutzt.



Workflow fur die Replikation zwischen Element und ONTAP

Unabhangig davon, ob Sie Daten von Element nach ONTAP oder von ONTAP nach
Element replizieren, mussen Sie einen Job-Zeitplan konfigurieren, eine Richtlinie
festlegen und die Beziehung erstellen und initialisieren. Sie konnen eine
Standardrichtlinie oder eine benutzerdefinierte Richtlinie verwenden.

Der Workflow setzt voraus, dass Sie die in der Liste aufgefuhrten Voraussetzungen erfullt
haben."Voraussetzungen" Die Vollstandige Hintergrundinformationen zu den SnapMirror -Richtlinien,
einschliel3lich Hinweisen zur Auswahl der richtigen Richtlinie, finden Sie unter"Datenschutzibersicht" Die


element-replication-index.html#prerequisites
https://docs.netapp.com/us-en/ontap/data-protection-disaster-recovery/index.html
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Aktivieren Sie SnapMirror in der Element-Software.



Aktivieren Sie SnapMirror auf dem Element-Cluster.

Sie mussen SnapMirror auf dem Element-Cluster aktivieren, bevor Sie eine
Replikationsbeziehung erstellen kdnnen. Diese Aufgabe kann nur in der Web-
Benutzeroberflache der Element-Software oder mithilfe der "API-Methode"Die

Bevor Sie beginnen
* Auf dem Element-Cluster muss die NetApp Element Softwareversion 10.1 oder hdher ausgefiihrt werden.
« SnapMirror kann nur fir Element-Cluster aktiviert werden, die mit NetApp ONTAP -Volumes verwendet
werden.

Informationen zu diesem Vorgang

Beim Element-System ist SnapMirror standardmaflig deaktiviert. SnapMirror wird bei einer Neuinstallation oder
einem Upgrade nicht automatisch aktiviert.

Sobald SnapMirror aktiviert ist, kann es nicht mehr deaktiviert werden. Die SnapMirror -Funktion
I8sst sich nur deaktivieren und die Standardeinstellungen kdnnen wiederhergestellt werden,
indem der Cluster auf das Werksimage zuriickgesetzt wird.

Schritte
1. Klicken Sie auf Cluster > Einstellungen.

2. Suchen Sie die clusterspezifischen Einstellungen fir SnapMirror.

3. Klicken Sie auf * SnapMirror aktivieren®.

Aktivieren Sie SnapMirror auf dem Element-Quellvolume.

Sie mussen SnapMirror auf dem Element-Quellvolume aktivieren, bevor Sie eine
Replikationsbeziehung erstellen konnen. Diese Aufgabe kann nur in der Web-
Benutzeroberflache der Element-Software oder mithilfe der"Lautstarke andern”
Und"ModifyVolumes" API-Methoden.

Bevor Sie beginnen

» Sie missen SnapMirror auf dem Element-Cluster aktiviert haben.
* Die Volumenblockgréfie muss 512 Bytes betragen.
* Das Volume darf nicht an der Remote-Replikation von Element teilnehmen.

 Der Datentragerzugriffstyp darf nicht “Replikationsziel” sein.

Informationen zu diesem Vorgang

Das folgende Verfahren setzt voraus, dass das Volumen bereits existiert. Sie kdnnen SnapMirror auch beim
Erstellen oder Klonen eines Volumes aktivieren.

Schritte
1. Wahlen Sie Verwaltung > Volumes.

2. Wahlen Sie die-ﬂ- Taste fir die Lautstarke.
3. Im Dropdown-Menu Bearbeiten auswahlen.

4. Im Dialogfeld Volume bearbeiten wahlen Sie * SnapMirror aktivieren*.


https://docs.netapp.com/de-de/element-software-128/api/reference_element_api_enablefeature.html
../api/reference_element_api_modifyvolume.html
../api/reference_element_api_modifyvolumes.html

5. Wahlen Sie Anderungen speichern.

Erstellen Sie einen SnapMirror Endpunkt

Bevor Sie eine Replikationsbeziehung erstellen konnen, mussen Sie einen SnapMirror
-Endpunkt erstellen. Diese Aufgabe kann nur in der Web-Benutzeroberflache der
Element-Software oder mithilfe der "SnapMirror API-Methoden"Die

Bevor Sie beginnen
Sie mussen SnapMirror auf dem Element-Cluster aktiviert haben.

Schritte
1. Klicken Sie auf Datenschutz > * SnapMirror Endpunkte*.
2. Klicken Sie auf Endpunkt erstellen.

3. Geben Sie im Dialogfeld Neuen Endpunkt erstellen die Management-IP-Adresse des ONTAP Clusters
ein.

4. Geben Sie die Benutzer-ID und das Passwort des ONTAP Cluster-Administrators ein.

5. Klicken Sie auf Endpunkt erstellen.

Konfigurieren Sie eine Replikationsbeziehung

Erstellen Sie einen Replikationsauftragszeitplan

Unabhangig davon, ob Sie Daten von Element nach ONTAP oder von ONTAP nach
Element replizieren, mussen Sie einen Job-Zeitplan konfigurieren, eine Richtlinie
festlegen und die Beziehung erstellen und initialisieren. Sie kdnnen eine
Standardrichtlinie oder eine benutzerdefinierte Richtlinie verwenden.

Sie kénnen die job schedule cron create Befehl zum Erstellen eines Replikationsjob-Zeitplans. Der
Jobplan legt fest, wann SnapMirror die Datensicherungsbeziehung, der der Plan zugeordnet ist, automatisch
aktualisiert.

Informationen zu diesem Vorgang

Sie ordnen einen Jobplan zu, wenn Sie eine Datenschutzbeziehung erstellen. Wenn Sie keinen Arbeitsplan
zuweisen, missen Sie die Beziehung manuell aktualisieren.

Schritt
1. Erstellen Sie einen Arbeitsplan:

job schedule cron create -name job name -month month -dayofweek day of week
-day day of month -hour hour -minute minute

Flr -month , -dayofweek , Und -hour Sie kdnnen Folgendes angeben al1l den Job jeweils einmal im
Monat, an jedem Wochentag und zu jeder Stunde auszufihren.

Ab ONTAP 9.10.1 kdnnen Sie den Vserver in Ihren Jobplan einbinden:

job schedule cron create -name job name -vserver Vserver name -month month
-dayofweek day of week -day day of month -hour hour -minute minute


https://docs.netapp.com/de-de/element-software-128/api/reference_element_api_abortsnapmirrorrelationship.html

Das folgende Beispiel erstellt einen Jobplan mit dem Namen my weekly das samstags um 3:00 Uhr
morgens stattfindet:

cluster dst::> job schedule cron create -name my weekly -dayofweek
"Saturday" -hour 3 -minute O

Anpassen einer Replikationsrichtlinie

Erstellen einer benutzerdefinierten Replikationsrichtlinie

Beim Erstellen einer Replikationsbeziehung konnen Sie eine Standardrichtlinie oder eine
benutzerdefinierte Richtlinie verwenden. Fur eine benutzerdefinierte einheitliche
Replikationsrichtlinie missen Sie eine oder mehrere Regeln definieren, die festlegen,
welche Snapshot-Kopien wahrend der Initialisierung und Aktualisierung ubertragen
werden.

Sie kdnnen eine benutzerdefinierte Replikationsrichtlinie erstellen, wenn die Standardrichtlinie fur eine
Beziehung nicht geeignet ist. Beispielsweise mdchten Sie Daten bei einer Netzwerklbertragung komprimieren
oder die Anzahl der Versuche von SnapMirror zum Ubertragen von Snapshot-Kopien éndern.

Informationen zu diesem Vorgang

Der Richtlinientyp der Replikationsrichtlinie bestimmt die Art der Beziehung, die sie unterstitzt. Die folgende
Tabelle zeigt die verfuigbaren Versicherungstypen.

Richtlinientyp Beziehungstyp
async-mirror SnapMirror DR
Spiegelgewodlbe Einheitliche Replikation
Schritt

1. Erstellen einer benutzerdefinierten Replikationsrichtlinie:

snapmirror policy create -vserver SVM -policy policy -type async-
mirror|mirror-vault -comment comment -tries transfer tries -transfer-priority
low|normal -is-network-compression-enabled true|false

Die vollstandige Befehlssyntax finden Sie in der Manpage.

Ab ONTAP 9.5 kdnnen Sie den Zeitplan fur die Erstellung eines gemeinsamen Snapshot-Kopierplans fir
SnapMirror Synchronbeziehungen mithilfe der folgenden Funktion festlegen: -~common-snapshot
-schedule Parameter. Standardmafig betragt der gemeinsame Snapshot-Kopierzeitraum fiir SnapMirror
Synchronbeziehungen eine Stunde. Sie kénnen flr den SnapMirror Synchronbeziehungen einen Wert
zwischen 30 Minuten und zwei Stunden fur den Snapshot-Kopierzeitplan festlegen.

Das folgende Beispiel erstellt eine benutzerdefinierte Replikationsrichtlinie fir SnapMirror DR, die die
Netzwerkkomprimierung fir Datenlibertragungen aktiviert:



cluster dst::> snapmirror policy create -vserver svml -policy
DR compressed -type async-mirror -comment “DR with network compression
enabled” -is-network-compression-enabled true

Das folgende Beispiel erstellt eine benutzerdefinierte Replikationsrichtlinie fir die einheitliche Replikation:

cluster dst::> snapmirror policy create -vserver svml -policy my unified
-type mirror-vault

Nach Abschluss

Fir Richtlinientypen vom Typ “mirror-vault” miissen Sie Regeln definieren, die festlegen, welche Snapshot-
Kopien wahrend der Initialisierung und Aktualisierung tbertragen werden.

Verwenden Sie die snapmirror policy show Befehl zur Uberpriifung, ob die SnapMirror Richtlinie erstellt
wurde. Die vollstandige Befehlssyntax finden Sie in der Manpage.

Definieren Sie eine Regel fiir eine Richtlinie

FUr benutzerdefinierte Richtlinien mit dem Richtlinientyp ,mirror-vault® mussen Sie
mindestens eine Regel definieren, die festlegt, welche Snapshot-Kopien wahrend der
Initialisierung und Aktualisierung Ubertragen werden. Sie konnen auch Regeln fur
Standardrichtlinien mit dem Richtlinientyp “mirror-vault” definieren.

Informationen zu diesem Vorgang

Jede Richtlinie vom Typ “mirror-vault” muss eine Regel enthalten, die angibt, welche Snapshot-Kopien
repliziert werden sollen. Die Regel ,bi-monthly" gibt beispielsweise an, dass nur Snapshot-Kopien repliziert
werden sollen, denen das SnapMirror Label ,bi-monthly*“ zugewiesen ist. Sie weisen die Bezeichnung
SnapMirror zu, wenn Sie Element-Snapshot-Kopien konfigurieren.

Jedem Richtlinientyp ist eine oder mehrere systemdefinierte Regeln zugeordnet. Diese Regeln werden einer
Richtlinie automatisch zugewiesen, wenn Sie deren Richtlinientyp angeben. Die folgende Tabelle zeigt die
systemdefinierten Regeln.

Systemdefinierte Regel Wird in Versicherungstypen Ergebnis
verwendet
sm_created async-mirror, mirror-vault Eine von SnapMirror erstellte

Snapshot-Kopie wird bei der
Initialisierung und Aktualisierung
Ubertragen.

taglich Spiegelgewolbe Neue Snapshot-Kopien auf der
Quelle mit dem SnapMirror -Label
“daily” werden bei Initialisierung
und Aktualisierung Ubertragen.
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wdchentlich Spiegelgewdlbe Neue Snapshot-Kopien auf der
Quelle mit dem SnapMirror -Label
“weekly” werden bei Initialisierung
und Aktualisierung Ubertragen.

monatlich Spiegelgewoélbe Neue Snapshot-Kopien auf der
Quelle mit dem SnapMirror -Label
“monthly” werden bei Initialisierung
und Aktualisierung Ubertragen.

Sie kénnen bei Bedarf zusatzliche Regeln fir Standard- oder benutzerdefinierte Richtlinien festlegen. Beispiel:

* Fur die Standardeinstellung MirrorAndvault Mit dieser Richtlinie kdnnten Sie eine Regel namens “bi-
monthly” erstellen, um Snapshot-Kopien auf der Quelle mit dem SnapMirror Label “bi-monthly”
abzugleichen.

* FUr eine benutzerdefinierte Richtlinie mit dem Richtlinientyp “mirror-vault” kdnnten Sie eine Regel namens
“bi-weekly” erstellen, um Snapshot-Kopien auf der Quelle mit dem SnapMirror -Label “bi-weekly”
abzugleichen.

Schritt
1. Definiere eine Regel fir eine Richtlinie:

snapmirror policy add-rule -vserver SVM -policy policy for rule -snapmirror
-label snapmirror-label -keep retention count

Die vollstandige Befehlssyntax finden Sie in der Manpage.

Das folgende Beispiel flgt eine Regel mit der Bezeichnung ,SnapMirror” hinzu. bi-monthly auf Standard
MirrorAndvault Politik:

cluster dst::> snapmirror policy add-rule -vserver svml -policy
MirrorAndVault -snapmirror-label bi-monthly -keep 6

Das folgende Beispiel flgt eine Regel mit der Bezeichnung ,SnapMirror hinzu. bi-weekly zum Brauch
my snapvault Politik:

cluster dst::> snapmirror policy add-rule -vserver svml -policy
my snapvault -snapmirror-label bi-weekly -keep 26

Das folgende Beispiel fugt eine Regel mit der Bezeichnung ,SnapMirror® hinzu. app consistent zum
Brauch sync Politik:

cluster dst::> snapmirror policy add-rule -vserver svml -policy Sync
-snapmirror-label app consistent -keep 1

Anschliellend kénnen Sie Snapshot-Kopien aus dem Quellcluster replizieren, die diesem SnapMirror

11



-Label entsprechen:

cluster src::> snapshot create -vserver vsl -volume voll -snapshot
snapshotl -snapmirror-label app consistent

Erstellen Sie eine Replikationsbeziehung

Erstellen Sie eine Beziehung von einer Elementquelle zu einem ONTAP -Ziel

Die Beziehung zwischen dem Quellvolume im Primarspeicher und dem Zielvolume im
Sekundarspeicher wird als Datenschutzbeziehung bezeichnet. Sie kdnnen die
snapmirror create Befehl zum Erstellen einer Datensicherungsbeziehung von einer
Elementquelle zu einem ONTAP -Ziel oder von einer ONTAP Quelle zu einem
Elementziel.

Mit SnapMirror kdnnen Sie Snapshot-Kopien eines Element-Volumes auf ein ONTAP Zielsystem replizieren. Im
Falle eines Ausfalls am Element-Standort kdnnen Sie Daten vom ONTAP -System an Clients bereitstellen und
anschlieRend das Element-Quellvolume reaktivieren, sobald der Dienst wiederhergestellt ist.

Bevor Sie beginnen

» Der Elementknoten, der das zu replizierende Volume enthalt, muss fir ONTAP zugéanglich gemacht
worden sein.

* Das Element-Volume muss fir die SnapMirror Replikation aktiviert sein.

* Wenn Sie den Richtlinientyp “mirror-vault” verwenden, muss fur die zu replizierenden Element-Snapshot-
Kopien ein SnapMirror Label konfiguriert worden sein.

@ Diese Aufgabe kann nur im"Element Software Web-Benutzeroberflache" oder unter
Verwendung der"API-Methoden" Die

Informationen zu diesem Vorgang

Sie mussen den Elementquellpfad im folgenden Format angeben: <hostip:>/1lun/<name> , wobei “lun” die
eigentliche Zeichenkette “lun” ist und name ist der Name des Element-Volumes.

Ein Element-Volume entspricht in etwa einem ONTAP LUN. SnapMirror erstellt eine LUN mit dem Namen des
Element-Volumes, wenn eine Datensicherungsbeziehung zwischen der Element-Software und ONTAP
initialisiert wird. SnapMirror repliziert Daten auf eine bestehende LUN, wenn die LUN die Anforderungen fir die
Replikation von der Element-Software zu ONTAP erflllt.

Die Replikationsregeln lauten wie folgt:

» Ein ONTAP -Volume kann nur Daten von einem einzigen Element-Volume enthalten.

» Daten von einem ONTAP -Volume kdnnen nicht auf mehrere Element-Volumes repliziert werden.

In ONTAP 9.3 und friheren Versionen kann ein Zielvolume bis zu 251 Snapshot-Kopien enthalten. In ONTAP
9.4 und spateren Versionen kann ein Zielvolume bis zu 1019 Snapshot-Kopien enthalten.

Schritt
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1. Erstellen Sie im Zielcluster eine Replikationsbeziehung von einer Elementquelle zu einem ONTAP -Ziel:

snapmirror create -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume> -type XDP -schedule schedule -policy
<policy>

Die vollstandige Befehlssyntax finden Sie in der Manpage.

Das folgende Beispiel erstellt eine SnapMirror DR-Beziehung unter Verwendung der
Standardeinstellungen. MirrorLatest Politik:

cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy MirrorLatest

Das folgende Beispiel erstellt eine einheitliche Replikationsbeziehung unter Verwendung der
Standardeinstellungen. MirrorAndvault Politik:

cluster dst:> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy MirrorAndVault

Das folgende Beispiel erstellt eine einheitliche Replikationsbeziehung mithilfe von Unified7year Politik:

cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—-destination-path svm backup:volA dst -type XDP -schedule my daily
-policy Unified7year

Das folgende Beispiel erstellt eine einheitliche Replikationsbeziehung mithilfe der benutzerdefinierten
my unified Politik:

cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—-destination-path svm backup:volA dst -type XDP -schedule my daily
-policy my unified

Nach Abschluss

Verwenden Sie die snapmirror show Befehl zur Uberpriifung, ob die SnapMirror -Beziehung erstellt wurde.
Die vollstandige Befehlssyntax finden Sie in der Manpage.

Erstellen Sie eine Beziehung von einer ONTAP -Quelle zu einem Element-Ziel

Ab ONTAP 9.4 kénnen Sie SnapMirror verwenden, um Snapshot-Kopien einer auf einer
ONTAP Quelle erstellten LUN zurlck auf ein Element-Ziel zu replizieren. Moglicherweise
verwenden Sie die LUN, um Daten von ONTAP auf die Element-Software zu migrieren.
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Bevor Sie beginnen
* Der Element-Zielknoten muss fur ONTAP zuganglich gemacht worden sein.

» Das Element-Volume muss fur die SnapMirror Replikation aktiviert sein.

Informationen zu diesem Vorgang

Sie mussen den Zielpfad des Elements in folgender Form angeben: <hostip:>/1lun/<name> , wobei “lun”
die eigentliche Zeichenkette “lun” ist und name ist der Name des Element-Volumes.

Die Replikationsregeln lauten wie folgt:
* Die Replikationsbeziehung muss eine Richtlinie vom Typ “async-mirror” aufweisen.
Sie kdnnen eine Standardrichtlinie oder eine benutzerdefinierte Richtlinie verwenden.

» Es werden ausschlieRlich iISCSI-LUNs unterstitzt.
* Es ist nicht mdglich, mehr als eine LUN von einem ONTAP -Volume auf ein Element-Volume zu replizieren.

* Eine LUN kann nicht von einem ONTAP -Volume auf mehrere Element-Volumes repliziert werden.

Schritt
1. Erstellen einer Replikationsbeziehung von einer ONTAP -Quelle zu einem Element-Ziel:

snapmirror create -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name> -type XDP -schedule schedule -policy
<policy>

Die vollstandige Befehlssyntax finden Sie in der Manpage.

Das folgende Beispiel erstellt eine SnapMirror DR-Beziehung unter Verwendung der
Standardeinstellungen. MirrorLatest Politik:

cluster dst::> snapmirror create -source-path svm 1:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily
-policy MirrorLatest

Das folgende Beispiel erstellt eine SnapMirror DR-Beziehung mithilfe der benutzerdefinierten Schnittstelle.
my mirror Politik:

cluster dst::> snapmirror create -source-path svm 1l:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily
-policy my mirror

Nach Abschluss

Verwenden Sie die snapmirror show Befehl zur Uberpriifung, ob die SnapMirror -Beziehung erstellt wurde.
Die vollstandige Befehlssyntax finden Sie in der Manpage.
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Initialisiere eine Replikationsbeziehung

Bei allen Beziehungstypen wird im Rahmen der Initialisierung eine
Basislinieniibertragung durchgefuhrt: Dabei wird eine Snapshot-Kopie des Quellvolumes
erstellt und anschlie3end diese Kopie zusammen mit allen darin referenzierten
Datenblocken auf das Zielvolume ubertragen.

Bevor Sie beginnen

* Der Elementknoten, der das zu replizierende Volume enthalt, muss fur ONTAP zugéanglich gemacht
worden sein.

» Das Element-Volume muss fur die SnapMirror Replikation aktiviert sein.

» Wenn Sie den Richtlinientyp “mirror-vault” verwenden, muss fur die zu replizierenden Element-Snapshot-
Kopien ein SnapMirror Label konfiguriert worden sein.

@ Diese Aufgabe kann nur im"Element Software Web-Benutzeroberflache" oder unter
Verwendung der"API-Methoden" Die

Informationen zu diesem Vorgang

Sie mussen den Elementquellpfad im folgenden Format angeben: <hostip:>/1lun/<name> , wobei “lun” die
eigentliche Zeichenkette “lun” ist und name ist der Name des Element-Volumes.

Die Initialisierung kann zeitaufwandig sein. Moglicherweise mochten Sie die Basislbertragung aulierhalb der
Spitzenzeiten durchfiihren.

Wenn die Initialisierung einer Beziehung von einer ONTAP Quelle zu einem Element-Ziel aus
irgendeinem Grund fehlschlagt, schlagt sie auch dann weiterhin fehl, nachdem Sie das Problem
behoben haben (z. B. einen unglltigen LUN-Namen). Die Umgehungslésung sieht
folgendermafen aus:
@ 1. Die Beziehung léschen.
2. Loschen Sie das Element-Zielvolume.
3. Erstellen Sie ein neues Element-Zielvolume.

4. Erstellen und initialisieren Sie eine neue Beziehung von der ONTAP Quelle zum Element-
Zielvolume.

Schritt
1. Initialisiere eine Replikationsbeziehung:

snapmirror initialize -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume|cluster://SVM/volume>

Die vollstandige Befehlssyntax finden Sie in der Manpage.

Das folgende Beispiel initialisiert die Beziehung zwischen dem Quellvolumen 0005 an der IP-Adresse
10.0.0.11 und dem Zielvolumen volA dst An svm backup :
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cluster dst::> snapmirror initialize -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst

Daten von einem SnapMirror DR-Zielvolume bereitstellen

Das Zielvolume beschreibbar machen

Wenn ein Katastrophenfall den primaren Standort fur eine SnapMirror DR-Beziehung
auller Betrieb setzt, kdnnen Sie Daten vom Zielvolume mit minimalen Unterbrechungen
bereitstellen. Sie konnen das Quellvolume reaktivieren, sobald der Dienst am primaren
Standort wiederhergestellt ist.

Bevor Sie Daten von diesem Volume an Clients senden konnen, mussen Sie das Zielvolume beschreibbar
machen. Sie kdnnen die snapmirror quiesce Befehl zum Stoppen geplanter Transfers zum Zielort,
snapmirror abort Befehl zum Stoppen laufender Uberweisungen und die snapmirror break Befehl, um
das Ziel beschreibbar zu machen.

Informationen zu diesem Vorgang

Sie missen den Elementquellpfad im folgenden Format angeben: <hostip:>/1lun/<name> , wobei “lun” die
eigentliche Zeichenkette “lun” ist und name ist der Name des Element-Volumes.

Schritte
1. Stellen Sie die planmafligen Transfers zum Zielort ein:

snapmirror quiesce -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume>

Die vollstandige Befehlssyntax finden Sie in der Manpage.

Das folgende Beispiel stoppt geplante Ubertragungen zwischen dem Quellvolume. 0005 an der IP-
Adresse 10.0.0.11 und dem Zielvolumen volA dst An svm_backup :

cluster dst::> snapmirror quiesce -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst
2. Laufende Transfers zum Zielort einstellen:

snapmirror abort -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume>

Die vollstandige Befehlssyntax finden Sie in der Manpage.

Das folgende Beispiel stoppt laufende Ubertragungen zwischen dem Quellvolume. 0005 an der IP-
Adresse 10.0.0.11 und dem Zielvolumen volA dst An svm_backup :
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cluster dst::> snapmirror abort -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst

3. Die SnapMirror DR-Beziehung unterbrechen:

snapmirror break -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume>

Die vollstandige Befehlssyntax finden Sie in der Manpage.

Das folgende Beispiel unterbricht die Beziehung zwischen dem Quellvolumen 0005 an der IP-Adresse
10.0.0.11 und dem Zielvolumen volA dst An svm_backup und das Zielvolumen volA dst An
svm_backup :

cluster dst::> snapmirror break -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst

Konfigurieren Sie das Zielvolume fiir den Datenzugriff

Nachdem das Zielvolume beschreibbar gemacht wurde, muss das Volume flr den
Datenzugriff konfiguriert werden. SAN-Hosts konnen auf die Daten des Zielvolumes
zugreifen, bis das Quellvolume reaktiviert wird.

1. Ordnen Sie die Element-LUN der entsprechenden Initiatorgruppe zu.
2. Erstellen Sie iSCSI-Sitzungen von den SAN-Host-Initiatoren zu den SAN-LIFs.

3. Fuhren Sie auf dem SAN-Client einen erneuten Speicherscan durch, um die angeschlossene LUN zu
erkennen.

Reaktivieren Sie das urspriingliche Quellvolumen

Sie konnen die ursprungliche Datensicherungsbeziehung zwischen Quell- und
Zielvolume wiederherstellen, wenn Sie keine Daten mehr vom Zielvolume bendtigen.

Informationen zu diesem Vorgang

Das unten beschriebene Verfahren setzt voraus, dass die Basislinie im urspriinglichen Quellvolumen intakt ist.
Wenn die Basislinie nicht intakt ist, missen Sie die Beziehung zwischen dem Datentrager, von dem Sie Daten
bereitstellen, und dem urspriinglichen Quelldatentrager erstellen und initialisieren, bevor Sie die Prozedur
durchflihren.

Sie mussen den Elementquellpfad im folgenden Format angeben: <hostip:>/1lun/<name> , wobei “lun” die
eigentliche Zeichenkette “lun” ist und name ist der Name des Element-Volumes.

Ab ONTAP 9.4 werden Snapshot-Kopien einer LUN, die wahrend der Datenbereitstellung vom ONTAP Ziel
erstellt wurden, automatisch repliziert, wenn die Elementquelle reaktiviert wird.

Die Replikationsregeln lauten wie folgt:
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» Es werden ausschlieRlich iSCSI-LUNs unterstitzt.
* Es ist nicht mdglich, mehr als eine LUN von einem ONTAP -Volume auf ein Element-Volume zu replizieren.

* Eine LUN kann nicht von einem ONTAP -Volume auf mehrere Element-Volumes repliziert werden.

Schritte
1. Léschen Sie die urspriingliche Datenschutzbeziehung:

snapmirror delete -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name> -policy <policy>

Die vollstandige Befehlssyntax finden Sie in der Manpage.
Das folgende Beispiel 16scht die Beziehung zwischen dem urspriinglichen Quellvolume, 0005 unter der IP-

Adresse 10.0.0.11 und dem Volume, von dem Sie Daten bereitstellen, volA dst An svm_backup :

cluster dst::> snapmirror delete -source-path 10.0.0.11:/1un/0005
-policy MirrorLatest -destination-path svm backup:volA dst

2. Umkehrung des urspriinglichen Datenschutzverhaltnisses:

snapmirror resync -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name> -policy <policy>

Die vollstandige Befehlssyntax finden Sie in der Manpage.

Obwohl fur die Resynchronisierung keine Basislinientbertragung erforderlich ist, kann sie zeitaufwandig
sein. Mdglicherweise mochten Sie die Resynchronisierung auf3erhalb der Stof3zeiten durchfiihren.

Das folgende Beispiel kehrt die Beziehung zwischen dem urspringlichen Quellvolumen um, 0005 unter
der IP-Adresse 10.0.0.11 und dem Volume, von dem Sie Daten bereitstellen, volA dst An svm_backup :

cluster dst::> snapmirror resync -source-path svm backup:volA dst
-destination-path 10.0.0.11:/1un/0005 -policy MirrorLatest
3. Aktualisieren Sie die umgekehrte Beziehung:

snapmirror update -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name>

Die vollstandige Befehlssyntax finden Sie in der Manpage.

Der Befehl schlagt fehl, wenn auf dem Quell- und Zielsystem keine gemeinsame Snapshot-
Kopie existiert. Verwenden snapmirror initialize um die Beziehung neu zu
initialisieren.

Das folgende Beispiel aktualisiert die Beziehung zwischen dem Volume, von dem Sie Daten bereitstellen,
volA dst An svm backup und das urspringliche Quellbuch, 0005 unter der IP-Adresse 10.0.0.11:
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cluster dst::> snapmirror update -source-path svm backup:volA dst
-destination-path 10.0.0.11:/1un/0005

4. Geplante Uberweisungen fir die umgekehrte Beziehung stoppen:

snapmirror quiesce -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name>

Die vollstandige Befehlssyntax finden Sie in der Manpage.

Das folgende Beispiel stoppt geplante Ubertragungen zwischen dem Volume, von dem Sie Daten
bereitstellen, volA dst An svm backup und das urspringliche Quellbuch, 0005 unter der IP-Adresse
10.0.0.11:

cluster dst::> snapmirror quiesce -source-path svm backup:volA dst
—destination-path 10.0.0.11:/1un/0005

5. Laufende Uberweisungen aufgrund der umgekehrten Beziehung einstellen:

snapmirror abort -source-path <SVM:volume>|<cluster://SVM/volume> -destination
-path <hostip:>/lun/<name>

Die vollstandige Befehlssyntax finden Sie in der Manpage.
Das folgende Beispiel stoppt laufende Ubertragungen zwischen dem Volume, von dem Sie Daten

bereitstellen, volA dst An svm_backup und das urspringliche Quellbuch, 0005 unter der IP-Adresse
10.0.0.11:

cluster dst::> snapmirror abort -source-path svm backup:volA dst
-destination-path 10.0.0.11:/1un/0005
6. Durchbrechen Sie die umgekehrte Beziehung:

snapmirror break -source-path <SVM:volume>|<cluster://SVM/volume> -destination
-path <hostip:>/lun/<name>

Die vollstandige Befehlssyntax finden Sie in der Manpage.
Das folgende Beispiel unterbricht die Beziehung zwischen dem Datenvolumen, von dem Sie Daten

bereitstellen, volA dst An svm backup und das urspriungliche Quellbuch, 0005 unter der IP-Adresse
10.0.0.11:

cluster dst::> snapmirror break -source-path svm backup:volA dst
—-destination-path 10.0.0.11:/1un/0005

7. Léschen Sie die umgekehrte Datenschutzbeziehung:
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8.

snapmirror delete -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name> -policy <policy>

Die vollstandige Befehlssyntax finden Sie in der Manpage.
Das folgende Beispiel 16scht die umgekehrte Beziehung zwischen dem urspriinglichen Quellvolume, 0005

bei der IP-Adresse 10.0.0.11 und dem Volume, von dem Sie Daten bereitstellen, volA dst An
svm_backup :

cluster src::> snapmirror delete -source-path svm backup:volA dst
-destination-path 10.0.0.11:/1un/0005 -policy MirrorLatest
Wiederherstellung des urspriinglichen Datenschutzverhaltnisses:

snapmirror resync -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume>

Die vollstandige Befehlssyntax finden Sie in der Manpage.
Das folgende Beispiel stellt die Beziehung zwischen dem urspriinglichen Quellvolumen wieder her. 0005

an der IP-Adresse 10.0.0.11 und dem urspringlichen Zielvolume, volA dst An svm_ backup :

cluster dst::> snapmirror resync -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst

Nach Abschluss

Verwenden Sie die snapmirror show Befehl zur Uberpriifung, ob die SnapMirror -Beziehung erstellt wurde.
Die vollstandige Befehlssyntax finden Sie in der Manpage.

Aktualisieren einer Replikationsbeziehung manuell

Moglicherweise mussen Sie eine Replikationsbeziehung manuell aktualisieren, wenn
eine Aktualisierung aufgrund eines Netzwerkfehlers fehlschlagt.

Informationen zu diesem Vorgang

Sie mussen den Elementquellpfad im folgenden Format angeben: <hostip:>/1lun/<name> , wobei “lun” die
eigentliche Zeichenkette “lun” ist und name ist der Name des Element-Volumes.

Schritte

1.
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Eine Replikationsbeziehung manuell aktualisieren:

snapmirror update -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume>

Die vollstandige Befehlssyntax finden Sie in der Manpage.



Der Befehl schlagt fehl, wenn auf dem Quell- und Zielsystem keine gemeinsame Snapshot-
Kopie existiert. Verwenden snapmirror initialize um die Beziehung neu zu
initialisieren.

Das folgende Beispiel aktualisiert die Beziehung zwischen dem Quellvolume 0005 an der IP-Adresse

10.0.0.11 und dem Zielvolumen volA dst An svm backup :

cluster src::> snapmirror update -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst

Eine Replikationsbeziehung resynchronisieren

Sie mussen eine Replikationsbeziehung neu synchronisieren, nachdem Sie ein
Zielvolume beschreibbar gemacht haben, nachdem ein Update fehlgeschlagen ist, welil
keine gemeinsame Snapshot-Kopie auf dem Quell- und Zielvolume vorhanden ist, oder
wenn Sie die Replikationsrichtlinie flr die Beziehung andern mdchten.

Informationen zu diesem Vorgang

Obwohl fur die Resynchronisierung keine Basislinienubertragung erforderlich ist, kann sie zeitaufwandig sein.

Maoglicherweise mochten Sie die Resynchronisierung aufderhalb der Stol3zeiten durchfiihren.

Sie mussen den Elementquellpfad im folgenden Format angeben: <hostip:>/1lun/<name> , wobei “lun” die

eigentliche Zeichenkette “lun” ist und name ist der Name des Element-Volumes.

Schritt
1. Quell- und Zielvolume erneut synchronisieren:

snapmirror resync -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume> -type XDP -policy <policy>

Die vollstandige Befehlssyntax finden Sie in der Manpage.
Das folgende Beispiel synchronisiert die Beziehung zwischen dem Quellvolume neu. 0005 an der IP-

Adresse 10.0.0.11 und dem Zielvolumen volA dst An svm_ backup :

cluster dst::> snapmirror resync -source-path 10.0.0.11:/1un/0005
-policy MirrorLatest -destination-path svm backup:volA dst
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