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Arbeiten Sie mit der Management-Node-Ul

Ubersicht iiber die Management-Node-Ul

Mit der Management-Node-Ul (https://<ManagementNodeIP>:442) Konnen Sie
Anderungen an Netzwerk- und Clustereinstellungen vornehmen, Systemtests ausfiihren
oder Systemdienstprogramme verwenden.

Aufgaben, die Sie mit der Management-Node-Ul durchflihren kénnen:

+ "Konfigurieren der Meldungsiiberwachung"
» "Andern und Testen der Netzwerk-, Cluster- und Systemeinstellungen des Management-Node"

* "FUhren Sie Systemdienstprogramme vom Management-Node aus"

Weitere Informationen

» "Greifen Sie auf den Management-Node zu"
* "NetApp Element Plug-in fir vCenter Server"

» "Dokumentation von SolidFire und Element Software"

Konfigurieren der Meldungsuberwachung

Die Tools zur Uberwachung von Warnmeldungen sind fiir das NetApp HCI-

Warnungsuberwachung konfiguriert. Diese Tools werden nicht fir SolidFire All-Flash-

Storage konfiguriert oder verwendet. Die Ausfuhrung der Tools fur diese Cluster fuhrt zu

dem folgenden Fehler 405, der bei der Konfiguration erwartet wird: webUIParseError
Invalid response from server. 405

Weitere Informationen zum Konfigurieren von Alarmiberwachung fir NetApp HCI finden Sie unter
"Konfigurieren der Meldungstberwachung"

Andern und Testen der Netzwerk-, Cluster- und
Systemeinstellungen des Management-Node

Sie kdnnen die Einstellungen flur das Management-Node-Netzwerk, das Cluster und das
System andern und testen.

+ Aktualisieren der Netzwerkeinstellungen fir den Management-Node
+ Aktualisiert die Cluster-Einstellungen des Management-Node

+ Testen Sie die Einstellungen fir den Management-Node

Aktualisieren der Netzwerkeinstellungen fiir den Management-Node

Auf der Registerkarte ,Netzwerkeinstellungen® der Benutzeroberflache fir Management-Node pro Node
kdnnen Sie die Felder fiir die Netzwerkschnittstelle des Managementknoten andern.


https://<ManagementNodeIP>:442
https://docs.netapp.com/de-de/element-software/mnode/task_mnode_access_ui.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/hci/docs/task_mnode_enable_alerts.html

1. Offnen Sie die Management-Node-Ul pro Node.
2. Wahlen Sie die Registerkarte Netzwerkeinstellungen aus.
3. Die folgenden Informationen anzeigen oder eingeben:
a. Methode: Wahlen Sie eine der folgenden Methoden, um die Schnittstelle zu konfigurieren:

* loopback: Verwenden Sie, um die IPv4-Loopback-Schnittstelle zu definieren.

* manual: Verwenden Sie, um Schnittstellen zu definieren, fur die keine Konfiguration erfolgt
standardmaRig.

* dhop: Nutzung, um eine IP-Adresse Uber DHCP zu erhalten.

* static: Zur Definition von Ethernet-Schnittstellen mit statisch zugewiesenen IPv4-Adressen.
b. Verbindungsgeschwindigkeit: Die Geschwindigkeit, die von der virtuellen NIC ausgehandelt wird.
c. IPv4-Adresse: Die IPv4-Adresse fur das ethO-Netzwerk.
d. IPv4-Subnetzmaske: Adressenunterteilungen des IPv4-Netzwerks.

e. IPv4 Gateway-Adresse: Router-Netzwerkadresse zum Senden von Paketen aus dem lokalen
Netzwerk.

f. IPv6-Adresse: Die IPv6-Adresse flur das ethO-Netzwerk.

g. IPv6 Gateway-Adresse: Router-Netzwerkadresse zum Senden von Paketen aus dem lokalen
Netzwerk.

@ Die IPv6-Optionen werden fiir Version 11.3 oder héher des Management-Node nicht
unterstitzt.

h. MTU: Groflite PaketgroRRe, die ein Netzwerkprotokoll Gbertragen kann. Muss gréRer als oder gleich
1500 sein. Wenn Sie eine zweite Speicher-NIC hinzufligen, sollte der Wert 9000 sein.

i. DNS Server: Netzwerkschnittstelle fur die Clusterkommunikation.
j- Doméanen suchen: Suche nach zusatzlichen MAC-Adressen, die dem System zur Verfligung stehen.
k. Status: Mogliche Werte:

" UpAndRunning

" Down

. Up

I. Routen: Statische Routen zu bestimmten Hosts oder Netzwerken (ber die zugehdérige Schnittstelle
werden die Routen konfiguriert.

Aktualisiert die Cluster-Einstellungen des Management-Node

Auf der Registerkarte Cluster-Einstellungen der Benutzeroberflache pro Node fir den Managementknoten
koénnen Sie die Felder fir die Cluster-Schnittstelle andern, wenn sich der Status eines Node im Status
yverfigbar, ,Ausstehend®, ,Pendingaktiv und ,aktiv* befindet.

1. Offnen Sie die Management-Node-Ul pro Node.

2. Wahlen Sie die Registerkarte Cluster-Einstellungen aus.

3. Die folgenden Informationen anzeigen oder eingeben:

° Rolle: Rolle, die der Management-Knoten im Cluster hat. Méglicher Wert: Management.



o Version: Element Software Version lauft auf dem Cluster.

o Standardschnittstelle: Standard-Netzwerkschnittstelle fiir die Kommunikation mit dem Cluster, auf
dem die Element-Software ausgefuhrt wird.

Testen Sie die Einstellungen fiir den Management-Node

Nachdem Sie die Einstellungen fiir das Anderungsmanagement und das Netzwerk fiir den Management-Node
geandert und die Anderungen (ibernommen haben, kénnen Sie Tests durchfiihren, um die durchgefiihrten
Anderungen zu validieren.

1.
2.
3.

4.

Offnen Sie die Management-Node-UI pro Node.
Wahlen Sie in der Management-Knoten-Ul System-Tests aus.
Flhren Sie eine der folgenden Aktionen durch:

a. Um zu Uberprifen, ob die von Ihnen konfigurierten Netzwerkeinstellungen fur das System gultig sind,
wahlen Sie Netzwerk-Konfiguration testen.

b. Um die Netzwerkverbindung zu allen Knoten im Cluster sowohl auf 1G- als auch 10G-Schnittstellen mit
ICMP-Paketen zu testen, wahlen Sie Test Ping aus.

Folgendes anzeigen oder eingeben:

> Hosts: Geben Sie eine kommagetrennte Liste von Adressen oder Host-Namen von Geraten an, die
ping werden sollen.

o Versuche: Geben Sie an, wie oft das System den Ping-Test wiederholen soll. Standard: 5.

o PaketgroRe: Geben Sie die Anzahl der Bytes an, die in das ICMP-Paket gesendet werden sollen, das
an jede IP gesendet wird. Die Anzahl der Bytes muss kleiner sein als die in der Netzwerkkonfiguration
angegebene maximale MTU.

> Timeout ms: Geben Sie die Anzahl der Millisekunden an, die auf jede einzelne Ping-Antwort warten
soll. Standard: 500 ms.

o Total Timeout sec: Geben Sie die Zeit in Sekunden an, die der Ping auf eine Systemantwort warten
soll, bevor Sie den nachsten Ping-Versuch starten oder den Prozess beenden. Standard: 5.

> Fragmentierung verbieten: Aktivieren Sie das DF-Flag (nicht fragmentieren) fir die ICMP-Pakete.

Weitere Informationen

* "NetApp Element Plug-in fur vCenter Server"

« "Dokumentation von SolidFire und Element Software"

Fuhren Sie Systemdienstprogramme vom Management-
Node aus

Sie kdnnen die Ul pro Node fir den Management-Node verwenden, um Cluster-
Supportpakete zu erstellen oder zu I6schen, die Node-Konfigurationseinstellungen
zuruckzusetzen oder das Netzwerk neu zu starten.

Schritte

1.

Offnen Sie die Management-Node-Ul pro Node mithilfe der Anmeldedaten fiir den Management-Node-
Administrator.


https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/us-en/element-software/index.html

2. Wahlen Sie System Utilities.
3. Wahlen Sie die Schaltflache fur das Dienstprogramm aus, das Sie ausfiihren mochten:

a. Control Power: Startet neu, schaltet den Knoten aus oder schaltet den Knoten ab. Geben Sie eine der
folgenden Optionen an.

@ Dieser Vorgang fuhrt zu einem voribergehenden Verlust der Netzwerkverbindung.

= Aktion: Optionen beinhalten Restart Und Halt (Ausschalten).
= Wartezeit: Jede zusatzliche Zeit, bevor der Knoten wieder online kommt.

b. Cluster Support Bundle erstellen: Erstellt das Cluster Support Bundle zur Unterstitzung der NetApp
Support diagnostischen Evaluierungen von einem oder mehreren Knoten in einem Cluster. Legen Sie
die folgenden Optionen fest:

= Paketname: Eindeutiger Name fiir jedes erstellte Supportpaket. Wenn kein Name angegeben wird,
werden ,Supportbundle® und der Node-Name als Dateiname verwendet.

= MVIP: Das MVIP des Clusters. Bundles werden von allen Nodes im Cluster gesammelt. Dieser
Parameter ist erforderlich, wenn der Parameter Nodes nicht angegeben wird.

= Knoten: Die IP-Adressen der Knoten, aus denen Pakete gesammelt werden. Geben Sie die
Knoten, aus denen Pakete gesammelt werden sollen, entweder Knoten oder MVIP, jedoch nicht
beides an. Dieser Parameter ist erforderlich, wenn MVIP nicht angegeben wird.

= Benutzername: Der Cluster Admin Benutzername.
= Passwort: Das Cluster-Admin-Passwort.

= Unvollstandigkeit zulassen: Lasst das Skript weiter laufen, wenn Biindel nicht von einem oder
mehreren Knoten gesammelt werden koénnen.

* Extra Args: Dieser Parameter wird dem zugefihrt sf make support bundle Skript: Dieser
Parameter sollte nur auf Anfrage des NetApp Support verwendet werden.

c. Alle Support-Pakete I6schen: Loscht alle aktuellen Support-Bundles auf dem Management-Knoten.

d. Reset Node: Setzt den Management Node auf ein neues Installations-Image zurtick. Dadurch werden
alle Einstellungen aul3er der Netzwerkkonfiguration in den Standardzustand geandert. Legen Sie die
folgenden Optionen fest:

= Build: Die URL zu einem Remote Element Software-Image, auf das der Knoten zurtickgesetzt
wird.

= Optionen: Spezifikationen fir die Ausfihrung der Reset-Vorgange. Details werden vom NetApp
Support zur Verfligung gestellt, falls erforderlich.

@ Dieser Vorgang fuhrt zu einem voribergehenden Verlust der Netzwerkverbindung.
e. Netzwerk neu starten: Startet alle Netzwerkdienste auf dem Management-Knoten neu.

@ Dieser Vorgang fuhrt zu einem voribergehenden Verlust der Netzwerkverbindung.

Weitere Informationen

* "NetApp Element Plug-in fir vCenter Server"

» "Dokumentation von SolidFire und Element Software"


https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/us-en/element-software/index.html
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