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Disaster Recovery mit SnapMirror

Disaster Recovery mit SnapMirror

Bei einem Problem mit einem Volume oder Cluster, auf dem die NetApp Element
Software ausgefuhrt wird, brechen Sie mithilfe der SnapMirror Funktion die Beziehung
und ein Failover auf das Ziel-Volume ab.

(D Falls das urspriingliche Cluster vollstandig ausgefallen ist oder nicht vorhanden ist, wenden Sie
sich an den NetApp Support, um weitere Unterstiitzung zu erhalten.

Fihren Sie ein Failover von einem Element Cluster aus

Sie kdnnen ein Failover vom Element Cluster durchfihren, um flr Hosts auf der Zielseite
das Lese-/Schreibvolume zu erhalten und auf diese zugreifen zu kdnnen. Bevor Sie ein
Failover vom Element-Cluster durchfuhren, missen Sie die SnapMirror Beziehung
unterbrechen.

Verwenden Sie die Benutzeroberflache von NetApp Element, um den Failover auszufihren. Wenn die
Element-Ul nicht verfligbar ist, kbnnen Sie auch den Befehl ,Beziehungen unterbrechen” mit ONTAP System
Manager oder ONTAP CLI eingeben.

Was Sie benétigen

* Eine SnapMirror-Beziehung ist vorhanden und hat mindestens einen gultigen Snapshot auf dem Ziel-
Volume.

» Aufgrund ungeplanter Ausfalle oder eines geplanten Ereignisses am primaren Standort ist ein Failover auf
das Ziel-Volume erforderlich.

Schritte
1. Klicken Sie in der Element Ul auf Data Protection > SnapMirror Relationships.

2. Finden Sie die Beziehung zum Quellvolume, das Sie Failover ausfiihren mdchten.
3. Klicken Sie auf das Symbol Aktionen.
4. Klicken Sie Auf Pause.
5. Bestatigen Sie die Aktion.
Das Volume auf dem Ziel-Cluster verfugt jetzt Gber Lese- und Schreibzugriff, kann auf die Applikations-

Hosts eingebunden werden, um die Produktions-Workloads wieder aufzunehmen. Durch diese Aktion wird
die gesamte SnapMirror-Replikation angehalten. Die Beziehung zeigt einen Abbruch.

Fuhren Sie ein Failback zum Element durch

Erfahren Sie mehr lber die Durchfiihrung eines Failbacks zu Element.

Wenn das Problem auf der primaren Seite gemindert wurde, mussen Sie das
ursprungliche Quell-Volume neu synchronisieren und zur NetApp Element Software



zuruckkehren. Die entsprechenden Schritte hangen davon ab, ob das urspringliche
Quell-Volume noch vorhanden ist oder Sie ein Failback auf ein neu erstelltes Volume
durchfihren mussen.

SnapMirror Failback-Szenarien

Die Disaster Recovery-Funktion von SnapMirror wird in zwei Failback-Szenarien dargestellt. Diese gehen
davon aus, dass die urspriingliche Beziehung (unterbrochen) fehlgeschlagen ist.

Die Schritte aus den entsprechenden Verfahren werden zur Referenz hinzugefugt.

In den hier gezeigten Beispielen lautet R1 = die urspriingliche Beziehung, in der der Cluster, auf

@ dem die NetApp Element Software ausgefiihrt wird, das urspriingliche Quell-Volume (Element)
ist und ONTAP das urspringliche Ziel-Volume (ONTAP). R2 und R3 stellen die inversen
Beziehungen dar, die durch den umgekehrten Resync-Vorgang erstellt wurden.

Das folgende Bild zeigt das Failback-Szenario, wenn das Quell-Volume noch vorhanden ist:

Das folgende Bild zeigt das Failback-Szenario, wenn das Quell-Volume nicht mehr existiert:

Weitere Informationen

« Flhren Sie ein Failback durch, wenn das Quell-Volume noch vorhanden ist
» Flhren Sie ein Failback durch, wenn das Quell-Volume nicht mehr vorhanden ist

» SnapMirror Failback-Szenarien

Flihren Sie ein Failback durch, wenn das Quell-Volume noch vorhanden ist

Sie kdnnen das ursprungliche Quell-Volume neu synchronisieren und mit der NetApp
Element Benutzeroberflache zuriick sichern. Dieses Verfahren gilt fir Szenarien, in
denen das ursprungliche Quell-Volume noch vorhanden ist.

1. Suchen Sie in der Element Ul die Beziehung, die Sie unterbrochen haben, um das Failover auszufiihren.
2. Klicken Sie auf das Symbol Aktionen und klicken Sie auf Resync riickwarts.
3. Bestatigen Sie die Aktion.

Die Operation Reverse Resync erzeugt eine neue Beziehung, in der die Rollen der
urspriinglichen Quell- und Zielvolumen umgekehrt werden (dies fihrt zu zwei Beziehungen,
wenn die urspringliche Beziehung besteht). Alle neuen Daten vom urspriinglichen Ziel-

@ Volume werden im Rahmen der umgekehrten Resynchronisierung auf das urspriingliche
Quell-Volume Ubertragen. Sie kdnnen weiterhin auf das aktive Volume auf der Zielseite
zugreifen und dort Daten schreiben, missen aber alle Hosts auf das Quell-Volume trennen
und ein SnapMirror Update durchflihren, bevor Sie zur urspriinglichen primaren Ressource
zurlickkehren.

4. Klicken Sie auf das Aktionen-Symbol der umgekehrten Beziehung, die Sie gerade erstellt haben, und
klicken Sie auf Aktualisieren.
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Jetzt, da Sie die umgekehrte Resynchronisierung abgeschlossen haben und sichergestellt haben, dass
keine aktiven Sitzungen mit dem Volume auf der Zielseite verbunden sind und die letzten Daten sich auf
dem urspringlichen primaren Volume befinden, Sie kdnnen die folgenden Schritte durchfihren, um das
Failback abzuschlielen und das urspriingliche primare Volume erneut zu aktivieren:

5. Klicken Sie auf das Aktionen-Symbol der umgekehrten Beziehung und klicken Sie auf break.

6. Klicken Sie auf das Aktionen-Symbol der urspriinglichen Beziehung und klicken Sie auf Resync.

Das urspringliche primare Volume kann nun gemountet werden, um die Produktions-

@ Workloads auf dem urspriinglichen primaren Volume wiederaufzunehmen. Die urspriingliche
SnapMirror Replizierung wird anhand der Richtlinie und des fir die Beziehung konfigurierten
Zeitplans fortgesetzt.

7. Nachdem Sie bestatigt haben, dass der urspriingliche Beziehungsstatus “snapmirrored” lautet, klicken Sie
auf das Aktionen-Symbol der inversen Beziehung und klicken Sie auf Loschen.

Weitere Informationen

SnapMirror Failback-Szenarien

Flihren Sie ein Failback durch, wenn das Quell-Volume nicht mehr vorhanden ist

Sie kdnnen das urspringliche Quell-Volume neu synchronisieren und mit der NetApp
Element Benutzeroberflache zurick sichern. Dieser Abschnitt gilt flr Szenarien, in denen
das ursprungliche Quell-Volume verloren wurde, das ursprungliche Cluster jedoch
weiterhin intakt ist. Anweisungen zur Wiederherstellung eines neuen Clusters finden Sie
in der Dokumentation auf der NetApp Support Site.

Was Sie bendtigen
« Sie verfligen Uber eine abgegebrochene Replizierungsbeziehung zwischen Element und ONTAP Volumes.
* Das Elementvolumen ist unwiederbringlich verloren.

* Der urspringliche Volume-Name wird als NICHT GEFUNDEN angezeigt.

Schritte
1. Suchen Sie in der Element Ul die Beziehung, die Sie unterbrochen haben, um das Failover auszufihren.

Best Practice: notieren Sie sich die SnapMirror Politik und planen Sie Einzelheiten zur urspriinglichen
Abgebrochenen Beziehung. Diese Informationen sind erforderlich, wenn die Beziehung neu erstellt wird.

2. Klicken Sie auf das Symbol Aktionen und klicken Sie auf Resync riickwarts.
3. Bestatigen Sie die Aktion.
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Die Operation Reverse Resync erzeugt eine neue Beziehung, in der die Rollen des
urspriinglichen Quellvolumens und des Zielvolumens umgekehrt werden (dies fluhrt zu zwei
Beziehungen, wenn die urspriingliche Beziehung besteht). Da das urspriingliche Volume
nicht mehr vorhanden ist, erstellt das System ein neues Element Volume mit demselben

@ Volume-Namen und derselben Volume-Gréf3e wie das urspringliche Quell-Volume. Dem
neuen Volume wird eine QoS-Standardrichtlinie namens SM-Recovery zugewiesen, die mit
einem Standardkonto namens SM-Recovery verkn(pft ist. Sie méchten das Konto und die
QoS-Richtlinie fur alle Volumes manuell bearbeiten, die von SnapMirror erstellt wurden, um
die geldschten urspringlichen Quell-Volumes zu ersetzen.

Daten vom letzten Snapshot werden im Rahmen der umgekehrten Resynchronisierung auf das neue
Volume Ubertragen. Sie kdnnen weiterhin auf die Daten zugreifen und diese auf die aktive Partition
schreiben, aber Sie mussen alle Hosts auf den aktiven Volume trennen und ein SnapMirror-Update
durchflhren, bevor Sie die urspriingliche primare Beziehung in einem spateren Schritt wieder herstellen.
Nach Abschluss der Resynchronisierung und Sicherstellung, dass keine aktiven Sitzungen mit dem
Volume auf der Zielseite verbunden sind und dass sich die letzten Daten auf dem urspriinglichen priméaren
Volume befinden, fahren Sie mit den folgenden Schritten fort, um das Failback abzuschliellen und das
ursprungliche primare Volume erneut zu aktivieren:

4. Klicken Sie auf das Symbol Aktionen der inversen Beziehung, die wahrend der Operation Reverse
Resync erstellt wurde, und klicken Sie auf break.

5. Klicken Sie auf das Symbol Aktionen der urspriinglichen Beziehung, in der das Quellvolume nicht
vorhanden ist, und klicken Sie auf Loschen.

6. Klicken Sie auf das Symbol Aktionen der umgekehrten Beziehung, die Sie in Schritt 4 gebrochen haben,
und klicken Sie auf Resync riickwarts.

7. Dies kehrt die Quelle und das Ziel um und fiihrt zu einer Beziehung mit der gleichen Volumenquelle und
dem gleichen Volume-Ziel wie die urspringliche Beziehung.

8. Klicken Sie auf das Symbol Aktionen und Bearbeiten, um diese Beziehung mit der urspriinglichen QoS-
Richtlinie und den Zeitplaneinstellungen zu aktualisieren, die Sie zur Kenntnis genommen haben.

9. Jetzt ist es sicher, die umgekehrte Beziehung zu I6schen, die Sie in Schritt 6 umkehren.

Weitere Informationen

SnapMirror Failback-Szenarien

Transfer oder einmalige Migration von ONTAP zu Element
durchfiuihren

Wenn Sie SnapMirror fur Disaster Recovery von einem SolidFire Storage-Cluster mit
NetApp Element Software auf die ONTAP Software verwenden, ist Element
normalerweise die Quelle und ONTAP das Ziel. In einigen Fallen kann das ONTAP
Storage-System jedoch als Quelle und Element als Ziel fungieren.

 Es gibt zwei Szenarien:
o Es besteht keine friihere Disaster Recovery-Beziehung. Befolgen Sie alle Schritte in diesem Verfahren.

o Eine friihere Disaster-Recovery-Beziehung existiert, nicht jedoch zwischen den Volumes, die fir diese
Risikominderung verwendet werden. Befolgen Sie in diesem Fall nur die Schritte 3 und 4 unten.

Was Sie bendtigen
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 Der Ziel-Node fur Element muss ONTAP zuganglich gemacht worden sein.

» Das Element Volume muss fur die SnapMirror Replizierung aktiviert worden sein.

Sie mussen den Zielpfad des Elements in Form hospip:/lun/<id_number> angeben, wobei lun die tatsachliche
Zeichenfolge ,1un® ist und id_number die ID des Element-Volumes ist.

Schritte
1. Erstellen Sie mithilfe von ONTAP die Beziehung zum Element Cluster:

snapmirror create -source-path SVM:volume|cluster://SVM/volume
-destination-path hostip:/lun/name -type XDP -schedule schedule -policy
policy

cluster dst::> snapmirror create -source-path svm 1:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily
-policy MirrorLatest

2. Uberpriifen Sie, ob die SnapMirror Beziehung mit dem ONTAP snapmirror show-Befehl erstellt wurde.

Informationen zum Erstellen einer Replizierungsbeziehung in der ONTAP-Dokumentation und fir eine
vollstandige Befehlssyntax finden Sie auf der ONTAP-man-Seite.

3. Verwenden der ElementCreateVolume API, Erstellung des Ziel-Volume und Einstellen des Ziel-Volume-
Zugriffsmodus auf SnapMirror:

Element Volume erstellen mithilfe der Element API

"method": "CreateVolume",

"params": {
"name": "SMTargetVolumeTest2",
"accountID": 1,
"totalsSize": 100000000000,
"enable512e": true,

"attributes": {},

"gosPolicyID": 1,

"enableSnapMirrorReplication”: true,
"access": "snapMirrorTarget"

by

"id": 1

4. Initialisieren Sie die Replikationsbeziehung mit dem ONTAP snapmirror initialize Befehl:



snapmirror initialize -source-path hostip:/lun/name

-destination-path SVM:volume|cluster://SVM/volume
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