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Konfigurieren Sie Cluster-Einstellungen

Aktivieren und deaktivieren Sie die Verschlusselung fur ein
Cluster im Ruhezustand

Mit SolidFire Clustern konnen Sie alle auf Cluster-Laufwerken gespeicherten Daten im
Ruhezustand verschllsseln. Sie kdnnen den Cluster-weiten Schutz von Self-Encrypting
Drives (SED) mit beiden aktivieren "Hardware- oder softwarebasierte Verschlisselung im
Ruhezustand".

Die Hardware-Verschlisselung im Ruhezustand wird tGber die Element Ul oder API aktiviert. Die Aktivierung
der Hardware-VerschlUsselung im Ruhezustand hat keine Auswirkungen auf die Performance und Effizienz
des Clusters. Die Softwareverschlisselung im Ruhezustand ist nur mit der Element API mdéglich.

Die hardwarebasierte Verschlisselung fiir Daten im Ruhezustand ist bei der Cluster-Erstellung standardmafig
nicht aktiviert und kann von der Element Ul aktiviert und deaktiviert werden.

Bei SolidFire All-Flash-Storage-Clustern muss die Softwareverschlisselung im Ruhezustand
wahrend der Cluster-Erstellung aktiviert sein und nach dem Erstellen des Clusters nicht
deaktiviert werden kénnen.

Was Sie bendtigen
+ Sie verfuigen Uber Cluster-Administratorrechte zum Aktivieren oder Andern von
Verschllisselungseinstellungen.

+ Bei der hardwarebasierten Verschliisselung im Ruhezustand haben Sie vor der Anderung von
Verschlisselungseinstellungen sichergestellt, dass sich das Cluster in einem ordnungsgemalfen Zustand

befindet.

* Wenn Sie die Verschlisselung deaktivieren, missen zwei Knoten an einem Cluster teilnehmen, um auf
den Schlissel zuzugreifen, um die Verschliusselung auf einem Laufwerk zu deaktivieren.

Uberpriifen Sie den Status der Verschliisselung im Ruhezustand

Mithilfe der kénnen Sie den aktuellen Status der Verschlisselung im Ruhezustand und/oder
Softwareverschlisselung im Ruhezustand auf dem Cluster anzeigen "GetClusterInfo" Methode. Sie kénnen
das verwenden "GetSoftwareVerschllisselungAtRestInfo" Methode zum Abrufen von Informationen, die das
Cluster verwendet, um Daten im Ruhezustand zu verschlisseln.

@ Das Ul-Dashboard der Element Software unter https://<MvIP>/ Derzeit wird flr
hardwarebasierte Verschlisselung nur die Verschlisselung im Ruhezustand angezeigt.

Optionen
» Hardwarebasierte VerschlUsselung fur Daten im Ruhezustand

+ Softwarebasierte Verschlisselung im Ruhezustand aktivieren

+ Deaktivieren Sie die hardwarebasierte Verschliisselung fur Daten im Ruhezustand


https://docs.netapp.com/de-de/element-software/concepts/concept_solidfire_concepts_security.html
https://docs.netapp.com/de-de/element-software/concepts/concept_solidfire_concepts_security.html
https://docs.netapp.com/de-de/element-software/api/reference_element_api_getclusterinfo.html
https://docs.netapp.com/de-de/element-software/api/reference_element_api_getsoftwareencryptionatrestinfo.html
https://<MVIP>/

Hardwarebasierte Verschliusselung fur Daten im Ruhezustand

Um die Verschlisselung im Ruhezustand Uber eine externe
Verschlisselungsmanagementkonfiguration zu aktivieren, missen Sie die Verschllisselung im

@ Ruhezustand Uber die aktivieren "API". Wenn Sie die Verwendung der Schaltflache der
vorhandenen Element-Benutzeroberflache aktivieren, wird die Nutzung intern generierter
Schlissel wiederhergestellt.

1. Wahlen Sie in der Element-Ul die Option Cluster > Einstellungen.

2. Wahlen Sie Verschliisselung im Ruhezustand aktivieren.

Softwarebasierte Verschlisselung im Ruhezustand aktivieren

@ Die Softwareverschlisselung fir Daten im Ruhezustand kann nicht deaktiviert werden,
nachdem sie auf dem Cluster aktiviert ist.

1. FUhren Sie wahrend der Cluster-Erstellung den aus "Cluster-Methode erstellen" Mit
enableSoftwareEncryptionAtRest Auf einstellen true.

Deaktivieren Sie die hardwarebasierte Verschliisselung fiir Daten im Ruhezustand

1. Wahlen Sie in der Element-Ul die Option Cluster > Einstellungen.

2. Wahlen Sie Verschliisselung im Ruhezustand deaktivieren.

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "Dokumentation fir frihere Versionen von NetApp SolidFire und Element Produkten”

Legen Sie den Schwellenwert fuir den vollen Cluster fest

Sie konnen die Ebene andern, auf der das System eine Warnung zur Blockclusterfulle
generiert, indem Sie die folgenden Schritte durchfuhren. Dariber hinaus kénnen Sie die
ModifyClusterFullThreshold API-Methode verwenden, um den Level zu andern, auf dem
das System eine Block- oder Metadaten-Warnung erzeugt.

Was Sie bendtigen
Sie mussen Uber Administratorrechte fuir den Cluster verfligen.

Schritte
1. Klicken Sie Auf Cluster > Einstellungen.

2. Geben Sie im Abschnitt ,Cluster Full Settings” einen Prozentsatz in Warnung anheben ein, wenn die
Kapazitat von _ % verbleibt, bevor Helix nach einem Node-Ausfall nicht wieder herstellen konnte.

3. Klicken Sie Auf Anderungen Speichern.

Weitere Informationen

"Wie werden die BlockSpace Schwellenwerte fur Element berechnet"


https://docs.netapp.com/de-de/element-software/api/reference_element_api_enableencryptionatrest.html
https://docs.netapp.com/de-de/element-software/api/reference_element_api_createcluster.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/sfe-122/topic/com.netapp.ndc.sfe-vers/GUID-B1944B0E-B335-4E0B-B9F1-E960BF32AE56.html
https://kb.netapp.com/Advice_and_Troubleshooting/Flash_Storage/SF_Series/How_are_the_blockSpace_thresholds_calculated_for_Element

Aktivieren und Deaktivieren des Volume Load Balancing

Ab Element 12.8 kbnnen Sie mithilfe von Volume Load Balancing Volumes auf Basis der
tatsachlichen IOPS durch jedes Volume verteilen, anstatt der in der QoS-Richtlinie
konfigurierten Mindestwerte. Sie kdonnen den Volume Load Balancing, der standardmafRig
deaktiviert ist, mithilfe der Element Ul oder API aktivieren und deaktivieren.

Schritte
1. Wahlen Sie Cluster > Einstellungen.

2. Andern Sie im Abschnitt Cluster Specific den Status fiir Volume Load Balancing:

Aktivieren Sie Volume Load Balancing
Wahlen Sie Enable Load Balancing on Actual IOPS, und bestatigen Sie lhre Auswahl.

Volume-Lastausgleich Deaktivieren:
Wabhlen Sie Load Balancing fiir tatsachliche IOPS deaktivieren, und bestatigen Sie lhre Auswahl.

3. Wahlen Sie optional Reporting > Ubersicht, um die Statusénderung fiir Balance auf ist-IOPS zu
bestatigen. Moglicherweise missen Sie die Informationen zum Clusterzustand nach unten scrollen, um
den Status anzuzeigen.

Weitere Informationen

» "Aktivieren Sie Volume Load Balancing mithilfe der API"
* "Deaktivieren Sie den Volume Load Balancing mithilfe der API"

+ "Erstellung und Management von QoS-Richtlinien fir Volumes"

Aktivieren und deaktivieren Sie den Zugriff auf den Support

Sie konnen den Support-Zugriff fur die Fehlerbehebung voribergehend fur den Zugriff
von NetApp Support-Mitarbeitern auf Storage Nodes Uber SSH aktivieren.

Um den Support-Zugriff zu andern, missen Sie Uber Berechtigungen fur Cluster-Administratoren verfligen.

1. Klicken Sie Auf Cluster > Einstellungen.

2. Geben Sie im Abschnitt Support-Zugriff aktivieren/deaktivieren die Dauer (in Stunden) ein, die Sie dem
Support Zugriff gewahren méchten.

3. Klicken Sie Auf Support-Zugriff Aktivieren.
4. Optional: um den Support-Zugriff zu deaktivieren, klicken Sie auf Support-Zugriff deaktivieren.

Banner fur Nutzungsbedingungen verwalten

Sie kbnnen ein Banner aktivieren, bearbeiten oder konfigurieren, das eine Nachricht flr
den Benutzer enthalt.

Optionen


https://docs.netapp.com/de-de/element-software/api/reference_element_api_enablefeature.html
https://docs.netapp.com/us-en/element-software/api/reference_element_api_disablefeature.html
https://docs.netapp.com/de-de/element-software/hccstorage/task-hcc-qos-policies.html

Aktivieren Sie das Banner flr Nutzungsbedingungen Bearbeiten Sie den Banner fir Nutzungsbedingungen
Deaktivieren Sie den Banner fur die Nutzungsbedingungen

Aktivieren Sie das Banner fur Nutzungsbedingungen

Sie kénnen ein Banner fir Nutzungsbedingungen aktivieren, das angezeigt wird, wenn sich ein Benutzer bei
der Element-Benutzeroberflache anmeldet. Wenn der Benutzer auf das Banner klickt, wird ein Textfeld mit der
fur den Cluster konfigurierten Meldung angezeigt. Das Banner kann jederzeit abgewiesen werden.

Sie mussen uUber Berechtigungen fur Cluster-Administratoren verfugen, um die Nutzungsbestimmungen
aktivieren zu kdnnen.
1. Klicken Sie auf Benutzer > Nutzungsbedingungen.

2. Geben Sie im Formular Nutzungsbedingungen den Text ein, der fir das Dialogfeld
Nutzungsbedingungen angezeigt werden soll.

@ Uberschreiten Sie maximal 4096 Zeichen.

3. Klicken Sie Auf Aktivieren.

Bearbeiten Sie den Banner fiir Nutzungsbedingungen

Sie kdnnen den Text bearbeiten, den ein Benutzer sieht, wenn er das Anmeldebanner ,Nutzungsbedingungen'
ausgewahlt hat.

Was Sie benétigen

* Um die Nutzungsbedingungen zu konfigurieren, missen Sie Uber Berechtigungen fir Cluster-
Administratoren verflugen.

« Stellen Sie sicher, dass die Funktion ,Nutzungsbedingungen® aktiviert ist.

Schritte
1. Klicken Sie auf Benutzer > Nutzungsbedingungen.

2. Bearbeiten Sie im Dialogfeld Nutzungsbedingungen den Text, der angezeigt werden soll.
(i)  Uberschreiten Sie maximal 4096 Zeichen.

3. Klicken Sie Auf Anderungen Speichern.

Deaktivieren Sie den Banner fiir die Nutzungsbedingungen

Sie kdnnen den Banner ,Nutzungsbedingungen® deaktivieren. Bei deaktiviertem Banner wird der Benutzer
nicht mehr aufgefordert, die Nutzungsbedingungen bei Verwendung der Element-Ul zu akzeptieren.

Was Sie bendtigen

* Um die Nutzungsbedingungen zu konfigurieren, missen Sie Uber Berechtigungen fir Cluster-
Administratoren verflgen.

« Stellen Sie sicher, dass die Nutzungsbedingungen aktiviert sind.

Schritte
1. Klicken Sie auf Benutzer > Nutzungsbedingungen.



2. Klicken Sie Auf Deaktivieren.

Legen Sie das Network Time Protocol fest

Konfigurieren Sie die Network Time Protocol-Server fiir das abzufragenden Cluster

Sie kdnnen jeden Node in einem Cluster anweisen, einen NTP-Server (Network Time
Protocol) nach Updates abzufragen. Das Cluster kontaktiert nur konfigurierte Server und
fordert von ihnen NTP-Informationen an.

Mit NTP werden Uhren Uber ein Netzwerk synchronisiert. Die Verbindung zu einem internen oder externen
NTP-Server sollte Teil der ersten Cluster-Einrichtung sein.

Konfigurieren Sie NTP auf dem Cluster, um auf einen lokalen NTP-Server zu verweisen. Sie kdnnen die IP-
Adresse oder den FQDN-Hostnamen verwenden. Der NTP-Standardserver zum Erstellungszeitpunkt des
Clusters ist auf us.pool.ntp.org eingestellt. Es kann jedoch nicht immer eine Verbindung zu diesem Standort
hergestellt werden, abhangig vom physischen Standort des SolidFire Clusters.

Die Verwendung des FQDN hangt davon ab, ob die DNS-Einstellungen des einzelnen Speicherknoten
vorhanden und betriebsbereit sind. Konfigurieren Sie dazu die DNS-Server auf jedem Speicherknoten und
stellen Sie sicher, dass die Ports gedffnet sind, indem Sie die Seite Netzwerkport-Anforderungen Gberprifen.

Sie kdnnen bis zu funf verschiedene NTP-Server eingeben.
@ Sie konnen IPv4- und IPv6-Adressen verwenden.

Was Sie bendtigen
Um diese Einstellung zu konfigurieren, muissen Sie Uber Berechtigungen fur Cluster-Administratoren verfigen.

Schritte
1. Konfigurieren Sie eine Liste der IPs und/oder FQDNSs in den Servereinstellungen.

2. Stellen Sie sicher, dass DNS auf den Knoten ordnungsgemaf eingestellt ist.

3. Klicken Sie Auf Cluster > Einstellungen.

4. Wahlen Sie unter Network Time Protocol Settings No die standardmaRige NTP-Konfiguration.
5

. Klicken Sie Auf Anderungen Speichern.

Weitere Informationen

+ "Konfigurieren Sie das Cluster, um NTP-Broadcasts abzuhéren"
* "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fur vCenter Server"

Konfigurieren Sie das Cluster, um NTP-Broadcasts abzuhoren

Mithilfe des Broadcast-Modus kénnen Sie jeden Node in einem Cluster anweisen, um auf
dem Netzwerk nach NTP (Network Time Protocol)-Broadcast-Meldungen von einem
bestimmten Server abzuhoren.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Mit NTP werden Uhren Uber ein Netzwerk synchronisiert. Die Verbindung zu einem internen oder externen
NTP-Server sollte Teil der ersten Cluster-Einrichtung sein.

Was Sie bendtigen

» Um diese Einstellung zu konfigurieren, missen Sie Uiber Berechtigungen fiir Cluster-Administratoren
verfiigen.

» Sie missen einen NTP-Server im Netzwerk als Broadcast-Server konfigurieren.

Schritte
1. Klicken Sie Auf Cluster > Einstellungen.

2. Geben Sie den NTP-Server oder die Server, die den Broadcast-Modus in die Serverliste verwenden, ein.
3. Wahlen Sie unter Network Time Protocol Settings Ja aus, um einen Broadcast-Client zu verwenden.

4. Um den Broadcast-Client einzustellen, geben Sie im Feld Server den NTP-Server ein, den Sie im
Broadcast-Modus konfiguriert haben.

5. Klicken Sie Auf Anderungen Speichern.

Weitere Informationen

+ "Konfigurieren Sie die Network Time Protocol-Server fir das abzufragenden Cluster"
+ "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

SNMP managen

Erfahren Sie mehr tiber SNMP

Sie kdnnen Simple Network Management Protocol (SNMP) in lhrem Cluster
konfigurieren.

Sie kdnnen einen SNMP-Anforderer auswahlen, die zu verwendende SNMP-Version auswahlen, den Benutzer
des SNMP-Benutzerbasierten Sicherheitsmodells (USM) identifizieren und Traps zur Uberwachung des

SolidFire-Clusters konfigurieren. Sie kdnnen auch die Basisdateien des Managements fur Informationen
anzeigen und auf sie zugreifen.

@ Sie konnen IPv4- und IPv6-Adressen verwenden.

SNMP-Details
Auf der SNMP-Seite der Registerkarte Cluster konnen Sie die folgenden Informationen anzeigen:
+ SNMP MIBs
Die MIB-Dateien, die fur Sie zum Anzeigen oder Herunterladen zur Verfligung stehen.
» Allgemeine SNMP-Einstellungen
Sie kdnnen SNMP aktivieren oder deaktivieren. Nachdem Sie SNMP aktiviert haben, konnen Sie wahlen,

welche Version verwendet werden soll. Wenn Sie Version 2 verwenden, kdnnen Sie Anfragesteller
hinzufiigen, und wenn Sie Version 3 verwenden, kénnen Sie USM-Benutzer einrichten.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

* SNMP-Trap-Einstellungen

Sie konnen ermitteln, welche Traps erfasst werden sollen. Sie kénnen den Host, Port und die Community-
Zeichenfolge fir jeden Trap-Empfanger festlegen.

Konfigurieren eines SNMP-Anforderers

Wenn die SNMP-Version 2 aktiviert ist, konnen Sie einen Anforderer aktivieren oder
deaktivieren und die Anfragesteller so konfigurieren, dass autorisierte SNMP-
Anforderungen empfangen werden.

1. Klicken Sie auf Menu:Cluster[SNMP].
Klicken Sie unter Allgemeine SNMP-Einstellungen auf Ja, um SNMP zu aktivieren.

Wahlen Sie aus der Liste Version Version 2.

> 0N

Geben Sie im Abschnitt * Requitors® die Informationen Community String und Network ein.

@ Standardmafig ist die Community-Zeichenfolge offentlich, und das Netzwerk ist localhost.
Sie kdnnen diese Standardeinstellungen andern.

5. Optional: um einen weiteren Anforderer hinzuzufiigen, klicken Sie auf Antragsteller hinzufiigen und
geben die Informationen Community String und Network ein.

6. Klicken Sie Auf Anderungen Speichern.

Weitere Informationen

+ Konfigurieren Sie SNMP-Traps

+ Zeigen Sie verwaltete Objektdaten mithilfe von Management-Informationen-Basisdateien an

Konfigurieren eines SNMP-USM-Benutzers

Wenn Sie SNMP-Version 3 aktivieren, mussen Sie einen USM-Benutzer so konfigurieren,
dass er autorisierte SNMP-Anforderungen erhalt.

1. Klicken Sie auf Cluster > SNMP.

2. Klicken Sie unter Allgemeine SNMP-Einstellungen auf Ja, um SNMP zu aktivieren.

3. Wahlen Sie aus der Liste Version die Option Version 3 aus.

4. Geben Sie im Abschnitt USM-Benutzer den Namen, das Passwort und die Passphrase ein.
5

. Optional: um einen anderen USM-Benutzer hinzuzufiigen, klicken Sie auf USM-Benutzer hinzufiigen
und geben den Namen, das Passwort und die Passphrase ein.

6. Klicken Sie Auf Anderungen Speichern.

Konfigurieren Sie SNMP-Traps

Systemadministratoren kdnnen SNMP-Traps verwenden, die auch als
Benachrichtigungen bezeichnet werden, um den Zustand des SolidFire Clusters zu
uberwachen.



Wenn SNMP-Traps aktiviert sind, generiert das SolidFire-Cluster Traps im Zusammenhang mit
Ereignisprotokolleintragen und Systemwarnungen. Um SNMP-Benachrichtigungen zu erhalten, mussen Sie
die Traps auswahlen, die erzeugt werden sollen, und die Empfanger der Trap-Informationen identifizieren.
StandardmaRig werden keine Traps generiert.

1. Klicken Sie auf Cluster > SNMP.

2. Wahlen Sie im Abschnitt SNMP Trap Settings einen oder mehrere Traps aus, die vom System generiert
werden sollen:

o Cluster-Fehler-Traps
o Cluster-Geloste Fehler-Traps
o Cluster-Event-Kdder

3. Geben Sie im Abschnitt Trap-Empfanger die Informationen zu Host, Port und Community-Zeichenfolge flr
einen Empfanger ein.

4. Optional: Um einen anderen Trap-Empfanger hinzuzufligen, klicken Sie auf Trap-Empfanger hinzufiigen
und geben Sie Host-, Port- und Community-String-Informationen ein.

5. Klicken Sie Auf Anderungen Speichern.

Zeigen Sie verwaltete Objektdaten mithilfe von Management-Informationen-
Basisdateien an

Sie konnen die Management Information Base (MIB)-Dateien anzeigen und
herunterladen, die zum Definieren der verwalteten Objekte verwendet werden. Die
SNMP-Funktion unterstitzt schreibgeschutzten Zugriff auf die Objekte, die in der
SolidFire-Storage-ecluster-MIB definiert sind.

Die statistischen Daten in der MIB zeigen die Systemaktivitat fir die folgenden:

* Cluster-Statistiken

* Volume-Statistiken

* Volumes nach Kontostatistiken

* Node-Statistiken

* Andere Daten wie Berichte, Fehler und Systemereignisse

Das System unterstitzt auch den Zugriff auf die MIB-Datei, die die OIDS (OIDS) fir SF-Series-Produkte
enthalt.

Schritte
1. Klicken Sie auf Cluster > SNMP.

2. Klicken Sie unter SNMP MIBs auf die MIB-Datei, die Sie herunterladen mochten.

3. Offnen oder speichern Sie die MIB-Datei in dem sich daraus ergebenden Downloadfenster.

Verwalten Sie Laufwerke

Jeder Node enthalt mindestens ein physisches Laufwerk, fur das ein Teil der Daten fur
das Cluster gespeichert wird. Das Cluster verwendet die Kapazitat und Performance des
Laufwerks, nachdem das Laufwerk erfolgreich zu einem Cluster hinzugefugt wurde. Sie



konnen die Element Ul zum Managen von Laufwerken verwenden.

Laufwerke fur Details

Auf der Seite Laufwerke auf der Registerkarte Cluster finden Sie eine Liste der aktiven Laufwerke im Cluster.
Sie kdnnen die Seite filtern, indem Sie auf den Registerkarten ,aktiv®, ,verfugbar®, ,Entfernen®, ,L6schen” und
.Fehlgeschlagen” auswahlen.

Beim ersten Initialisieren eines Clusters ist die Liste der aktiven Laufwerke leer. Sie kdnnen Laufwerke
hinzufligen, die einem Cluster nicht zugewiesen sind und auf der Registerkarte verfligbar aufgefihrt sind,
nachdem ein neues SolidFire Cluster erstellt wurde.

Die folgenden Elemente werden in der Liste der aktiven Laufwerke angezeigt.

Fahrausweis

Die dem Laufwerk zugewiesene sequenzielle Nummer.

Knoten-ID

Die Node-Nummer, die beim Hinzufligen des Node zum Cluster zugewiesen ist.

Knotenname

Der Name des Knotens, der das Laufwerk beherbergt.

Slot

Die Steckplatznummer, in der sich das Laufwerk befindet.

* Kapazitat®

Die GrofRe des Laufwerks, in GB.

Seriell

Die Seriennummer des Laufwerks.

Tragen Sie Rest

Die VerschleiRanzeige.

Das Storage-System meldet den ungefahren Verschleild der einzelnen Solid State Drives (SSDs) zum
Schreiben und Loschen von Daten. Ein Laufwerk, das 5 Prozent seiner entworfenen Schreib- und
Ldschzyklen verbraucht hat, meldet 95 Prozent verbleibende Abnutzung. Die Informationen zum

Laufwerksverschleiy werden vom System nicht automatisch aktualisiert. Sie kdnnen die Seite aktualisieren
oder schlieffen und neu laden, um die Informationen zu aktualisieren.

Typ

Der Laufwerkstyp. Der Typ kann entweder Block- oder Metadaten sein.



Finden Sie weitere Informationen

» "Dokumentation von SolidFire und Element Software

* "NetApp Element Plug-in fur vCenter Server"

Managen von Nodes

Managen von Nodes

Sie kdonnen SolidFire Storage und Fibre Channel Nodes uber die Seite Nodes auf der
Registerkarte Cluster verwalten.

Wenn ein neu hinzugefugter Node mehr als 50 % der gesamten Cluster-Kapazitat betragt, wird einige der
Kapazitaten dieses Node unbrauchbar (,ungenutzt) gemacht, sodass die Kapazitatsregel eingehalten wird.
Dies bleibt der Fall, bis mehr Storage hinzugefligt wird. Wenn ein sehr groer Node hinzugefiigt wird, der auch
die Kapazitatsregel nicht befolgt, kann der zuvor isolierte Node nicht mehr ungenutzt bleiben, wahrend der neu
hinzugefligte Node ungenutzt ist. Um dies zu vermeiden, sollte immer paarweise Kapazitat hinzugeftigt
werden. Wenn ein Node ungenutzt wird, ist ein geeigneter Cluster-Fehler zu werfen.

Weitere Informationen

Flgen Sie einem Cluster einen Node hinzu

Fugen Sie einem Cluster einen Node hinzu

Sie kdnnen einem Cluster Nodes hinzuftigen, wenn mehr Storage bendtigt wird oder
nach der Cluster-Erstellung. Nodes mussen die Erstkonfiguration erfordern, wenn sie
zum ersten Mal eingeschaltet sind. Nachdem der Node konfiguriert wurde, wird er in der
Liste der ausstehenden Nodes angezeigt und Sie kdnnen ihn einem Cluster hinzuflgen.

Die Softwareversion auf jedem Node in einem Cluster muss kompatibel sein. Wenn Sie einem Cluster einen
Node hinzufligen, installiert das Cluster nach Bedarf die Cluster-Version der NetApp Element Software auf
dem neuen Node.

Sie kénnen einem vorhandenen Cluster Nodes mit kleineren oder gréoReren Kapazitaten hinzufiigen. Sie
kénnen einem Cluster groRere Node-Kapazitaten hinzufigen, um eine Kapazitatssteigerung zu ermdglichen.
Grofiere Nodes, die zu einem Cluster mit kleineren Nodes hinzugefiigt werden, miissen paarweise hinzugefligt
werden. So kann Double Helix die Daten im Fall eines Ausfall eines der gréReren Nodes ausreichend
Speicherplatz verschieben. Einem gréReren Node-Cluster kdnnen kleinere Node-Kapazitaten hinzugefligt
werden, um die Performance zu verbessern.

Wenn ein neu hinzugefiigter Node mehr als 50 % der gesamten Cluster-Kapazitat betragt, wird
einige der Kapazitaten dieses Node unbrauchbar (,ungenutzt‘) gemacht, sodass die
Kapazitatsregel eingehalten wird. Dies bleibt der Fall, bis mehr Storage hinzugefligt wird. Wenn

@ ein sehr grof3er Node hinzugefigt wird, der auch die Kapazitatsregel nicht befolgt, kann der
zuvor isolierte Node nicht mehr ungenutzt bleiben, wahrend der neu hinzugefliigte Node
ungenutzt ist. Um dies zu vermeiden, sollte immer paarweise Kapazitat hinzugefliigt werden.
Wenn ein Node gestrandet wird, wird der stranddecacity-Cluster-Fehler geworfen.

"NetApp Video: Skalieren nach eigenen Regeln: Erweitern eines SolidFire-Clusters”
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Sie kdnnen NetApp HCI Appliances Nodes hinzufligen.

Schritte
1. Wahlen Sie Cluster > Knoten.

2. Klicken Sie auf Ausstehend, um die Liste der ausstehenden Knoten anzuzeigen.

Wenn der Vorgang zum Hinzufligen von Nodes abgeschlossen ist, werden diese in der Liste der aktiven
Nodes angezeigt. Bis dahin werden die ausstehenden Knoten in der Liste ,Ausstehend aktiv* angezeigt.

SolidFire installiert die Element Softwareversion des Clusters auf den ausstehenden Nodes, wenn Sie sie
einem Cluster hinzufiigen. Dies kann einige Minuten dauern.

3. Fuhren Sie einen der folgenden Schritte aus:

o Um einzelne Knoten hinzuzufligen, klicken Sie auf das Symbol Aktionen fiir den Knoten, den Sie
hinzufigen mochten.

> Um mehrere Knoten hinzuzufligen, aktivieren Sie das Kontrollkastchen der Knoten, die hinzugefiigt
werden sollen, und dann Massenaktionen. Hinweis: Wenn der Knoten, den Sie hinzufligen, eine
andere Version der Element-Software hat als die Version, die auf dem Cluster ausgefihrt wird,
aktualisiert der Cluster den Knoten asynchron auf die Version der Element-Software, die auf dem
Cluster-Master ausgeftihrt wird. Nach der Aktualisierung des Node wird er sich automatisch dem
Cluster hinzugefligt. Wahrend dieses asynchronen Prozesses befindet sich der Knoten im hangenden
Zustand aktiv.

4. Klicken Sie Auf Hinzufligen.

Der Node wird in der Liste der aktiven Nodes angezeigt.

Weitere Informationen

Node-Versionierung und -Kompatibilitat

Node-Versionierung und -Kompatibilitat

Die Node-Kompatibilitat basiert auf der auf einem Node installierten Version der Element
Software. Bei Element Software-basierten Storage-Clustern wird automatisch ein Node
zur Element Softwareversion im Cluster Image erstellt, wenn der Node und das Cluster
nicht kompatible Versionen aufweisen.

In der folgenden Liste werden die Signifikanzstufen der Softwareversion, aus der die Versionsnummer der
Element Software bestand, beschrieben:

* Major
Die erste Zahl bezeichnet eine Software-Version. Ein Node mit einer Hauptkomponentennummer kann
keinem Cluster mit Nodes einer anderen Major-Patch-Nummer hinzugefligt werden. Bei Nodes mit
gemischten Hauptversionen kann kein Cluster erstellt werden.

* Klein
Die zweite Zahl bezeichnet kleinere Software-Funktionen oder Verbesserungen an vorhandenen

Softwarefunktionen, die zu einer groferen Version hinzugefligt wurden. Diese Komponente wird innerhalb
einer Hauptversionskomponente erhéht, um anzugeben, dass diese inkrementelle Version nicht mit
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anderen inkrementellen Versionen von Element Software mit einer anderen kleineren Komponente
kompatibel ist. Beispielsweise ist 11.0 nicht mit 11.1 kompatibel und 11.1 nicht mit 11.2 kompatibel.

* Mikro

Die dritte Zahl bezeichnet einen kompatiblen Patch (inkrementelle Freigabe) firr die Element-
Softwareversion, die von den Hauptkomponenten dargestellt wird. Beispielsweise ist 11.0.1 kompatibel mit
11.0.2, und 11.0.2 ist kompatibel mit 11.0.3.

Major- und Minor-Versionsnummern mussen fir Kompatibilitat ibereinstimmen. Micronummern missen nicht
Ubereinstimmen, um Kompatibilitdt zu gewahrleisten.

Kapazitat des Clusters in einer gemischten Node-Umgebung

Sie konnen verschiedene Node-Typen in einem Cluster kombinieren. SF-Series 2405,
3010, 4805, 6010, 9605 9010, 19210, 38410 und H-Series kdnnen gleichzeitig in einem
Cluster eingesetzt werden.

Die H-Series besteht aus H610S-1, H610S-2, H610S-4 und H410S Nodes. Diese Nodes sind sowohl 10 GbE
als auch 25 GbE fahig.

Am besten durfen nicht verschlisselte und verschlisselte Nodes miteinander kombiniert werden. In einem
Cluster mit gemischten Nodes kann kein Node mehr als 33 % der gesamten Cluster-Kapazitat enthalten.
Beispielsweise ist in einem Cluster mit vier SF-Series 4805 Nodes der grofite Node, der allein hinzugefugt
werden kann, eine SF-Series 9605. Der Cluster-Kapazitatsschwellenwert wird anhand des potenziellen
Verlusts des grof3ten Node in dieser Situation berechnet.

Je nach Element Softwareversion werden die folgenden SF-Series Storage-Nodes nicht unterstitzt:

Beginnt mit... Storage-Node nicht unterstitzt...
Element 12.8 » SF4805

« SF9605

« SF19210

« SF38410

Element 12.7 » SF2405
- SF9608

Element 12.0 - SF3010
e SF6010
« SF9010

Wenn Sie versuchen, einen dieser Knoten auf eine nicht unterstlitzte Elementversion zu aktualisieren, wird
eine Fehlermeldung angezeigt, die besagt, dass der Knoten nicht von Element 12.x unterstitzt wird
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Zeigen Sie Node-Details an

Sie kdonnen Details fur einzelne Nodes wie Service-Tags, Laufwerkdetails und Grafiken
fur die Nutzung und Laufwerksstatistiken anzeigen. Die Seite Nodes der Registerkarte
Cluster enthalt die Spalte Version, in der Sie die Softwareversion jedes Node anzeigen
konnen.

Schritte
1. Klicken Sie Auf Cluster > Knoten.

2. Um die Details fur einen bestimmten Knoten anzuzeigen, klicken Sie auf das Symbol Aktionen fir einen
Knoten.

3. Klicken Sie Auf Details Anzeigen.
4. Uberpriifen Sie die Node-Details:

o

o

o

Knoten-ID: Die vom System generierte ID fir den Knoten.
Knotenname: Der Hostname des Knotens.
Knotenrolle: Die Rolle, die der Knoten im Cluster hat. Mogliche Werte:

= Cluster Master: Der Knoten, der clusterweite administrative Aufgaben ausfihrt und MVIP und SVIP
enthalt.

= Ensemble Node: Ein Knoten, der am Cluster teilnimmt. Je nach Clustergréfie gibt es entweder 3
oder 5 Ensemble-Knoten.

= Fibre Channel: Ein Node im Cluster.
Node Typ: Der Modelltyp des Knotens.
Aktive Laufwerke: Die Anzahl der aktiven Laufwerke im Knoten.

Knotenauslastung: Der Prozentsatz der Knotenauslastung basierend auf nodeHeat. Der angezeigte
Wert ist recentPrimaryTotalHeat als Prozentsatz. Verfligbar ab Element 12.8.

Management IP: Die Management-IP-Adresse (MIP), die dem Knoten fir 1GbE- oder 10GbE-
Netzwerkadministratoraufgaben zugewiesen wurde.

Cluster IP: Die Cluster IP (CIP) Adresse, die dem Knoten zugewiesen wurde, der fir die
Kommunikation zwischen Knoten im selben Cluster verwendet wurde.

Speicher-IP: Die Speicher-IP (SIP)-Adresse, die dem Knoten zugewiesen ist, der fur die iSCSI-
Netzwerkerkennung und den gesamten Datenverkehr im Datennetz verwendet wird.

Management VLAN ID: Die virtuelle ID fiir das Management Local Area Network.
Storage VLAN ID: Die virtuelle ID fur das Storage Local Area Network.

Version: Die Version der Software, die auf jedem Knoten ausgefihrt wird.

Replication Port: Der Port, der auf Knoten flir die Remote-Replikation verwendet wird.
Service-Tag: Die dem Knoten zugewiesene eindeutige Service-Tag-Nummer.

Benutzerdefinierte Schutzdomaéne: Die benutzerdefinierte Schutzdomane, die dem Knoten
zugewiesen ist.

Zeigen Sie Details zu Fibre Channel-Ports an

Sie konnen Details zu Fibre Channel-Ports, z. B. deren Status, ihr Name und ihre Port-
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Adresse, auf der Seite FC-Ports anzeigen.
Zeigen Sie Informationen zu den Fibre Channel-Ports an, die mit dem Cluster verbunden sind.

Schritte
1. Klicken Sie auf Cluster > FC-Ports.

2. Um Informationen auf dieser Seite zu filtern, klicken Sie auf Filter.
3. Uberpriifen Sie die Details:
o Knoten-ID: Der Knoten, der die Sitzung fir die Verbindung hostet.
o Knotenname: Vom System generierter Knotenname.
o Steckplatz: Steckplatznummer, wo sich der Fibre Channel-Port befindet.
o HBA-Port: Physischer Port am Fibre Channel Host Bus Adapter (HBA).
o WWNN: Der World Wide Node Name.
o WWPN: Der weltweite Zielname des Ports.
o Switch WWN: Der weltweite Name des Fibre Channel Switch.
o Port State: Aktueller Zustand des Ports.
> NPort-ID: Die Node-Port-ID auf der Fibre Channel Fabric.
o Geschwindigkeit: Die ausgehandelte Fibre Channel-Geschwindigkeit. Folgende Werte sind mdglich:
= 4 Gbit/s
= 8 Gbit/s
= 16 Gbit/s

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Managen Sie virtuelle Netzwerke

Managen Sie virtuelle Netzwerke

Durch das virtuelle Netzwerk im SolidFire Storage kann der Datenverkehr zwischen
mehreren Clients, die sich in separaten logischen Netzwerken befinden, mit einem
Cluster verbunden werden. Die Verbindungen zum Cluster werden im Netzwerk-Stack
durch VLAN-Tagging getrennt.

Weitere Informationen

* Flgen Sie ein virtuelles Netzwerk hinzu
+ Aktivieren Sie virtuelles Routing und Forwarding
» Bearbeiten eines virtuellen Netzwerks

* VRF-VLANSs bearbeiten
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» Loschen Sie ein virtuelles Netzwerk

Fugen Sie ein virtuelles Netzwerk hinzu

Sie konnen einer Cluster-Konfiguration ein neues virtuelles Netzwerk hinzufugen, um
eine mandantenfahige Umgebungsverbindung zu einem Cluster zu ermoglichen, auf dem
Element Software ausgefuhrt wird.

Was Sie benétigen

« |dentifizieren Sie den Block der IP-Adressen, der den virtuellen Netzwerken auf den Clusterknoten
zugewiesen wird.

* Geben Sie eine SVIP-Adresse (Storage-Netzwerk-IP) an, die als Endpunkt fir den gesamten NetApp
Element-Datenverkehr verwendet werden soll.

@ Fir diese Konfiguration missen Sie die folgenden Kriterien berlcksichtigen:

* Bei VLANS, die nicht VRF-aktiviert sind, missen sich Initiatoren in demselben Subnetz wie das SVIP
befinden.

* VLANS, die VRF-aktiviert sind, missen sich keine Initiatoren in demselben Subnetz wie die SVIP befinden
und Routing wird unterstitzt.

* Der Standard-SVIP erfordert keine Initiatoren, die sich im selben Subnetz wie der SVIP befinden, und
Routing wird unterstitzt.

Wenn ein virtuelles Netzwerk hinzugefligt wird, wird fiir jeden Node eine Schnittstelle erstellt und jeder benétigt
eine virtuelle Netzwerk-IP-Adresse. Die Anzahl der IP-Adressen, die Sie beim Erstellen eines neuen virtuellen
Netzwerks angeben, muss der Anzahl der Nodes im Cluster entsprechen oder grof3er sein. Virtuelle
Netzwerkadressen werden von einzelnen Nodes automatisch bereitgestellt und ihnen zugewiesen. Sie missen
den Nodes im Cluster keine virtuellen Netzwerkadressen manuell zuweisen.

Schritte
1. Klicken Sie Auf Cluster > Netzwerk.

2. Klicken Sie auf VLAN erstellen.
3. Geben Sie im Dialogfeld Neues VLAN Werte in die folgenden Felder ein:
o VLAN-Name
o VLAN-Tag
> SVIP
o Netzmaske
o (Optional) Beschreibung
4. Geben Sie die Starting IP-Adresse fir den IP-Adressbereich in IP-Adressblocken ein.

5. Geben Sie die GroRe des IP-Bereichs als Anzahl der IP-Adressen ein, die in den Block einbezogen
werden sollen.

6. Klicken Sie auf Einen Block hinzufiigen, um einen nicht kontinuierlichen Block von IP-Adressen fiir
dieses VLAN hinzuzuftgen.

7. Klicken Sie auf VLAN erstellen.

15



Details zum virtuellen Netzwerk anzeigen
Schritte
1. Klicken Sie Auf Cluster > Netzwerk.
2. Uberpriifen Sie die Details.
o ID: Eindeutige ID des VLAN-Netzwerks, das vom System zugewiesen wird.
o Name: Eindeutiger vom Benutzer zugewiesener Name fir das VLAN-Netzwerk.
o VLAN Tag: VLAN-Tag, der beim Erstellen des virtuellen Netzwerks zugewiesen wurde.
o SVIP: Speicher virtuelle IP-Adresse, die dem virtuellen Netzwerk zugewiesen ist.
o Netzmaske: Netzmaske fur dieses virtuelle Netzwerk.
o Gateway: Eindeutige IP-Adresse eines virtuellen Netzwerk-Gateways. VRF muss aktiviert sein.
o VRF aktiviert: Angabe, ob virtuelles Routing und Forwarding aktiviert ist oder nicht.

o Verwendete IPs: Der Bereich der virtuellen Netzwerk-IP-Adressen, die fur das virtuelle Netzwerk
verwendet werden.

Aktivieren Sie virtuelles Routing und Forwarding

Sie kdnnen virtuelles Routing und Forwarding (VRF) aktivieren, wodurch mehrere
Instanzen einer Routing-Tabelle in einem Router existieren und gleichzeitig arbeiten
konnen. Diese Funktion ist nur flir Speichernetzwerke verfligbar.

Sie kénnen VRF nur zum Zeitpunkt der Erstellung eines VLANs aktivieren. Wenn Sie wieder zu nicht-VRF
wechseln moéchten, missen Sie das VLAN I6schen und neu erstellen.

1. Klicken Sie Auf Cluster > Netzwerk.

2. Um VRF auf einem neuen VLAN zu aktivieren, wahlen Sie VLAN erstellen.

a. Geben Sie relevante Informationen fiir das neue VRF/VLAN ein. Siehe Hinzufligen eines virtuellen
Netzwerks.

b. Aktivieren Sie das Kontrollkastchen VRF aktivieren.
c. Optional: Geben Sie ein Gateway ein.
3. Klicken Sie auf VLAN erstellen.

Weitere Informationen

Flgen Sie ein virtuelles Netzwerk hinzu

Bearbeiten eines virtuellen Netzwerks

Sie konnen VLAN-Attribute wie VLAN-Name, Netzmaske und GroRe der IP-Adressblocke
andern. VLAN-Tag und SVIP kdnnen nicht fur ein VLAN geandert werden. Das Gateway-
Attribut ist kein gultiger Parameter fur nicht-VRF-VLANSs.

Wenn iSCSI-, Remote-Replikation- oder andere Netzwerksitzungen vorhanden sind, kann die Anderung
fehlschlagen.

Beim Verwalten der GroRe von VLAN-IP-Adressbereichen sollten Sie die folgenden Einschrankungen
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beachten:

+ Sie kénnen IP-Adressen nur aus dem urspringlichen IP-Adressbereich entfernen, der zum Zeitpunkt der

Erstellung des VLANs zugewiesen wurde.

+ Sie kdnnen einen IP-Adressblock entfernen, der nach dem urspriinglichen IP-Adressbereich hinzugefligt

wurde, aber Sie konnen einen IP-Adressenblock nicht durch Entfernen von IP-Adressen andern.

* Wenn Sie versuchen, IP-Adressen entweder aus dem anfanglichen IP-Adressbereich oder in einem IP-

Block zu entfernen, die von Nodes im Cluster verwendet werden, kann der Vorgang fehlschlagen.

« Sie kdnnen bestimmte nicht verwendete IP-Adressen nicht anderen Nodes im Cluster neu zuweisen.

Sie kdnnen einen IP-Adressblock hinzufligen, indem Sie wie folgt vorgehen:

1.

6.

Wahlen Sie Cluster > Netzwerk.

2. Wahlen Sie das Aktionen-Symbol flr das zu bearbeitende VLAN aus.
3. Wahlen Sie Bearbeiten.

4.
5

Geben Sie im Dialogfeld VLAN bearbeiten die neuen Attribute fir das VLAN ein.

. Wahlen Sie Einen Block hinzufiigen aus, um einen nicht kontinuierlichen Block mit IP-Adressen fir das

virtuelle Netzwerk hinzuzufiigen.

Wihlen Sie Anderungen Speichern.

Link zur Fehlerbehebung in KB-Artikeln

Link zu den Knowledge Base-Artikeln, um Hilfe bei der Fehlerbehebung bei der Verwaltung lhrer VLAN-IP-
Adressbereiche zu erhalten.

* "Doppelte IP-Warnung nach Hinzufiigen eines Speicherknoten in VLAN zu Element Cluster"

"So legen Sie fest, welche VLAN-IP-Adressen verwendet werden und welchen Knoten diese IP-Adressen
in Element zugewiesen sind"

VRF-VLANSs bearbeiten

Sie konnen VRF-VLAN-Attribute wie VLAN-Name, Netmask, Gateway und IP-
Adressblocke andern.

1.

Klicken Sie Auf Cluster > Netzwerk.

2. Klicken Sie auf das Aktionen-Symbol fir das zu bearbeitende VLAN.
3.
4
5

Klicken Sie Auf Bearbeiten.

. Geben Sie im Dialogfeld VLAN bearbeiten die neuen Attribute fir das VRF-VLAN ein.

. Klicken Sie Auf Anderungen Speichern.

Loschen Sie ein virtuelles Netzwerk

Sie kdnnen ein virtuelles Netzwerkobjekt entfernen. Sie mussen die Adressbldocke einem
anderen virtuellen Netzwerk hinzufugen, bevor Sie ein virtuelles Netzwerk entfernen.

1.
2.

Klicken Sie Auf Cluster > Netzwerk.

Klicken Sie auf das Symbol Aktionen fur das zu I6schende VLAN.
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3. Klicken Sie Auf Léschen.
4. Bestatigen Sie die Meldung.

Weitere Informationen

Bearbeiten eines virtuellen Netzwerks
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