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Managen von Nodes

Managen von Nodes

Sie können SolidFire Storage und Fibre Channel Nodes über die Seite Nodes auf der
Registerkarte Cluster verwalten.

Wenn ein neu hinzugefügter Node mehr als 50 % der gesamten Cluster-Kapazität beträgt, wird einige der
Kapazitäten dieses Node unbrauchbar („ungenutzt“) gemacht, sodass die Kapazitätsregel eingehalten wird.
Dies bleibt der Fall, bis mehr Storage hinzugefügt wird. Wenn ein sehr großer Node hinzugefügt wird, der auch
die Kapazitätsregel nicht befolgt, kann der zuvor isolierte Node nicht mehr ungenutzt bleiben, während der neu
hinzugefügte Node ungenutzt ist. Um dies zu vermeiden, sollte immer paarweise Kapazität hinzugefügt
werden. Wenn ein Node ungenutzt wird, ist ein geeigneter Cluster-Fehler zu werfen.

Weitere Informationen

Fügen Sie einem Cluster einen Node hinzu

Fügen Sie einem Cluster einen Node hinzu

Sie können einem Cluster Nodes hinzufügen, wenn mehr Storage benötigt wird oder
nach der Cluster-Erstellung. Nodes müssen die Erstkonfiguration erfordern, wenn sie
zum ersten Mal eingeschaltet sind. Nachdem der Node konfiguriert wurde, wird er in der
Liste der ausstehenden Nodes angezeigt und Sie können ihn einem Cluster hinzufügen.

Die Softwareversion auf jedem Node in einem Cluster muss kompatibel sein. Wenn Sie einem Cluster einen
Node hinzufügen, installiert das Cluster nach Bedarf die Cluster-Version der NetApp Element Software auf
dem neuen Node.

Sie können einem vorhandenen Cluster Nodes mit kleineren oder größeren Kapazitäten hinzufügen. Sie
können einem Cluster größere Node-Kapazitäten hinzufügen, um eine Kapazitätssteigerung zu ermöglichen.
Größere Nodes, die zu einem Cluster mit kleineren Nodes hinzugefügt werden, müssen paarweise hinzugefügt
werden. So kann Double Helix die Daten im Fall eines Ausfall eines der größeren Nodes ausreichend
Speicherplatz verschieben. Einem größeren Node-Cluster können kleinere Node-Kapazitäten hinzugefügt
werden, um die Performance zu verbessern.

Wenn ein neu hinzugefügter Node mehr als 50 % der gesamten Cluster-Kapazität beträgt, wird
einige der Kapazitäten dieses Node unbrauchbar („ungenutzt“) gemacht, sodass die
Kapazitätsregel eingehalten wird. Dies bleibt der Fall, bis mehr Storage hinzugefügt wird. Wenn
ein sehr großer Node hinzugefügt wird, der auch die Kapazitätsregel nicht befolgt, kann der
zuvor isolierte Node nicht mehr ungenutzt bleiben, während der neu hinzugefügte Node
ungenutzt ist. Um dies zu vermeiden, sollte immer paarweise Kapazität hinzugefügt werden.
Wenn ein Node gestrandet wird, wird der stranddecacity-Cluster-Fehler geworfen.

"NetApp Video: Skalieren nach eigenen Regeln: Erweitern eines SolidFire-Clusters"

Sie können NetApp HCI Appliances Nodes hinzufügen.

Schritte

1. Wählen Sie Cluster > Knoten.

1

https://www.youtube.com/embed/2smVHWkikXY?rel=0


2. Klicken Sie auf Ausstehend, um die Liste der ausstehenden Knoten anzuzeigen.

Wenn der Vorgang zum Hinzufügen von Nodes abgeschlossen ist, werden diese in der Liste der aktiven
Nodes angezeigt. Bis dahin werden die ausstehenden Knoten in der Liste „Ausstehend aktiv“ angezeigt.

SolidFire installiert die Element Softwareversion des Clusters auf den ausstehenden Nodes, wenn Sie sie
einem Cluster hinzufügen. Dies kann einige Minuten dauern.

3. Führen Sie einen der folgenden Schritte aus:

◦ Um einzelne Knoten hinzuzufügen, klicken Sie auf das Symbol Aktionen für den Knoten, den Sie
hinzufügen möchten.

◦ Um mehrere Knoten hinzuzufügen, aktivieren Sie das Kontrollkästchen der Knoten, die hinzugefügt
werden sollen, und dann Massenaktionen. Hinweis: Wenn der Knoten, den Sie hinzufügen, eine
andere Version der Element-Software hat als die Version, die auf dem Cluster ausgeführt wird,
aktualisiert der Cluster den Knoten asynchron auf die Version der Element-Software, die auf dem
Cluster-Master ausgeführt wird. Nach der Aktualisierung des Node wird er sich automatisch dem
Cluster hinzugefügt. Während dieses asynchronen Prozesses befindet sich der Knoten im hängenden
Zustand aktiv.

4. Klicken Sie Auf Hinzufügen.

Der Node wird in der Liste der aktiven Nodes angezeigt.

Weitere Informationen

Node-Versionierung und -Kompatibilität

Node-Versionierung und -Kompatibilität

Die Node-Kompatibilität basiert auf der auf einem Node installierten Version der Element
Software. Bei Element Software-basierten Storage-Clustern wird automatisch ein Node
zur Element Softwareversion im Cluster Image erstellt, wenn der Node und das Cluster
nicht kompatible Versionen aufweisen.

In der folgenden Liste werden die Signifikanzstufen der Softwareversion, aus der die Versionsnummer der
Element Software bestand, beschrieben:

• Major

Die erste Zahl bezeichnet eine Software-Version. Ein Node mit einer Hauptkomponentennummer kann
keinem Cluster mit Nodes einer anderen Major-Patch-Nummer hinzugefügt werden. Bei Nodes mit
gemischten Hauptversionen kann kein Cluster erstellt werden.

• Klein

Die zweite Zahl bezeichnet kleinere Software-Funktionen oder Verbesserungen an vorhandenen
Softwarefunktionen, die zu einer größeren Version hinzugefügt wurden. Diese Komponente wird innerhalb
einer Hauptversionskomponente erhöht, um anzugeben, dass diese inkrementelle Version nicht mit
anderen inkrementellen Versionen von Element Software mit einer anderen kleineren Komponente
kompatibel ist. Beispielsweise ist 11.0 nicht mit 11.1 kompatibel und 11.1 nicht mit 11.2 kompatibel.

• Mikro
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Die dritte Zahl bezeichnet einen kompatiblen Patch (inkrementelle Freigabe) für die Element-
Softwareversion, die von den Hauptkomponenten dargestellt wird. Beispielsweise ist 11.0.1 kompatibel mit
11.0.2, und 11.0.2 ist kompatibel mit 11.0.3.

Major- und Minor-Versionsnummern müssen für Kompatibilität übereinstimmen. Micronummern müssen nicht
übereinstimmen, um Kompatibilität zu gewährleisten.

Kapazität des Clusters in einer gemischten Node-
Umgebung

Sie können verschiedene Node-Typen in einem Cluster kombinieren. SF-Series 2405,
3010, 4805, 6010, 9605 9010, 19210, 38410 und H-Series können gleichzeitig in einem
Cluster eingesetzt werden.

Die H-Series besteht aus H610S-1, H610S-2, H610S-4 und H410S Nodes. Diese Nodes sind sowohl 10 GbE
als auch 25 GbE fähig.

Am besten dürfen nicht verschlüsselte und verschlüsselte Nodes miteinander kombiniert werden. In einem
Cluster mit gemischten Nodes kann kein Node mehr als 33 % der gesamten Cluster-Kapazität enthalten.
Beispielsweise ist in einem Cluster mit vier SF-Series 4805 Nodes der größte Node, der allein hinzugefügt
werden kann, eine SF-Series 9605. Der Cluster-Kapazitätsschwellenwert wird anhand des potenziellen
Verlusts des größten Node in dieser Situation berechnet.

Je nach Element Softwareversion werden die folgenden SF-Series Storage-Nodes nicht unterstützt:

Beginnt mit… Storage-Node nicht unterstützt…

Element 12.8 • SF4805

• SF9605

• SF19210

• SF38410

Element 12.7 • SF2405

• SF9608

Element 12.0 • SF3010

• SF6010

• SF9010

Wenn Sie versuchen, einen dieser Knoten auf eine nicht unterstützte Elementversion zu aktualisieren, wird
eine Fehlermeldung angezeigt, die besagt, dass der Knoten nicht von Element 12.x unterstützt wird

Zeigen Sie Node-Details an

Sie können Details für einzelne Nodes wie Service-Tags, Laufwerkdetails und Grafiken
für die Nutzung und Laufwerksstatistiken anzeigen. Die Seite Nodes der Registerkarte
Cluster enthält die Spalte Version, in der Sie die Softwareversion jedes Node anzeigen
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können.

Schritte

1. Klicken Sie Auf Cluster > Knoten.

2. Um die Details für einen bestimmten Knoten anzuzeigen, klicken Sie auf das Symbol Aktionen für einen
Knoten.

3. Klicken Sie Auf Details Anzeigen.

4. Überprüfen Sie die Node-Details:

◦ Knoten-ID: Die vom System generierte ID für den Knoten.

◦ Knotenname: Der Hostname des Knotens.

◦ Knotenrolle: Die Rolle, die der Knoten im Cluster hat. Mögliche Werte:

▪ Cluster Master: Der Knoten, der clusterweite administrative Aufgaben ausführt und MVIP und SVIP
enthält.

▪ Ensemble Node: Ein Knoten, der am Cluster teilnimmt. Je nach Clustergröße gibt es entweder 3
oder 5 Ensemble-Knoten.

▪ Fibre Channel: Ein Node im Cluster.

◦ Node Typ: Der Modelltyp des Knotens.

◦ Aktive Laufwerke: Die Anzahl der aktiven Laufwerke im Knoten.

◦ Knotenauslastung: Der Prozentsatz der Knotenauslastung basierend auf nodeHeat. Der angezeigte
Wert ist recentPrimaryTotalHeat als Prozentsatz. Verfügbar ab Element 12.8.

◦ Management IP: Die Management-IP-Adresse (MIP), die dem Knoten für 1GbE- oder 10GbE-
Netzwerkadministratoraufgaben zugewiesen wurde.

◦ Cluster IP: Die Cluster IP (CIP) Adresse, die dem Knoten zugewiesen wurde, der für die
Kommunikation zwischen Knoten im selben Cluster verwendet wurde.

◦ Speicher-IP: Die Speicher-IP (SIP)-Adresse, die dem Knoten zugewiesen ist, der für die iSCSI-
Netzwerkerkennung und den gesamten Datenverkehr im Datennetz verwendet wird.

◦ Management VLAN ID: Die virtuelle ID für das Management Local Area Network.

◦ Storage VLAN ID: Die virtuelle ID für das Storage Local Area Network.

◦ Version: Die Version der Software, die auf jedem Knoten ausgeführt wird.

◦ Replication Port: Der Port, der auf Knoten für die Remote-Replikation verwendet wird.

◦ Service-Tag: Die dem Knoten zugewiesene eindeutige Service-Tag-Nummer.

◦ Benutzerdefinierte Schutzdomäne: Die benutzerdefinierte Schutzdomäne, die dem Knoten
zugewiesen ist.
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