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Richten Sie ein Cluster mit Storage-Nodes ein

Konfigurieren Sie einen Storage-Node

Sie mussen einzelne Nodes konfigurieren, bevor Sie sie einem Cluster hinzufliigen
konnen. Nachdem Sie einen Knoten in einer Rack-Einheit installiert und verkabeln und
einschalten, kdnnen Sie die Knotennetzwerkeinstellungen tber die Ul pro Node oder die
Node Terminal User Interface (TUI) konfigurieren. Stellen Sie sicher, dass Sie Uber die
erforderlichen Netzwerkkonfigurationsinformationen fur den Node verfugen, bevor Sie
fortfahren.

Es gibt zwei Optionen fir die Konfiguration von Speicher-Nodes:

» Ul pro Node: Verwenden Sie die Benutzeroberflache pro Knoten.
(https://<node management IP>:442)um die Knotennetzwerkeinstellungen zu konfigurieren.

* TUI: Verwenden Sie die Node Terminal User Interface (TUI), um den Knoten zu konfigurieren.

Sie kdnnen einem Cluster keinen Node mit DHCP-zugewiesenen IP-Adressen hinzufiigen. Uber die DHCP-IP-
Adresse kdnnen Sie den Node zunachst in der Ul, der TUI oder der API pro Node konfigurieren. Wahrend
dieser Erstkonfiguration kdnnen Sie statische IP-Adressinformationen hinzufiigen, damit Sie den Node zu
einem Cluster hinzufiigen kénnen.

Nach der Erstkonfiguration kbnnen Sie mit der Management-IP-Adresse des Node auf den Node zugreifen.
Anschlief3end kdnnen Sie die Node-Einstellungen andern, zu einem Cluster hinzufligen oder einen Cluster mit
dem Node erstellen. Zudem kdnnen Sie mithilfe von Element Software-API-Methoden einen neuen Node
konfigurieren.

Ab Element Version 11.0 konnen Nodes mit IPv4, IPv6 oder beiden Adressen fir ihr
Managementnetzwerk konfiguriert werden. Dies gilt sowohl fir Storage-Nodes als auch fur

@ Management-Nodes, mit Ausnahme von Management-Node 11.3 und hoher, der IPv6 nicht
unterstitzt. Wenn Sie ein Cluster erstellen, kann fir das MVIP nur eine einzelne IPv4- oder
IPv6-Adresse verwendet werden, und der entsprechende Adresstyp muss auf allen Knoten
konfiguriert werden.

Konfigurieren Sie einen Storage-Node uiber die Ul pro Node

Sie kénnen Nodes uber die Benutzeroberflache pro Node konfigurieren.

Uber diese Aufgabe
+ Sie kdnnen den Node so konfigurieren, dass er eine IPv4- oder eine IPv6-Adresse hat.

+ Sie bendtigen die in der TUI angezeigte DHCP-Adresse, um auf einen Knoten zugreifen zu kénnen. Sie
kénnen einem Cluster keine DHCP-Adressen verwenden, um einen Node hinzuzufiigen.


https://<node_management_IP>:442

Sie sollten die Management-Schnittstellen (Bond1G) und Storage-Schnittstellen (Bond10G)
fur separate Subnetze konfigurieren. Bond1G- und Bond10G-Schnittstellen fur dasselbe
Subnetz verursachen Routing-Probleme, wenn Storage Traffic tGber die Bond1G-

@ Schnittstelle gesendet wird. Wenn Sie dasselbe Subnetz fur Management und Storage-
Verkehr verwenden mussen, konfigurieren Sie den Management-Traffic manuell, um die
Bond10G-Schnittstelle zu verwenden. Dies kdnnen Sie fur jeden Knoten mithilfe der
Cluster-Einstellungen-Seite der Pro-Node-Benutzeroberflache tun.

Schritte

1.
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10.

Geben Sie in einem Browser-Fenster die DHCP-IP-Adresse eines Node ein.

Sie mussen die Erweiterung hinzufigen. : 442 um auf den Knoten zuzugreifen; zum Beispiel
“https://172.25.103.6:442 Die

Die Registerkarte Network Settings wird mit dem Abschnitt Bond1G geoffnet.

Geben Sie die 1G-Verwaltungsnetzwerkeinstellungen ein.

Klicken Sie Auf Anderungen Ubernehmen.

Klicken Sie auf Bond10G, um die Einstellungen des 10G-Speichernetzwerks anzuzeigen.
Geben Sie die Einstellungen fir das 10G-Speichernetzwerk ein.

Klicken Sie Auf Anderungen Ubernehmen.

Klicken Sie Auf Cluster-Einstellungen.

Geben Sie den Hostnamen fur das 10G-Netzwerk ein.

Geben Sie den Cluster-Namen ein.

Dieser Name muss der Konfiguration fir alle Nodes hinzugefiigt werden, bevor ein Cluster
erstellt werden kann. Alle Nodes in einem Cluster missen identische Cluster-Namen
aufweisen. Bei Cluster-Namen wird die Gro3-/Kleinschreibung bericksichtigt.

Klicken Sie Auf Anderungen Ubernehmen.

Konfigurieren Sie liber die TUI einen Storage-Node

Uber die Terminal User Interface (TUI) kénnen Sie die Erstkonfiguration neuer Knoten vornehmen.

Sie sollten die Bond1G (Management)- und Bond10G (Storage)-Schnittstellen flr separate Subnetze
konfigurieren. Bond1G- und Bond10G-Schnittstellen fir dasselbe Subnetz verursachen Routing-Probleme,
wenn Storage Traffic Uber die Bond1G-Schnittstelle gesendet wird. Wenn Sie dasselbe Subnetz fir
Management und Storage-Verkehr verwenden missen, konfigurieren Sie den Management-Traffic manuell,
um die Bond10G-Schnittstelle zu verwenden. Dies kdnnen Sie flr jeden Knoten mithilfe der Seite Cluster >
Knoten der Element-Benutzeroberflache tun.

Schritte

1.

SchlieRen Sie eine Tastatur und einen Monitor an den Knoten an, und schalten Sie den Knoten ein.

Das NetApp Storage Main Menu der TUI erscheint auf dem tty1 Terminal.



Wenn der Knoten den Konfigurationsserver nicht erreichen kann, zeigt die TUI eine
@ Fehlermeldung an. Uberpriifen Sie die Verbindung des Konfigurationsservers oder die
Netzwerkverbindung, um den Fehler zu beheben.

2. Wahlen Sie Netzwerk > Netzwerkkonfiguration.

Um durch das MenU zu navigieren, driicken Sie die nach-oben- oder nach-unten-Taste. Um

zu einer anderen Schaltflache oder zu den Feldern von den Schaltflachen zu wechseln,
driicken Sie Tab. Um zwischen Feldern zu navigieren, verwenden Sie die nach-oben- oder
nach-unten-Pfeiltasten.

3. Wahlen Sie Bond1G (Management) oder Bond10G (Storage) aus, um die 1G- und 10G-
Netzwerkeinstellungen flr den Node zu konfigurieren.

4. Dricken Sie fir die Felder ,Bond Mode“ und ,Status” die Taste Tab, um die Schaltflache ,Hilfe"
auszuwahlen und die verfligbaren Optionen zu ermitteln.

Alle Nodes in einem Cluster missen identische Cluster-Namen aufweisen. Bei Cluster-Namen wird die
Grol3-/Kleinschreibung bericksichtigt. Wenn im Netzwerk ein DHCP-Server mit verfigbaren IP-Adressen
ausgefuhrt wird, wird im Feld Adresse die 1-GbE-Adresse angezeigt.

5. Driicken Sie Tab, um die OK-Taste auszuwahlen und die Anderungen zu speichern.

Der Node wird in einen ausstehenden Status versetzt, und er kann einem vorhandenen oder einem neuen
Cluster hinzugefligt werden.

Weitere Informationen

* "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Erstellen eines Storage-Clusters

Sie kdnnen ein Storage-Cluster erstellen, nachdem Sie alle einzelnen Nodes konfiguriert
haben. Wenn Sie ein Cluster erstellen, wird automatisch ein Cluster-Administrator-
Benutzerkonto fur Sie erstellt. Der Clusteradministrator verfugt Gber die Berechtigung
zum Verwalten aller Clusterattribute und kann andere Cluster-Administratorkonten
erstellen.

Was Sie bendtigen
+ Sie haben den Management-Node installiert.

* Sie haben alle einzelnen Nodes konfiguriert.

Uber diese Aufgabe

Wahrend der Konfiguration eines neuen Node werden jedem Node 1-GB- oder 10-GB-Management-I1P-
Adressen (MIP) zugewiesen. Sie missen eine der bei der Konfiguration erstellten Node-IP-Adressen
verwenden, um die Seite Neues Cluster erstellen zu 6ffnen. Die verwendete IP-Adresse hangt vom Netzwerk
ab, das Sie fir das Cluster-Management ausgewahlt haben.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Wenn Sie Cluster-weit aktivieren méchten "Softwareverschlisselung fir Daten im Ruhezustand”
Bei SolidFire All-Flash-Storage-Clustern missen Sie dies wahrend der Cluster-Erstellung tun.
Ab Element 12.5 mussen Sie wahrend der Cluster-Erstellung in der Ul ,Cluster erstellen” die
Softwareverschlisselung im Ruhezustand aktivieren. Fur Element 12.3.x und friher missen Sie

@ den Cluster mithilfe der erstellen "CreateCluster erstellen” API-Methode und &ndern Sie den
enableSoftwareVerschlisselungAtRest-Parameter in true. Nachdem die
Softwareverschlisselung im Ruhezustand auf dem Cluster aktiviert wurde, kann sie nicht
deaktiviert werden. Das konnen Sie "Aktivieren und deaktivieren Sie" Hardwarebasierte
Verschlisselung fur Daten im Ruhezustand nach der Cluster-Erstellung

Beim Erstellen eines neuen Clusters mussen folgende Aspekte berticksichtigt werden:

* Wenn Sie Storage-Nodes in einem gemeinsam genutzten Chassis nutzen, sollte
@ moglicherweise der Entwurf fiir eine Ausfallsicherung auf Chassis-Ebene mithilfe der
Schutz-Domanen-Funktion in Betracht gezogen werden.

* Wenn ein freigegebenes Gehause nicht verwendet wird, kdnnen Sie ein benutzerdefiniertes
Schutz-Domain-Layout definieren.

Schritte

1. Geben Sie in einem Browser-Fenster ein https://MIP: 443, Wobei MIP die Management-Node-IP-
Adresse ist.

2. Geben Sie unter Erstellen eines neuen Clusters die folgenden Informationen ein:

o Management-VIP: Routingfahige virtuelle IP im 1-GbE- oder 10-GbE-Netzwerk fiir Netzwerk-
Management-Aufgaben.

@ Sie konnen ein neues Cluster mit einer IPv4- oder IPv6-Adresse erstellen.
o ISCSI (Storage) VIP: Virtuelle IP im 10-GbE-Netzwerk fir Storage und iSCSI-Erkennung.

@ Sie kdnnen den MVIP-, SVIP- oder Cluster-Namen nicht andern, nachdem Sie den
Cluster erstellt haben.

o Benutzername: Der primare Clusteradministrator-Benutzername fir authentifizierten Zugriff auf das
Cluster. Sie missen den Benutzernamen fiir die zukinftige Referenz speichern.

@ Sie konnen Grof3- und Kleinbuchstaben, Sonderzeichen und Ziffern fir den
Benutzernamen und das Passwort verwenden.

o Passwort: Passwort fur authentifizierten Zugriff auf das Cluster. Sie missen das Kennwort fiir die
spatere Referenz speichern. StandardmaRig ist die zwei-Wege-Datensicherung aktiviert. Sie kbnnen
diese Einstellung nicht andern.

3. Lesen Sie die Endbenutzer-Lizenzvereinbarung und wahlen Sie Ich stimme zu.

4. Optional: Stellen Sie in der Liste Knoten sicher, dass die Kontrollkastchen fir Knoten, die nicht im Cluster
enthalten sein sollen, nicht ausgewahit sind.

5. Wahlen Sie Cluster Erstellen.
Das System kann je nach Anzahl der Nodes im Cluster mehrere Minuten dauern, bis der Cluster erstellt

wurde. In einem ordnungsgemalfd konfigurierten Netzwerk sollte ein kleines Cluster mit finf Nodes weniger
als eine Minute dauern. Nach dem Erstellen des Clusters wird das Fenster Erstellen eines neuen Clusters


https://docs.netapp.com/de-de/element-software/concepts/concept_solidfire_concepts_security.html#encryption-at-rest-software
https://docs.netapp.com/de-de/element-software/api/reference_element_api_createcluster.html
https://docs.netapp.com/de-de/element-software/storage/task_system_manage_cluster_enable_and_disable_encryption_for_a_cluster.html

an die MVIP-URL-Adresse fir den Cluster umgeleitet und die Element-Ul angezeigt.

Finden Sie weitere Informationen

+ "Storage-Management mit der Element API"

» "Dokumentation von SolidFire und Element Software

* "NetApp Element Plug-in fur vCenter Server"

Greifen Sie auf die Benutzeroberflache der Element
Software zu

Sie kénnen Uber die Management Virtual IP (MVIP)-Adresse des primaren Cluster-
Knotens auf die Element-Ul zugreifen.

Sie mussen sicherstellen, dass Popup-Blocker und NoScript-Einstellungen in Ihrem Browser deaktiviert sind.

Je nach Konfiguration wahrend der Cluster-Erstellung kénnen Sie Gber IPv4- und IPv6-Adressen auf die Ul
zugreifen.

Schritte
1. Folgenden Optionen wahlbar:

° IPv6: Geben Sie ein https://[IPv6 MVIP address]. Beispiel:
https://[fd20:8ble:b256:45a::1234]/

° |Pv4: Geben Sie ein https://[IPv4d MVIP address]. Beispiel:
https://10.123.456.789/

2. Geben Sie fur DNS den Hostnamen ein.

3. Klicken Sie durch alle Authentifizierungszertifikatmeldungen.

Finden Sie weitere Informationen

* "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fur vCenter Server"

Fugen Sie Laufwerke zu einem Cluster hinzu

Wenn Sie dem Cluster einen Node hinzufigen oder neue Laufwerke in einem
vorhandenen Node installieren, werden die Laufwerke automatisch nach Verfugbarkeit
registriert. Sie missen die Laufwerke zum Cluster entweder Uber die Element-Ul oder
-API hinzufugen, bevor sie am Cluster teilnehmen konnen.


https://docs.netapp.com/de-de/element-software/api/concept_element_api_about_the_api.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Laufwerke werden in der Liste Verfiigbare Laufwerke nicht angezeigt, wenn folgende Bedingungen vorliegen:

» Laufwerke befinden sich im Status ,aktiv’, ,Entfernen®, ,L6schen” oder ,Fehlgeschlagen®.

* Der Knoten, von dem das Laufwerk Teil ist, befindet sich im Status ,Ausstehend®.

Schritte
1. Wahlen Sie in der Element-Benutzeroberflache Cluster > Laufwerke aus.
2. Klicken Sie auf verfiigbar, um die Liste der verfiigbaren Laufwerke anzuzeigen.

3. Fuhren Sie einen der folgenden Schritte aus:

o Um einzelne Laufwerke hinzuzuflgen, klicken Sie auf das Aktionen -Symbol fir das Laufwerk, das Sie
hinzufigen moéchten, und klicken Sie auf Hinzufiligen.

o Um mehrere Laufwerke hinzuzufligen, aktivieren Sie die Kontrollkastchen der Laufwerke, die
hinzugefligt werden sollen, klicken Sie auf Massenaktionen und klicken Sie auf Hinzufiigen.

== Find more information

* https://docs.netapp.com/us—-en/element-software/index.html [SolidFire
and Element Software Documentation]

* https://docs.netapp.com/us-en/vcp/index.html [NetApp Element Plug-in
for vCenter Server”]
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