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Storage-Nodes: Dienstprogramme pro Node
unterstutzen

Storage-Nodes: Dienstprogramme pro Node unterstutzen

Sie konnen die Dienstprogramme pro Node verwenden, um Netzwerkprobleme zu
beheben, wenn die Standard-Monitoring-Tools der NetApp Element-Software nicht
genugend Informationen zur Fehlerbehebung enthalten. Dienstprogramme pro Node
bieten spezifische Informationen und Tools, die Sie bei der Fehlerbehebung bei
Netzwerkproblemen zwischen Nodes oder mit dem Management-Node unterstutzen.

Weitere Informationen

+ Uber die Ul pro Node kénnen Sie auf Einstellungen pro Node zugreifen

* Details zu den Netzwerkeinstellungen in der Benutzeroberflache pro Node
* Details zu den Cluster-Einstellungen erhalten Sie tber die Ul pro Node

* FUhren Sie Systemtests Uber die Ul pro Node aus

» Fuhren Sie Systemdienstprogramme Uber die Ul pro Node aus

Uber die Ul pro Node kénnen Sie auf Einstellungen pro
Node zugreifen

Nach Eingabe der Management-Node-IP und Authentifizierung haben Sie in der
Benutzeroberflache per Node Zugriff auf Netzwerkeinstellungen, Cluster-Einstellungen
sowie Systemtests und Dienstprogramme.

Wenn Sie die Einstellungen fir einen Node in einem aktiven Status andern méchten, der Teil eines Clusters ist,
mussen Sie sich als Cluster-Administrator-Benutzer einloggen.

Sie sollten Nodes jeweils einzeln konfigurieren oder andern. Sie sollten sicherstellen, dass die
angegebenen Netzwerkeinstellungen den erwarteten Effekt haben und dass das Netzwerk stabil
und gut funktioniert, bevor Sie Anderungen an einem anderen Node vornehmen.

1. Offnen Sie die Ul pro Node mit einer der folgenden Methoden:

o Geben Sie die Management-IP-Adresse gefolgt von :442 in einem Browser-Fenster ein, und melden
Sie sich mit einem Admin-Benutzernamen und -Passwort an.

o Wahlen Sie in der Element Ul Cluster > Nodes aus und klicken Sie auf den Link Management-IP-
Adresse fur den Knoten, den Sie konfigurieren oder andern méchten. Im gedffneten Browser-Fenster
kénnen Sie die Einstellungen des Node bearbeiten.
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Details zu den Netzwerkeinstellungen in der
Benutzeroberflache pro Node

Sie konnen die Netzwerkeinstellungen des Storage-Nodes andern, um dem Node einen
neuen Satz an Netzwerkattributen zuzuweisen.

Die Netzwerkeinstellungen eines Speicherknotens kénnen Sie auf der Seite Netzwerkeinstellungen
einsehen, nachdem Sie sich beim Knoten angemeldet haben. (https://<node IP>:442/hcc/node/
network-settings). Sie kbnnen entweder die Einstellungen Bond1G (Verwaltung) oder Bond10G
(Speicherung) auswahlen. Die folgende Liste beschreibt die Einstellungen, die Sie andern kénnen, wenn sich
ein Speicherknoten im Status ,Verfligbar®, ,Ausstehend” oder ,Aktiv“ befindet:
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* Methode
Die Methode zum Konfigurieren der Schnittstelle. Mogliche Methoden:

o Loopback: Wird verwendet, um die IPv4-Loopback-Schnittstelle zu definieren.

o Manuell: Wird verwendet, um Schnittstellen zu definieren, fir die keine Konfiguration standardmafig
erfolgt.

o dhcp: Wird verwendet, um eine IP-Adresse uber DHCP zu erhalten.
o Statisch: Zur Definition von Ethernet-Schnittstellen mit statisch zugewiesenen IPv4-Adressen.

* Verbindungsgeschwindigkeit
Die von der virtuellen NIC ausgehandelte Geschwindigkeit.
* * |[Pv4-Adresse*
Die IPv4-Adresse fur das ethO-Netzwerk.
* IPv4-Subnetzmaske
Adressbereiche des |IPv4-Netzwerks.
* * |Pv4 Gateway-Adresse*
Netzwerkadresse des Routers fir das Senden von Paketen aus dem lokalen Netzwerk.
* * |[Pv6-Adresse*
Die IPv6-Adresse fiur das ethO-Netzwerk.
* * |Pv6 Gateway-Adresse*
Netzwerkadresse des Routers fur das Senden von Paketen aus dem lokalen Netzwerk.
*« MTU

Grolite PaketgroRRe, die ein Netzwerkprotokoll Gbertragen kann. Muss groRRer als oder gleich 1500 sein.
Wenn Sie eine zweite Speicher-NIC hinzufiigen, sollte der Wert 9000 sein.

* DNS-Server

Fir die Cluster-Kommunikation verwendete Netzwerkschnittstelle.
* Doméanen Suchen

Suche nach zusatzlichen MAC-Adressen, die dem System zur Verfiigung stehen.
* Bond-Modus

Dies kann einer der folgenden Modi sein:

> ActivePassive (Standard)
> ALB
o LACP



 Status
Méogliche Werte:

o UpAndRunning
o Runter
> Hoch

* Virtual Network Tag

Das Tag wurde beim Erstellen des virtuellen Netzwerks zugewiesen.
* Routen

Statische Routen zu bestimmten Hosts oder Netzwerken Uber die zugewiesene Schnittstelle, die die
Routen fur die Verwendung konfiguriert sind.

Details zu den Cluster-Einstellungen erhalten Sie uber die
Ul pro Node

Sie konnen die Cluster-Einstellungen fur einen Storage-Node nach der Cluster-
Konfiguration Uberprufen und den Node-Hostnamen andern.

Die folgende Liste beschreibt die Clustereinstellungen flir einen Speicherknoten, der auf der Seite
Clustereinstellungen der Benutzeroberflache pro Knoten angegeben ist. (https://<node IP>:442/hcc/
node/cluster-settings).

* * Rolle*
Rolle, die der Node im Cluster hat. Mogliche Werte:

o Storage: Storage oder Fibre Channel-Node
o Management: Node ist ein Management-Node.

* Hostname
Der Name des Node.
 * Cluster*
Der Name des Clusters.
* Cluster Mitgliedschaft
Status des Node. Mdgliche Werte:

o Verflgbar: Der Node ist keinem Cluster-Namen zugeordnet und ist noch nicht Teil eines Clusters.

o Ausstehend: Der Node ist konfiguriert und kann einem bestimmten Cluster hinzugefligt werden. Fir
den Zugriff auf den Node ist keine Authentifizierung erforderlich.

o PendingActive: Das System installiert gerade kompatible Software auf dem Knoten. Nach Abschluss
der Migration wird der Node in den Status ,aktiv“ verschoben.
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o Aktiv: Der Knoten nimmt an einem Cluster Teil. Zum Andern des Node ist eine Authentifizierung
erforderlich.

* Version

Version der Element Software, die auf dem Node ausgefiihrt wird
* Ensemble

Knoten, die Teil des Datenbankensembles sind.
* Knoten-ID

ID wird zugewiesen, wenn dem Cluster ein Node hinzugefligt wird.
 * Clusterschnittstelle*

Fir die Cluster-Kommunikation verwendete Netzwerkschnittstelle.
* Management-Schnittstelle

Management-Netzwerkschnittstelle. Dies ist standardmaRig Bond1G, kann aber auch Bond10G
verwenden.

« Storage-Schnittstelle
Storage-Netzwerk-Schnittstelle mit Bond10G.
* Verschliisselungsfahig

Gibt an, ob der Node die Laufwerkverschlisselung unterstutzt.

Fuhren Sie Systemtests uber die Ul pro Node aus

Sie kénnen Anderungen an den Netzwerkeinstellungen testen, nachdem Sie sie zur
Netzwerkkonfiguration ubergeben haben. Sie konnen die Tests durchfuhren, um
sicherzustellen, dass der Storage-Node stabil ist und ohne Probleme online geschaltet
werden kann.

Sie haben sich bei der Ul pro Node fiir den Storage-Node angemeldet.

1. Klicken Sie Auf Systemtests.

2. Klicken Sie neben dem Test, den Sie ausfilhren mochten, auf Test ausfiihren oder wahlen Sie Alle Tests
ausfiihren.

@ Alle Testvorgange konnen zeitaufwandig sein und sollten nur Richtung NetApp Support
ausgefuhrt werden.

> Angeschlossenes Ensemble Testen

Testet und Uberprift die Verbindung zu einem Datenbankensemble. Standardmafig verwendet der
Test das Ensembile fiir den Cluster, dem der Knoten zugeordnet ist. Alternativ kdnnen Sie auch ein
anderes Ensemble zur Prifung der Konnektivitat bereitstellen.



o * Testen Sie Connect Mvip*
Sendet eine Pings der angegebenen MVIP-Adresse (Management Virtual IP) und fihrt dann einen
einfachen API-Aufruf an das MVIP aus, um die Konnektivitat zu Gberprifen. StandardmaRig verwendet
der Test das MVIP fir das Cluster, dem der Node zugeordnet ist.

o * Testen Sie Connect Svip*
Pings der angegebenen virtuellen Speicher-IP-Adresse (SVIP) mit ICMP-Paketen (Internet Control
Message Protocol), die mit der auf dem Netzwerkadapter festgelegten Maximum Transmission Unit
(MTU)-GroRe Ubereinstimmen. Er stellt dann eine Verbindung zum SVIP als iSCSI-Initiator her.
StandardmaRig verwendet der Test das SVIP fur das Cluster, dem der Node zugeordnet ist.

o Hardware-Konfiguration Testen
Testet die Richtigkeit aller Hardware-Konfigurationen, validiert die richtigen Firmware-Versionen und

bestatigt, dass alle Laufwerke installiert und ordnungsgemaf ausgefiihrt werden. Dies ist das gleiche
wie bei den werkseitigen Tests.

@ Dieser Test ist ressourcenintensiv und sollte nur auf Anfrage des NetApp Supports
ausgefuhrt werden.

o * Testen Sie Lokale Konnektivitat*

Testet die Verbindung zu allen anderen Knoten im Cluster, indem an jeden Knoten die Cluster-IP (CIP)
pinging. Dieser Test wird nur auf einem Node angezeigt, wenn der Node Teil eines aktiven Clusters ist.

o Test Lokalisieren Cluster
Uberpriift, ob der Node das in der Cluster-Konfiguration angegebene Cluster finden kann.

o Netzwerk-Konfiguration Testen
Stellt sicher, dass die konfigurierten Netzwerkeinstellungen mit den im System verwendeten
Netzwerkeinstellungen Ubereinstimmen. Dieser Test dient nicht zur Erkennung von Hardwarefehlern,
wenn ein Node aktiv an einem Cluster teilnimmt.

o Ping Testen

Gibt eine angegebene Liste von Hosts aus oder, wenn keine angegeben werden, erstellt dynamisch
eine Liste aller registrierten Nodes im Cluster und pings flr einfache Konnektivitat.

> Remote-Verbindung Testen
Testet die Verbindung zu allen Knoten in Remote-gekoppelten Clustern durch Ping-Signal der Cluster-

IP (CIP) an jedem Knoten. Dieser Test wird nur auf einem Node angezeigt, wenn der Node Teil eines
aktiven Clusters ist.

Fuhren Sie Systemdienstprogramme uber die Ul pro Node
aus

Uber die Ul pro Node kann der Storage-Node Supportpakete erstellen oder I6schen,
Konfigurationseinstellungen fur Laufwerke zurtcksetzen und Netzwerk- oder Cluster-



Services neu starten.

Sie haben sich bei der Ul pro Node fiir den Storage-Node angemeldet.

1. Klicken Sie Auf Systemdienstprogramme.

2. Klicken Sie auf die Schaltflache fur das Systemdienstprogramm, das Sie ausfiihren mdchten.

o

o

o

Steuerleistung

Neubooten, aus- und wieder einschalten oder den Node herunterfahren.
@ Dieser Vorgang flihrt zu einem voribergehenden Verlust der Netzwerkverbindung.

Geben Sie die folgenden Parameter an:

= Aktion: Optionen umfassen Neustart und Anhalten (Ausschalten).
= Aufwachsverzogerung: Alle zusatzlichen Zeit, bevor der Node wieder online geht.

Node Logs Sammeln
Erstellt ein Supportpaket unter dem Verzeichnis /tmp/Bundles des Node.
Geben Sie die folgenden Parameter an:

= Bundle-Name: Eindeutiger Name fiir jedes erstellte Support-Bundle. Wenn kein Name angegeben
wird, werden ,Supportbundle® und der Node-Name als Dateiname verwendet.

= Zusatzliche Args: Dieser Parameter wird dem skript sf_Make_Support_Bundle zugefiihrt. Dieser
Parameter sollte nur auf Anfrage des NetApp Support verwendet werden.

= Timeout sec: Geben Sie die Anzahl der Sekunden an, die auf jede einzelne Ping-Antwort warten
sollen.

Node Logs Loschen

Loscht alle aktuellen Supportpakete auf dem Knoten, die mit Cluster Support Bundle erstellen oder
der CreateSupportBundle API-Methode erstellt wurden.

Laufwerke Zuriicksetzen

Initialisiert die Laufwerke und entfernt alle auf dem Laufwerk vorhandenen Daten. Sie kdnnen das
Laufwerk in einem vorhandenen Knoten oder einem aktualisierten Knoten wiederverwenden.

Geben Sie den folgenden Parameter an:

= Laufwerke: Liste der Geratenamen (keine Fahrerkennungen) zum Zurlcksetzen.

Netzwerk-Konfiguration Zuriicksetzen

Unterstitzt die Behebung von Netzwerkkonfigurationsproblemen fiir einen einzelnen Knoten und setzt
die Netzwerkkonfiguration eines einzelnen Knotens auf die Werkseinstellungen zurtck.

Knoten Zuriicksetzen

Setzt einen Knoten auf die Werkseinstellungen zuriick. Alle Daten werden entfernt, die
Netzwerkeinstellungen fiir den Node jedoch wahrend dieses Vorgangs erhalten. Nodes kdnnen nur
zurlickgesetzt werden, wenn sie einem Cluster nicht zugewiesen sind und sich im verfligbaren Status



befinden.

@ Bei Verwendung dieser Option werden alle Daten, Pakete (Software-Upgrades),
Konfigurationen und Protokolldateien vom Knoten geléscht.

o Netzwerk Neu Starten

Startet alle Netzwerkdienste auf einem Node neu.

@ Dieser Vorgang kann zu einem vorlibergehenden Verlust der Netzwerkverbindung
fuhren.

o Neustart Service

Startet die Element Softwareservices auf einem Node neu.

@ Dieser Vorgang kann zu einer temporaren Node-Serviceunterbrechung fuhren. Sie
sollten diesen Vorgang nur auf Anweisung des NetApp Supports durchfiihren.

Geben Sie die folgenden Parameter an:

= Dienst: Dienstname, der neu gestartet werden soll.

= Aktion: Aktion, die auf dem Dienst ausgefiihrt werden soll. Die Optionen umfassen Start, Stopp und
Neustart.

Arbeiten Sie mit dem Management-Node

Sie kdnnen den Management-Node (mNode) verwenden, um Systemservices zu
aktualisieren, Cluster-Assets und -Einstellungen zu managen, Systemtests und
Dienstprogramme auszufuhren, Active 1Q fur das System-Monitoring zu konfigurieren und
den NetApp Support-Zugriff zur Fehlerbehebung zu aktivieren.

Als Best Practice wird nur ein Management Node mit einer VMware vCenter Instanz verknUpft,
sodass nicht dieselben Storage- und Computing-Ressourcen oder vCenter Instanzen in
mehreren Management Nodes definiert werden mussen.

Siehe "Dokumentation des Management-Node" Finden Sie weitere Informationen.
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