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Storage einrichten

Erfahren Sie mehr uber die Einrichtung von

Speichersystemen.

An diesem Punkt sollten Sie die Hardware installiert haben. Die Hardware beinhaltet

auch die Element Software.

Als Nachstes missen Sie das Storage-System fur Ihre Umgebung einrichten. Sie kdénnen ein Cluster mit
Storage-Nodes oder Fibre Channel Nodes einrichten und es Uiber Element Software managen, nachdem Sie
Nodes in einer H6heneinheit installiert und verkabeln und dann wieder einschalten.

Install hardware

l

* Prepare for instllstion

* Unpack equipment g
* Install rails in the rack :ﬁ"m e B SEAECChister telemetry

s Installthe chassis Configure RO/
* Installthe node in the 'MH‘EEM“’M
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* |nstall drives
*® Cablethenodes
* Power on nodes

*The actuz| steps vary
depending on the
hardware model.

Schritte zur Einrichtung von Speicher
1. Wahlen Sie eine der folgenden Optionen:

> "Richten Sie ein Cluster mit Storage Nodes ein"

* Configure options after
deployment

* Manage cluster
administrator users

* Manage sccounts

* Manage wolumes

* Manage virtual volumas

* NManage sccess Eroups
and initigtors

* Protect data

* Monitor the system

® Upsrade storsge nodes

Sie kdnnen ein Cluster mit Storage-Nodes einrichten und mithilfe von Element Software managen,
nachdem Sie Nodes in einer Hoheneinheit installiert und verkabeln und dann wieder einschalten.
Anschlie3end kdnnen Sie zusatzliche Komponenten in lhrem Speichersystem installieren und

konfigurieren.

"Richten Sie das Cluster mit Fibre Channel Nodes ein"

o

Sie kdnnen einen Cluster mit Fibre-Channel-Knoten einrichten und ihn mithilfe der Element-Software
verwalten, nachdem Sie die Knoten in einer Rack-Einheit installiert und verkabelt und eingeschaltet
haben. AnschlieRend kénnen Sie weitere Komponenten in lhrem Speichersystem installieren und

konfigurieren.

2. "Ermitteln der zu installierenden SolidFire-Komponenten"

3. "Einrichten eines Management-Node und Aktivieren der Active 1Q Telemetrie"

Weitere Informationen

» "Erfahren Sie mehr Uber die nachsten Schritte zur Storage-Nutzung"

» "Dokumentation von SolidFire und Element Software"


https://docs.netapp.com/us-en/element-software/index.html

Richten Sie ein Cluster mit Storage-Nodes ein

Konfigurieren Sie einen Storage-Node

Sie mussen einzelne Nodes konfigurieren, bevor Sie sie einem Cluster hinzufigen
konnen. Nachdem Sie einen Knoten in einer Rack-Einheit installiert und verkabeln und
einschalten, konnen Sie die Knotennetzwerkeinstellungen tber die Ul pro Node oder die
Node Terminal User Interface (TUI) konfigurieren. Stellen Sie sicher, dass Sie Uber die
erforderlichen Netzwerkkonfigurationsinformationen fur den Node verfugen, bevor Sie
fortfahren.

Es gibt zwei Optionen fur die Konfiguration von Speicher-Nodes:

* Ul pro Node: Verwenden Sie die Benutzeroberflache pro Knoten.
(https://<node management IP>:442)um die Knotennetzwerkeinstellungen zu konfigurieren.

» TUI: Verwenden Sie die Node Terminal User Interface (TUI), um den Knoten zu konfigurieren.

Sie kdnnen einem Cluster keinen Node mit DHCP-zugewiesenen IP-Adressen hinzufiigen. Uber die DHCP-IP-
Adresse kénnen Sie den Node zunachst in der Ul, der TUI oder der API pro Node konfigurieren. Wahrend
dieser Erstkonfiguration kénnen Sie statische IP-Adressinformationen hinzufiigen, damit Sie den Node zu
einem Cluster hinzufigen kénnen.

Nach der Erstkonfiguration kdnnen Sie mit der Management-IP-Adresse des Node auf den Node zugreifen.
Anschlielend kdnnen Sie die Node-Einstellungen andern, zu einem Cluster hinzufligen oder einen Cluster mit
dem Node erstellen. Zudem kdnnen Sie mithilfe von Element Software-API-Methoden einen neuen Node
konfigurieren.

Ab Element Version 11.0 konnen Nodes mit IPv4, IPv6 oder beiden Adressen fur ihr
Managementnetzwerk konfiguriert werden. Dies gilt sowohl flr Storage-Nodes als auch fir

@ Management-Nodes, mit Ausnahme von Management-Node 11.3 und hdher, der IPv6 nicht
unterstltzt. Wenn Sie ein Cluster erstellen, kann fir das MVIP nur eine einzelne IPv4- oder
IPv6-Adresse verwendet werden, und der entsprechende Adresstyp muss auf allen Knoten
konfiguriert werden.

Konfigurieren Sie einen Storage-Node iiber die Ul pro Node

Sie kdnnen Nodes Uber die Benutzeroberflache pro Node konfigurieren.

Uber diese Aufgabe
+ Sie kdnnen den Node so konfigurieren, dass er eine IPv4- oder eine IPv6-Adresse hat.

 Sie bendtigen die in der TUI angezeigte DHCP-Adresse, um auf einen Knoten zugreifen zu kénnen. Sie
kénnen einem Cluster keine DHCP-Adressen verwenden, um einen Node hinzuzufiigen.

Sie sollten die Management-Schnittstellen (Bond1G) und Storage-Schnittstellen (Bond10G)
fur separate Subnetze konfigurieren. Bond1G- und Bond10G-Schnittstellen fur dasselbe
Subnetz verursachen Routing-Probleme, wenn Storage Traffic Uber die Bond1G-

@ Schnittstelle gesendet wird. Wenn Sie dasselbe Subnetz fir Management und Storage-
Verkehr verwenden mussen, konfigurieren Sie den Management-Traffic manuell, um die
Bond10G-Schnittstelle zu verwenden. Dies kdnnen Sie fur jeden Knoten mithilfe der
Cluster-Einstellungen-Seite der Pro-Node-Benutzeroberflache tun.


https://<node_management_IP>:442

Schritte
1. Geben Sie in einem Browser-Fenster die DHCP-IP-Adresse eines Node ein.

Sie mussen die Erweiterung hinzufigen. : 442 um auf den Knoten zuzugreifen; zum Beispiel
“https://172.25.103.6:442 Die

Die Registerkarte Network Settings wird mit dem Abschnitt Bond1G geoffnet.

Geben Sie die 1G-Verwaltungsnetzwerkeinstellungen ein.

Klicken Sie Auf Anderungen Ubernehmen.

Klicken Sie auf Bond10G, um die Einstellungen des 10G-Speichernetzwerks anzuzeigen.
Geben Sie die Einstellungen fir das 10G-Speichernetzwerk ein.

Klicken Sie Auf Anderungen Ubernehmen.

Klicken Sie Auf Cluster-Einstellungen.

Geben Sie den Hostnamen fir das 10G-Netzwerk ein.
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Geben Sie den Cluster-Namen ein.

Dieser Name muss der Konfiguration fir alle Nodes hinzugefiigt werden, bevor ein Cluster
erstellt werden kann. Alle Nodes in einem Cluster missen identische Cluster-Namen
aufweisen. Bei Cluster-Namen wird die Grof3-/Kleinschreibung bertcksichtigt.

10. Klicken Sie Auf Anderungen Ubernehmen.

Konfigurieren Sie tiber die TUI einen Storage-Node

Uber die Terminal User Interface (TUI) kénnen Sie die Erstkonfiguration neuer Knoten vornehmen.

Sie sollten die Bond1G (Management)- und Bond10G (Storage)-Schnittstellen flr separate Subnetze
konfigurieren. Bond1G- und Bond10G-Schnittstellen fiir dasselbe Subnetz verursachen Routing-Probleme,
wenn Storage Traffic Uber die Bond1G-Schnittstelle gesendet wird. Wenn Sie dasselbe Subnetz fur
Management und Storage-Verkehr verwenden mussen, konfigurieren Sie den Management-Traffic manuell,
um die Bond10G-Schnittstelle zu verwenden. Dies kdnnen Sie fur jeden Knoten mithilfe der Seite Cluster >
Knoten der Element-Benutzeroberflache tun.

Schritte
1. SchlielRen Sie eine Tastatur und einen Monitor an den Knoten an, und schalten Sie den Knoten ein.

Das NetApp Storage Main Menu der TUI erscheint auf dem tty1 Terminal.

Wenn der Knoten den Konfigurationsserver nicht erreichen kann, zeigt die TUI eine
@ Fehlermeldung an. Uberpriifen Sie die Verbindung des Konfigurationsservers oder die
Netzwerkverbindung, um den Fehler zu beheben.

2. Wahlen Sie Netzwerk > Netzwerkkonfiguration.

Um durch das MenU zu navigieren, driicken Sie die nach-oben- oder nach-unten-Taste. Um

zu einer anderen Schaltflache oder zu den Feldern von den Schaltflachen zu wechseln,
dricken Sie Tab. Um zwischen Feldern zu navigieren, verwenden Sie die nach-oben- oder
nach-unten-Pfeiltasten.



3. Wahlen Sie Bond1G (Management) oder Bond10G (Storage) aus, um die 1G- und 10G-
Netzwerkeinstellungen fir den Node zu konfigurieren.

4. Dricken Sie fur die Felder ,Bond Mode“ und ,Status” die Taste Tab, um die Schaltflache ,Hilfe"
auszuwahlen und die verfligbaren Optionen zu ermitteln.

Alle Nodes in einem Cluster missen identische Cluster-Namen aufweisen. Bei Cluster-Namen wird die
Grol3-/Kleinschreibung bericksichtigt. Wenn im Netzwerk ein DHCP-Server mit verfigbaren IP-Adressen
ausgefuhrt wird, wird im Feld Adresse die 1-GbE-Adresse angezeigt.

5. Driicken Sie Tab, um die OK-Taste auszuwahlen und die Anderungen zu speichern.

Der Node wird in einen ausstehenden Status versetzt, und er kann einem vorhandenen oder einem neuen
Cluster hinzugeftigt werden.

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Erstellen eines Storage-Clusters

Sie kdnnen ein Storage-Cluster erstellen, nachdem Sie alle einzelnen Nodes konfiguriert
haben. Wenn Sie ein Cluster erstellen, wird automatisch ein Cluster-Administrator-
Benutzerkonto fur Sie erstellt. Der Clusteradministrator verfigt Gber die Berechtigung
zum Verwalten aller Clusterattribute und kann andere Cluster-Administratorkonten
erstellen.

Was Sie bendtigen

+ Sie haben den Management-Node installiert.

* Sie haben alle einzelnen Nodes konfiguriert.

Uber diese Aufgabe

Wahrend der Konfiguration eines neuen Node werden jedem Node 1-GB- oder 10-GB-Management-IP-
Adressen (MIP) zugewiesen. Sie missen eine der bei der Konfiguration erstellten Node-IP-Adressen
verwenden, um die Seite Neues Cluster erstellen zu 6ffnen. Die verwendete IP-Adresse hangt vom Netzwerk
ab, das Sie fir das Cluster-Management ausgewahlt haben.

Wenn Sie Cluster-weit aktivieren méchten "Softwareverschlisselung fur Daten im Ruhezustand”
Bei SolidFire All-Flash-Storage-Clustern missen Sie dies wahrend der Cluster-Erstellung tun.
Ab Element 12.5 missen Sie wahrend der Cluster-Erstellung in der Ul ,,Cluster erstellen” die
Softwareverschlisselung im Ruhezustand aktivieren. Fir Element 12.3.x und friher miissen Sie

@ den Cluster mithilfe der erstellen "CreateCluster erstellen” API-Methode und &ndern Sie den
enableSoftwareVerschlusselungAtRest-Parameter in t rue. Nachdem die
Softwareverschlisselung im Ruhezustand auf dem Cluster aktiviert wurde, kann sie nicht
deaktiviert werden. Das kdnnen Sie "Aktivieren und deaktivieren Sie" Hardwarebasierte
Verschlisselung fiir Daten im Ruhezustand nach der Cluster-Erstellung


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/de-de/element-software/concepts/concept_solidfire_concepts_security.html#encryption-at-rest-software
https://docs.netapp.com/de-de/element-software/api/reference_element_api_createcluster.html
https://docs.netapp.com/de-de/element-software/storage/task_system_manage_cluster_enable_and_disable_encryption_for_a_cluster.html

Beim Erstellen eines neuen Clusters missen folgende Aspekte berticksichtigt werden:

» Wenn Sie Storage-Nodes in einem gemeinsam genutzten Chassis nutzen, sollte
@ maoglicherweise der Entwurf fir eine Ausfallsicherung auf Chassis-Ebene mithilfe der
Schutz-Domanen-Funktion in Betracht gezogen werden.

* Wenn ein freigegebenes Gehause nicht verwendet wird, kdnnen Sie ein benutzerdefiniertes
Schutz-Domain-Layout definieren.

Schritte

1. Geben Sie in einem Browser-Fenster ein https://MIP: 443, Wobei MIP die Management-Node-IP-
Adresse ist.

2. Geben Sie unter Erstellen eines neuen Clusters die folgenden Informationen ein:

o Management-VIP: Routingfahige virtuelle IP im 1-GbE- oder 10-GbE-Netzwerk fur Netzwerk-
Management-Aufgaben.

@ Sie kdnnen ein neues Cluster mit einer IPv4- oder IPv6-Adresse erstellen.
o ISCSI (Storage) VIP: Virtuelle IP im 10-GbE-Netzwerk fir Storage und iSCSI-Erkennung.

@ Sie kdnnen den MVIP-, SVIP- oder Cluster-Namen nicht andern, nachdem Sie den
Cluster erstellt haben.

o Benutzername: Der primare Clusteradministrator-Benutzername fur authentifizierten Zugriff auf das
Cluster. Sie missen den Benutzernamen fiir die zuklnftige Referenz speichern.

@ Sie kdnnen Grof3- und Kleinbuchstaben, Sonderzeichen und Ziffern fir den
Benutzernamen und das Passwort verwenden.

o Passwort: Passwort fur authentifizierten Zugriff auf das Cluster. Sie missen das Kennwort fiir die
spatere Referenz speichern. StandardmaRig ist die zwei-Wege-Datensicherung aktiviert. Sie kénnen
diese Einstellung nicht andern.

3. Lesen Sie die Endbenutzer-Lizenzvereinbarung und wahlen Sie Ich stimme zu.

4. Optional: Stellen Sie in der Liste Knoten sicher, dass die Kontrollkastchen fiir Knoten, die nicht im Cluster
enthalten sein sollen, nicht ausgewahlt sind.

5. Wahlen Sie Cluster Erstellen.
Das System kann je nach Anzahl der Nodes im Cluster mehrere Minuten dauern, bis der Cluster erstellt
wurde. In einem ordnungsgemaf konfigurierten Netzwerk sollte ein kleines Cluster mit fiinf Nodes weniger

als eine Minute dauern. Nach dem Erstellen des Clusters wird das Fenster Erstellen eines neuen Clusters
an die MVIP-URL-Adresse fur den Cluster umgeleitet und die Element-Ul angezeigt.

Finden Sie weitere Informationen

+ "Storage-Management mit der Element API"
» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"


https://docs.netapp.com/de-de/element-software/api/concept_element_api_about_the_api.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Greifen Sie auf die Benutzeroberflache der Element Software zu

Sie kdnnen Uber die Management Virtual IP (MVIP)-Adresse des primaren Cluster-
Knotens auf die Element-Ul zugreifen.

Sie mussen sicherstellen, dass Popup-Blocker und NoScript-Einstellungen in Ihrem Browser deaktiviert sind.

Je nach Konfiguration wahrend der Cluster-Erstellung kdnnen Sie Uber IPv4- und IPv6-Adressen auf die Ul
zugreifen.

Schritte
1. Folgenden Optionen wahlbar:

° IPv6: Geben Sie ein https://[IPv6 MVIP address]. Beispiel:

https://[fd20:8ble:b256:45a::1234]/

° IPv4: Geben Sie ein https://[IPv4d MVIP address]. Beispiel:

https://10.123.456.789/

2. Geben Sie fir DNS den Hosthnamen ein.

3. Klicken Sie durch alle Authentifizierungszertifikatmeldungen.

Finden Sie weitere Informationen

* "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fur vCenter Server"

Fugen Sie Laufwerke zu einem Cluster hinzu

Wenn Sie dem Cluster einen Node hinzufligen oder neue Laufwerke in einem
vorhandenen Node installieren, werden die Laufwerke automatisch nach Verflugbarkeit
registriert. Sie mussen die Laufwerke zum Cluster entweder Uber die Element-Ul oder
-API hinzufigen, bevor sie am Cluster teilnehmen kdnnen.

Laufwerke werden in der Liste Verfligbare Laufwerke nicht angezeigt, wenn folgende Bedingungen vorliegen:

» Laufwerke befinden sich im Status ,aktiv", ,Entfernen®, ,L6schen® oder ,Fehlgeschlagen®.

* Der Knoten, von dem das Laufwerk Teil ist, befindet sich im Status ,Ausstehend”.

Schritte
1. Wahlen Sie in der Element-Benutzeroberflache Cluster > Laufwerke aus.

2. Klicken Sie auf verfiigbar, um die Liste der verfigbaren Laufwerke anzuzeigen.
3. Fuhren Sie einen der folgenden Schritte aus:

o Um einzelne Laufwerke hinzuzufligen, klicken Sie auf das Aktionen -Symbol fiir das Laufwerk, das Sie
hinzufigen mochten, und klicken Sie auf Hinzufiigen.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

o Um mehrere Laufwerke hinzuzufligen, aktivieren Sie die Kontrollkdstchen der Laufwerke, die
hinzugefiigt werden sollen, klicken Sie auf Massenaktionen und klicken Sie auf Hinzufiigen.

== Find more information

* https://docs.netapp.com/us-en/element-software/index.html [SolidFire
and Element Software Documentation]

* https://docs.netapp.com/us-en/vcp/index.html [NetApp Element Plug-in

for vCenter Server”]

Richten Sie ein Cluster mit Fibre Channel Nodes ein

Konfigurieren Sie einen Fibre Channel-Node

Mit Fibre Channel Nodes konnen Sie das Cluster mit einer Fibre Channel-
Netzwerkstruktur verbinden. Fibre Channel Nodes werden paarweise hinzugefiugt und im
aktiv/aktiv-Modus betrieben (alle Nodes verarbeiten aktiv den Datenverkehr fur das
Cluster). Cluster, die Element Softwareversion 9.0 und hdher ausfiihren, unterstitzen bis
zu vier Nodes. Cluster mit friheren Versionen unterstitzen maximal zwei Nodes.

Sie mussen sicherstellen, dass die folgenden Bedingungen erflllt sind, bevor Sie einen Fibre Channel-Node
konfigurieren:
* Mindestens zwei Fibre Channel Nodes sind mit Fibre Channel Switches verbunden.

* Alle SolidFire Fibre Channel-Ports sollten mit Ihrem Fibre Channel Fabric verbunden sein. Die vier
SolidFire-Bond10G-Netzwerkverbindungen sollten an eine LACP-Bond-Gruppe auf Switch-Ebene
angeschlossen werden. Dies ermdglicht die beste Gesamt-Performance der Fibre Channel-Systeme.

 Prifen und Validieren aller Best Practices fir Fibre Channel Cluster in diesem NetApp Knowledge Base
Artikel

"Best Practice fir SolidFire FC Cluster"

Fir Fibre Channel Nodes und Storage Nodes sind die Schritte flr Netzwerk- und Cluster-Konfiguration
identisch.

Wenn Sie einen neuen Cluster mit Fibre Channel Nodes und SolidFire Storage Nodes erstellen, sind die
WWPN-Adressen (Worldwide Port Name) fir die Nodes in der Element Ul verfugbar. Sie kénnen die WWPN-
Adressen verwenden, um den Fibre Channel-Switch zu Zone.

WWPNSs sind im System registriert, wenn Sie ein neues Cluster mit Nodes erstellen. In der Element Ul finden
Sie die WWPN-Adressen in der Spalte WWPN der Registerkarte FC-Ports, auf die Sie Uber die Registerkarte
Cluster zugreifen.

Weitere Informationen

Flgen Sie einem Cluster Fibre Channel Nodes hinzu

Erstellen Sie ein neues Cluster mit Fibre Channel Nodes


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Element_Software/SolidFire_FC_cluster_best_practice

Erstellen Sie ein neues Cluster mit Fibre Channel Nodes

Sie konnen ein neues Cluster erstellen, nachdem Sie die einzelnen Fibre Channel Nodes
konfiguriert haben. Wenn Sie ein Cluster erstellen, wird automatisch ein Cluster-
Administrator-Benutzerkonto fur Sie erstellt. Der Clusteradministrator verflugt Gber die
Berechtigung zum Verwalten aller Clusterattribute und kann andere Cluster-
Administratorkonten erstellen.

Wahrend der Konfiguration eines neuen Node werden jedem Node 1-GB- oder 10-GB-Management-IP-
Adressen (MIP) zugewiesen. Sie missen eine der bei der Konfiguration erstellten Node-IP-Adressen
verwenden, um die Seite Neues Cluster erstellen zu 6ffnen. Die verwendete IP-Adresse hangt vom Netzwerk
ab, das Sie fir das Cluster-Management ausgewahlt haben.

Was Sie bendtigen
Sie haben die einzelnen Fibre Channel Nodes konfiguriert.

Schritte
1. Geben Sie in einem Browserfenster eine Knoten-MIP-Adresse ein.

2. Geben Sie unter Erstellen eines neuen Clusters die folgenden Informationen ein:

o Management-VIP: Routingfahige virtuelle IP im 1-GbE- oder 10-GbE-Netzwerk fir Netzwerk-
Management-Aufgaben.

o ISCSI (Storage) VIP: Virtuelle IP im 10-GbE-Netzwerk fir Storage und iSCSI-Erkennung.
@ Sie konnen SVIP nicht andern, nachdem Sie das Cluster erstellt haben.

o Benutzername: Der primare Clusteradministrator-Benutzername fir authentifizierten Zugriff auf das
Cluster. Sie mussen den Benutzernamen fiir die zuklinftige Referenz speichern.

@ Sie kdnnen Grof3- und Kleinbuchstaben, Sonderzeichen und Ziffern flr den
Benutzernamen verwenden.

o Passwort: Passwort fur authentifizierten Zugriff auf das Cluster. Sie missen den Benutzernamen fir
die zukinftige Referenz speichern. StandardmaRig ist die zwei-Wege-Datensicherung aktiviert. Sie
kdnnen diese Einstellung nicht &ndern.

3. Lesen Sie die Endbenutzer-Lizenzvereinbarung und klicken Sie auf Ich stimme zu.

4. Optional: Stellen Sie in der Liste Knoten sicher, dass die Kontrollkastchen fiir Knoten, die nicht im Cluster
enthalten sein sollen, nicht ausgewahlt sind.

5. Klicken Sie Auf Cluster Erstellen.
Das System kann je nach Anzahl der Nodes im Cluster mehrere Minuten dauern, bis der Cluster erstellt
wurde. In einem ordnungsgemaf konfigurierten Netzwerk sollte ein kleines Cluster mit finf Nodes weniger

als eine Minute dauern. Nach dem Erstellen des Clusters wird das Fenster Erstellen eines neuen Clusters
an die MVIP-URL-Adresse fir den Cluster umgeleitet und die Web-Ul angezeigt.

Weitere Informationen

« "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Fugen Sie einem Cluster Fibre Channel Nodes hinzu

Sie kdnnen einem Cluster Fibre Channel Nodes hinzufiugen, wenn mehr Storage bendtigt
wird, oder wahrend der Cluster-Erstellung. Fibre Channel-Knoten erfordern die
Erstkonfiguration, wenn sie zum ersten Mal eingeschaltet sind. Nachdem der Node
konfiguriert wurde, wird er in der Liste der ausstehenden Nodes angezeigt und Sie
kénnen ihn einem Cluster hinzuflgen.

Die Softwareversion auf jedem Fibre Channel-Knoten in einem Cluster muss kompatibel sein. Wenn Sie einem
Cluster einen Fibre Channel Node hinzufiigen, installiert das Cluster nach Bedarf die Cluster-Version des
Elements auf dem neuen Node.

Schritte
1. Wahlen Sie Cluster > Knoten.

2. Klicken Sie auf Ausstehend, um die Liste der ausstehenden Knoten anzuzeigen.
3. Fuhren Sie einen der folgenden Schritte aus:

o Um einzelne Knoten hinzuzufligen, klicken Sie auf das Symbol Aktionen fiir den Knoten, den Sie
hinzufigen mochten.

o Um mehrere Knoten hinzuzufligen, aktivieren Sie das Kontrollkastchen der Knoten, die hinzugefiigt
werden sollen, und dann Massenaktionen.

Wenn der Node, den Sie hinzufligen, eine andere Version des Elements als die im
Cluster ausgeflihrte Version hat, aktualisiert der Cluster den Node asynchron an die
@ Version des Elements, das auf dem Cluster-Master ausgefihrt wird. Nach der
Aktualisierung des Node wird er sich automatisch dem Cluster hinzugefiigt. Wahrend
dieses asynchronen Prozesses befindet sich der Knoten im hangenden Zustand aktiv.

4. Klicken Sie Auf Hinzufiigen.

Der Node wird in der Liste der aktiven Nodes angezeigt.

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Einrichten von Zonen fiir Fibre Channel-Nodes

Wenn Sie einen neuen Cluster mit Fibre Channel-Nodes und SolidFire-Storage-Nodes
erstellen, sind die WWPN-Adressen (Worldwide Port Name) fur die Nodes in der Web-
Benutzeroberflache verfugbar. Sie kdonnen die WWPN-Adressen verwenden, um den
Fibre Channel-Switch zu Zone.

WWPNSs sind im System registriert, wenn Sie ein neues Cluster mit Nodes erstellen. In der Element Ul finden
Sie die WWPN-Adressen in der Spalte WWPN der Registerkarte FC-Ports, auf die Sie Uber die Registerkarte
Cluster zugreifen.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Erstellen einer Volume-Zugriffsgruppe fiir Fibre Channel-Clients

Volume-Zugriffsgruppen ermoglichen die Kommunikation zwischen Fibre Channel Clients
und Volumes auf einem SolidFire Storage-System. Das Zuordnen von Fibre Channel-
Client-Initiatoren (WWPN) zu den Volumes einer Volume-Zugriffsgruppe ermdglicht den
sicheren Daten-1/0O zwischen einem Fibre Channel-Netzwerk und einem SolidFire
Volume.

Sie kénnen auch iISCSI-Initiatoren zu einer Volume-Zugriffsgruppe hinzufligen. Dadurch kénnen die Initiatoren
auf dieselben Volumes in der Volume-Zugriffsgruppe zugreifen.

Schritte
1. Klicken Sie Auf Verwaltung > Zugriffsgruppen.

2. Klicken Sie Auf Zugriffsgruppe Erstellen.
3. Geben Sie im Feld Name einen Namen fiir die Zugriffsgruppe des Volumes ein.

4. Wahlen Sie die Fibre Channel-Initiatoren aus der Liste Unbound Fibre Channel Initiatoren aus, und
fligen Sie sie hinzu.

@ Sie kdnnen Initiatoren zu einem spateren Zeitpunkt hinzufligen oder |6schen.

5. Optional: Wahlen und fligen Sie einen iSCSI-Initiator aus der Liste Initiatoren hinzu.
6. So hangen Sie Volumes an die Zugriffsgruppe an:

a. Wahlen Sie ein Volume aus der Liste Volumes aus.

b. Klicken Sie Auf Volumen Anhédngen.

7. Klicken Sie Auf Zugriffsgruppe Erstellen.

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Ermitteln der zu installierenden SolidFire-Komponenten

Vielleicht mdéchten Sie je nach Konfiguration und Bereitstellung prifen, welche SolidFire
Komponenten wie Management-Node, Active 1Q und NetApp Monitoring Agent (NMA)
installiert werden sollten.

In der folgenden Tabelle sind die zusatzlichen Komponenten aufgefiihrt und gibt an, ob diese installiert werden
sollen.
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Komponente Standalone SolidFire Storage- NetApp HCI Cluster

Cluster
Management-Node Empfehlenswert Standardmafig installiert,
erforderlich
Active 1Q Empfohlen* Empfohlen*
NetApp Monitoring Agent Nicht unterstitzt Empfehlenswert

*Active 1Q ist fur kapazitatslizenzierte SolidFire Storage Cluster erforderlich.

Schritte
1. Ermitteln Sie, welche Komponenten installiert werden sollen.

2. Fuhren Sie die Installation gemaf der durch "Installieren Sie den Management-Node" Verfahren.

@ Verwenden Sie zum Einrichten von Active IQ den --telemetry active Parameterim
Setup-Skript, um die Datenerfassung fiir die Analyse durch Active IQ zu ermdoglichen.

3. Informationen zu NetApp Monitoring Agent finden Sie hier "Verfahren".

Finden Sie weitere Informationen

« "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"

Richten Sie einen Management-Node ein

Sie konnen den NetApp Element Software-Management-Node (mNode) installieren, um
Upgrades durchzufiihren und Systemservices bereitzustellen, Cluster-Ressourcen und
-Einstellungen zu managen, Systemtests und Dienstprogramme auszufuhren und den
NetApp Support-Zugriff zur Fehlerbehebung zu aktivieren.

1. Siehe "Installieren Sie den Management-Node" Dokumentation.

@ Verwenden Sie zum Einrichten von Active IQ den --telemetry active Parameterim
Setup-Skript, um die Datenerfassung fir die Analyse durch Active |Q zu ermdoglichen.

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fir vCenter Server"
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Konfigurieren Sie vollstandig qualifizierten Domanennamen
Web Ul-Zugriff

Mit SolidFire All-Flash-Speicher mit NetApp Element Software 12.2 oder hoher kdnnen
Sie unter Verwendung des vollstandig qualifizierten Domain-Namens (FQDN) auf
Webschnittstellen des Speicherclusters zugreifen. Wenn Sie den FQDN fur den Zugriff
auf Webbenutzerschnittstellen wie die Element-Web-Ul, die Benutzeroberflache per Node
oder die Management-Node-Benutzeroberflache verwenden moéchten, missen Sie zuerst
eine Speichercluster-Einstellung hinzufugen, um den vom Cluster verwendeten FQDN zu
identifizieren.

Durch diesen Prozess kann das Cluster eine Anmeldesitzung ordnungsgemaf umleiten und die Integration in
externe Services wie Schliisselmanager und Identitatsanbieter fiur die Multi-Faktor-Authentifizierung
verbessern.

Was Sie bendtigen
» Diese Funktion erfordert Element 12.2 oder hoher.

» Fir die Konfiguration dieser Funktion mit NetApp Hybrid Cloud Control REST-APIs sind Management-
Services 2.15 oder hdher erforderlich.

* FUr die Konfiguration dieser Funktion mit der NetApp Hybrid Cloud Control Ul sind Management-Services
ab 2.19 erforderlich.

» Zur Verwendung VON REST-APIs missen Sie einen Management-Node mit Version 11.5 oder hdher
bereitgestellt haben.

« Sie bendtigen vollqualifizierte Domain-Namen fir den Management-Node und jeden Storage-Cluster, die
korrekt zur Management Node-IP-Adresse und den einzelnen Storage-Cluster-IP-Adressen aufldsen.

Uber NetApp Hybrid Cloud Control und DIE REST-API kénnen Sie den FQDN-Webbenutzerzugriff
konfigurieren oder entfernen. Sie kénnen auch Fehler bei falsch konfigurierten FQDNs beheben.

+ Konfigurieren Sie den FQDN-Web-UI-Zugriff mit NetApp Hybrid Cloud Control
+ Konfigurieren Sie den FQDN-Webbenutzerzugriff mithilfe der REST-API

+ Entfernen Sie FQDN Web-UI-Zugriff mit NetApp Hybrid Cloud Control

* Entfernen Sie den FQDN-Webbenutzerzugriff mithilfe der REST-API

* Fehlerbehebung

Konfigurieren Sie den FQDN-Web-Ul-Zugriff mit NetApp Hybrid Cloud Control

Schritte
1. Offnen Sie die IP-Adresse des Management-Node in einem Webbrowser:

https://<ManagementNodeIP>

2. Melden Sie sich bei NetApp Hybrid Cloud Control an, indem Sie die Anmeldedaten des Storage-Cluster-
Administrators bereitstellen.

3. Wahlen Sie das Menlsymbol oben rechts auf der Seite aus.
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4. Wahlen Sie Konfigurieren.
5. Wahlen Sie im Fenster vollqualifizierte Domanennamen die Option Einrichtung aus.

6. Geben Sie im daraufhin angezeigten Fenster die FQDNs fiir den Managementknoten und jeden
Speichercluster ein.

7. Wahlen Sie Speichern.

Im Fensterbereich Fully Qualified Domain Names werden alle Speichercluster mit dem zugehorigen
MVIP und FQDN aufgelistet.

@ Nur verbundene Speichercluster mit dem FQDN-Satz werden im Fensterbereich
vollqualifizierte Domdnennamen aufgefihrt.

Konfigurieren Sie den FQDN-Webbenutzerzugriff mithilfe der REST-API

Schritte

1. Stellen Sie sicher, dass die Element-Speicherknoten und der mNode fir die Netzwerkumgebung richtig
konfiguriert sind, damit FQDNSs in der Umgebung aufgeldst werden kdnnen. Um DNS einzustellen,
wechseln Sie zur Benutzeroberflache fiir Speicherknoten pro Knoten und zum Managementknoten und
wahlen Sie dann Netzwerkeinstellungen > Managementnetzwerk aus.

a. Ul pro Node flr Storage-Nodes: https://<storage node management IP>:442
b. Ul pro Node fiir den Management-Node: https://<management node IP>:442

2. Andern Sie die Storage-Cluster-Einstellungen mithilfe der Element API.

a. Greifen Sie auf die Element API zu, und erstellen Sie mithilfe der die folgende Clusterschnittstelle
"CreateClusterSchnittstellenPraferenz" API-Methode, Einfiigen des Clusters MVIP FQDN fir den
Vorzugswert:

* Name: mvip fgdn

* Wert: Fully Qualified Domain Name for the Cluster MVIP
In diesem Beispiel ist FQDN=storagecluster.my.org:
https://<Cluster MVIP>/Jjson-rpc/12.27
method=CreateClusterInterfacePreference&name=mvip fqgdné&value=storageclus
ter.my.org
3. Andern Sie die Management-Node-Einstellungen mit der REST-API auf dem Management-Node:

a. Rufen Sie die REST-API-UI fir den Management-Node auf, indem Sie die IP-Adresse des
Management-Node, gefolgt von, eingeben /mnode/2/

Beispiel:
https://<management node IP>/mnode/2/

a. Klicken Sie auf authorize oder ein Schloss-Symbol und geben Sie den Cluster-Benutzernamen und
das Passwort ein.
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b. Geben Sie die Client-ID als ein mnode-client.

c. Klicken Sie auf autorisieren, um die Sitzung zu starten und dann das Fenster zu schlie3en.
d. Wanhlen Sie in der Liste Server die Option aus mnode2.

e. Klicken Sie auf GET /settings.

f. Klicken Sie auf Probieren Sie es aus.

g. Klicken Sie Auf Ausfiihren.

h. Notieren Sie alle Proxyeinstellungen, die im Antwortkdrper gemeldet wurden.

i. Klicken Sie auf PUT/settings.

j- Klicken Sie auf Probieren Sie es aus.

k. Geben Sie im Bereich Text anfordern den Management-Node FQDN als Wert fiir das ein mnode fgdn
Parameter.

|. Geben Sie alle Proxy-Einstellungswerte ein, die Sie zuvor in den verbleibenden Parametern im
Anforderungskorper aufgezeichnet haben. Wenn Sie die Proxyparameter leer lassen oder nicht in den
Text der Anforderung aufnehmen, werden die vorhandenen Proxyeinstellungen entfernt.

m. Klicken Sie Auf Ausfiihren.

Entfernen Sie FQDN Web-Ul-Zugriff mit NetApp Hybrid Cloud Control

Mit diesem Verfahren kénnen Sie den FQDN-Webzugriff flir den Managementknoten und die Speichercluster
entfernen.

Schritte
1. Wahlen Sie im Fenster vollqualifizierte Domanennamen die Option Bearbeiten aus.

2. Loschen Sie im resultierenden Fenster den Inhalt im Textfeld FQDN.

3. Wahlen Sie Speichern.

Das Fenster wird geschlossen, und der FQDN wird nicht mehr im Bereich Fully Qualified Domain Names
aufgefihrt.

Entfernen Sie den FQDN-Webbenutzerzugriff mithilfe der REST-API

Schritte
1. Andern Sie die Storage-Cluster-Einstellungen mithilfe der Element API.

a. Greifen Sie auf die Element API zu und I6schen Sie mithilfe der die folgende Clusterschnittstelle
DeleteClusterInterfacePreference API-Methode:

* Name: mvip fqgdn

Beispiel:

https://<Cluster MVIP>/json-
rpc/12.2?method=DeleteClusterInterfacePreference&name=mvip fqgdn

2. Andern Sie die Management-Node-Einstellungen mit der REST-API auf dem Management-Node:
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a. Rufen Sie die REST-API-UI fur den Management-Node auf, indem Sie die IP-Adresse des
Management-Node, gefolgt von, eingeben /mnode/2 /. Beispiel:

https://<management node IP>/mnode/2/

b. Wahlen Sie authorize oder ein Schloss-Symbol aus und geben Sie den Benutzernamen und das
Kennwort des Element Clusters ein.

C. Geben Sie die Client-ID als ein mnode-client.

d. Wahlen Sie autorisieren, um eine Sitzung zu starten.
e. SchlielRen Sie das Fenster.

f. Wahlen Sie PUT /settings.

. Wahlen Sie Probieren Sie es aus.

o Q@

. Geben Sie im Bereich des Anforderungskorpers keinen Wert fuir das ein mnode fqgdn Parameter.
Geben Sie auRerdem an, ob der Proxy verwendet werden soll (t rue Oder false) Fir die use_proxy
Parameter.

{
"mnode fgdn": "",

"use proxy": false

}

i. Wahlen Sie Ausfiihren.

Fehlerbehebung

Wenn FQDNSs falsch konfiguriert sind, kdnnen Sie Probleme beim Zugriff auf den Managementknoten, einen
Speichercluster oder beide haben. Verwenden Sie die folgenden Informationen, um die Fehlerbehebung zu
unterstitzen.

Problem Ursache Auflésung
» Beim Versuch, entweder mit Der FQDN des Managementknoten Verwenden Sie die REST-API-
dem FQDN auf den und der FQDN des Anweisungen auf dieser Seite, um
Management-Node oder den Speicherclusters sind beide falsch  die FQDN-Einstellungen des
Speicher-Cluster zuzugreifen,  konfiguriert. Management-Nodes und
wird ein Browserfehler Speicherclusters zu entfernen und
angezeigt. erneut zu konfigurieren.

* Sie kdnnen sich mit einer IP-
Adresse nicht entweder beim
Management-Node oder beim
Storage-Cluster einloggen.
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Problem Ursache
» Beim Versuch, auf den Der FQDN des Managementknoten
Speicher-Cluster-FQDN ist richtig konfiguriert, der
zuzugreifen, wird ein Speichercluster-FQDN ist jedoch
Browserfehler angezeigt. falsch konfiguriert.

» Sie kdnnen sich mit einer IP-
Adresse nicht entweder beim
Management-Node oder beim
Storage-Cluster einloggen.

* Beim Versuch, auf den Der FQDN des Managementknoten
Verwaltungsknoten FQDN ist falsch konfiguriert, der
zuzugreifen, wird ein Speichercluster-FQDN ist jedoch
Browserfehler angezeigt. korrekt konfiguriert.

Sie kénnen sich mit einer IP-
Adresse beim Management-
Node und Storage-Cluster
einloggen.

Weitere Informationen

» "Dokumentation von SolidFire und Element Software"

* "NetApp Element Plug-in fur vCenter Server"

Was kommt als Nachstes

Auflésung

Mithilfe der REST-API-
Anweisungen auf dieser Seite
kénnen Sie die FQDN-
Einstellungen des Speicherclusters
entfernen und erneut konfigurieren

Melden Sie sich bei NetApp Hybrid
Cloud Control an, um die FQDN-
Einstellungen des
Managementknoten in der Ul zu
korrigieren, oder VERWENDEN Sie
die REST-API-Anweisungen auf
dieser Seite, um die Einstellungen
zu korrigieren.

Nachdem Sie Element Software eingerichtet haben, managen Sie Storage, indem Sie

einige der folgenden Optionen ausfuhren:

» "Greifen Sie auf die Benutzeroberflache der Element Software zu"

+ "Konfigurieren Sie nach der Bereitstellung die SolidFire Systemoptionen”

+ "Konten verwalten"

* "Management des Systems"

* "Management von Volumes und virtuellen Volumes"
+ "Sichern Sie Ihre Daten"

* "Fehler im System beheben"

Weitere Informationen

* "Dokumentation von SolidFire und Element Software"

* "Dokumentation fur frihere Versionen von NetApp SolidFire und Element Produkten™

* "NetApp Element Plug-in fir vCenter Server"
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