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FlexPod Datacenter

FlexPod Datacenter mit NetApp SnapMirror Business
Continuity und ONTAP 9.10

TR-4920: FlexPod Datacenter mit NetApp SnapMirror Business Continuity und
ONTAP 9.10

Jyh-shing Chen, NetApp

Einflihrung

Die FlexPod Lésung

FlexPod ist eine Best-Practice-Architektur flir konvergente Infrastrukturen, die die folgenden Komponenten von
Cisco und NetApp umfasst:

* Cisco Unified Computing System (Cisco UCS)

* Cisco Nexus und MDS Switches-Familien

* NetApp FAS, NetApp AFF und NetApp All SAN Array (ASA) Systeme
Die folgende Abbildung zeigt einige der zum Erstellen von FlexPod Ldsungen verwendeten Komponenten.
Diese Komponenten sind sowohl von Cisco als auch von NetApp entsprechend den Best Practices

miteinander verbunden und konfiguriert, sodass eine ideale Plattform flr eine Vielzahl von Enterprise
Workloads ohne Bedenken eingesetzt werden kann.

FlexPod Datacenter Solution
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Es ist ein grolRes Portfolio von Cisco Validated Designs (CVDs) und NetApp Verified Architectures (NVAs)



erhaltlich. Diese CVDs und NVAs decken alle groReren Datacenter-Workloads ab und sind das Ergebnis der
kontinuierlichen Zusammenarbeit und Innovationen zwischen NetApp und Cisco auf den FlexPod-Lésungen.

FlexPod CVDs und NVAs enthalten umfangreiche Tests und Validierungen im Erstellungsprozess. Au3erdem
bieten sie Referenzarchitekturen-Designs sowie Schritt-flir-Schritt-Anleitungen fir die Implementierung von
FlexPod Lésungen fir Partner und Kunden. Wenn Unternehmen diese CVDs und NVAs als Leitfaden fir
Design und Implementierung einsetzen, kdnnen sie Risiken verringern, das Ausfallzeiten der Losung
verringern und die Verflugbarkeit, Skalierbarkeit, Flexibilitdt und Sicherheit der implementierten FlexPod
Ldsungen erhdhen.

Jede der gezeigten FlexPod-Komponentenfamilien (Cisco UCS, Cisco Nexus/MDS Switches und NetApp
Storage) bietet Plattform- und Ressourcenoptionen fiir die vertikale und horizontale Skalierung der
Infrastruktur. Gleichzeitig werden die Funktionen unterstitzt, die unter den Best Practices fiir Konfiguration und
Konnektivitat von FlexPod erforderlich sind. FlexPod kann auch horizontal fur Umgebungen skaliert werden, in
denen mehrere konsistente Implementierungen durch die Bereitstellung weiterer FlexPod-Stacks erforderlich
sind.

Disaster Recovery und Business Continuity

Unternehmen kénnen auf verschiedene Weise sicherstellen, dass sie ihre Applikations- und Datenservices
nach Ausfallen schnell wiederherstellen kdnnen. Mit einem Disaster Recovery- (DR-) und Business Continuity-
Plan (BC), der Implementierung einer Losung, die die Geschaftsziele erfiillt, und durch regelmaRige Tests der
Disaster-Szenarien kdnnen Unternehmen die Wiederherstellung nach einem Notfall durchfiihren und wichtige
Business Services nach einem Notfall aufrechterhalten.

Fur verschiedene Applikations- und Datenservices kdnnen Unternehmen unterschiedliche DR- und BC-
Anforderungen haben. Einige Applikationen und Daten sind moéglicherweise nicht in Notfallen oder
Notfallsituationen notwendig, wahrend andere Unternehmen mdglicherweise kontinuierlich zur Verfigung
stehen missen, um geschaftliche Anforderungen zu unterstiitzen.

Flr geschéftskritische Applikations- und Datenservices, die den Betrieb stéren kdnnten, wenn diese nicht
verflgbar sind, ist eine sorgfaltige Evaluierung erforderlich, um Fragen wie Wartungsarbeiten und
Ausfallszenarien zu beantworten, die Ihr Unternehmen in Betracht ziehen sollte, Wie viele Daten das
Unternehmen bei einem Ausfall verkraften kann und wie schnell die Recovery erfolgen kann und sollte.

Fur Unternehmen, die Datenservices zur Umsatzgenerierung nutzen, mussen die Datenservices
moglicherweise durch eine Lésung geschutzt werden, die nicht nur verschiedenen Single-Point-of-Failure-
Szenarien, sondern auch einem Ausfallszenario am Standort standhalt, um den unterbrechungsfreien
Geschaftsbetrieb zu gewahrleisten.

Recovery-Zeitpunkt und Recovery-Zeitvorgabe

Der Recovery-Zeitpunkt (Recovery Point Objective, RPO) bezeichnet die Menge an Daten im Hinblick auf die
Zeit, die Sie sich leisten kdnnen, oder den Zeitpunkt, an dem Sie |hre Daten wiederherstellen kénnen. Mit
einem taglichen Backup-Plan kann ein Unternehmen einen Tag an Daten verlieren, weil die Anderungen an
den Daten seit dem letzten Backup in einem Notfall verloren gehen kdnnte. Fur geschéaftskritische und
geschaftskritische Datenservices sind unter Umstanden ein RPO von Null sowie ein Plan und eine zugehorige
Infrastruktur zum Schutz von Daten ohne Datenverluste erforderlich.

Die Recovery-Zeitvorgabe (Recovery Time Objective, RTO) beschreibt, wie lange Sie sich leisten kénnen,
ohne die Daten verfigbar zu haben oder wie schnell Datenservices gesichert werden missen. So kann ein
Unternehmen beispielsweise Uber eine Backup- und Recovery-Implementierung verfugen, bei der aufgrund
seiner Grofe herkdmmliche Tapes fir bestimmte Datensatze verwendet werden. Das Ergebnis: Die
Wiederherstellung der Daten von den Backup-Tapes kann es im Falle eines Infrastruktur-Ausfalls mehrere
Stunden oder gar Tage dauern. Uberlegungen zur Zeit miissen auRerdem die Zeit beinhalten, die erforderlich



ist, um die Infrastruktur zusatzlich zum Wiederherstellen der Daten zu sichern. Fir geschéaftskritische
Datenservices bendtigen Sie unter Umstanden ein sehr niedriges RTO und kénnen daher fir Business
Continuity nur eine Failover-Zeit von Sekunden oder Minuten tolerieren, um die Datenservices schnell wieder
online zu bringen.

SM-BC

Ab ONTAP 9.8 kénnen Sie SAN-Workloads fur transparentes Applikations-Failover mit NetApp SM-BC sichern.
Sie kdnnen Konsistenzgruppen zwischen zwei AFF Clustern oder zwei ASA Clustern erstellen, um Daten zu
replizieren, damit ein Recovery Point Objective von null und ein Recovery Time Objective von fast null erreicht
wird.

Die SM-BC Lo6sung repliziert Daten mithilfe der SnapMirror Synchronous Technologie ber ein IP-Netzwerk.
Die Lésung bietet Granularitat auf Applikationsebene und automatisches Failover zur Sicherung
geschéftskritischer Daten-Services wie Microsoft SQL Server, Oracle usw. mit iISCSI oder FC
protokollbasierten SAN LUNSs. Ein an einem dritten Standort bereitgestellter ONTAP Mediator Uberwacht die
SM-BC-Ldsung und ermoglicht ein automatisches Failover bei einem Standortausfall.

Eine Konsistenzgruppe (CG) ist eine Sammlung von FlexVol-Volumes, die eine konsistente Schreibreihenfolge
fur den Applikations-Workload gewahrleistet, der zur Gewahrleistung der Business Continuity geschitzt
werden muss. Es ermdglicht gleichzeitige, absturzkonsistente Snapshot-Kopien einer Sammlung von Volumes
zu einem bestimmten Zeitpunkt. Eine SnapMirror-Beziehung, auch als CG-Beziehung bekannt, wird zwischen
einer Quell-CG und einer Ziel-CG eingerichtet. Die Gruppe der Volumes, die als Teil einer CG ausgewahit
wurden, kann einer Applikationsinstanz, einer Gruppe von Applikationsinstanzen oder fiir eine komplette
Lésung zugeordnet werden. Darlber hinaus kénnen auf der Grundlage von Geschéaftsanforderungen und
Anderungen die Beziehungen der SM-BC Consistency Group nach Bedarf erstellt oder geléscht werden.

Wie in der folgenden Abbildung dargestellt, werden die Daten in der Konsistenzgruppe fur Disaster Recovery
und Business Continuity in einen zweiten ONTAP Cluster repliziert. Die Anwendungen haben Konnektivitat zu
den LUNs in beiden ONTAP-Clustern. 1/0 wird normalerweise vom primaren Cluster bereitgestellt und setzt
diesen automatisch vom sekundaren Cluster fort, falls auf dem primaren Cluster ein Notfall auftritt. Beim
Design einer SM-BC-Ldsung muss die unterstitzte Objektanzahl fir die CG-Beziehungen (z. B. maximal 20
CGS und maximal 200 Endpunkte) beachtet werden, um zu vermeiden, dass die unterstitzten Grenzwerte
Uberschritten werden.
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"Weiter: FlexPod SM-BC Ldsung."

FlexPod SM-BC Lésung

"Zuruck: Einfuhrung."

Losungsiiberblick

Eine FlexPod SM-BC Lésung besteht im Wesentlichen aus zwei FlexPod Systemen, die sich an zwei
Standorten trennen und in Verbindung setzen, um eine hochverfiigbare, aufderst flexible und hochgradig
zuverlassige Datacenter-Losung bereitzustellen, die trotz eines Standortausfalls Business Continuity bietet.

Neben der Implementierung von zwei neuen FlexPod-Infrastrukturen zur Erstellung einer FlexPod SM-BC
Losung kann die Lésung auch auf zwei vorhandenen FlexPod-Infrastrukturen implementiert werden, die mit
SM-BC kompatibel sind, oder indem ein neues FlexPod hinzugefiigt wird, um eine bestehende FlexPod zu
nutzen.

Die beiden FlexPod Systeme in einer FlexPod SM-BC Lésung mussen in Konfigurationen nicht identisch sein.
Die zwei ONTAP Cluster missen jedoch aus den gleichen Storage-Familien stammen, entweder zwei AFF
oder zwei ASA Systeme, jedoch nicht unbedingt das gleiche Hardware-Modell. Die SM-BC Ldsung unterstitzt
keine FAS Systeme.

Die beiden FlexPod Standorte bendétigen Netzwerkkonnektivitat, was der Bandbreite der Lésung und den
Quality of Service-Anforderungen entspricht und zwischen den Standorten weniger als 10 Millisekunden (10
ms) Latenz fur Umlaufzeit hat, wie von der ONTAP SM-BC L&sung bendtigt. Flr diese FlexPod SM-BC
Losungsvalidierung werden die beiden FlexPod-Standorte lber ein erweitertes Layer-2-Netzwerk im selben
Lab miteinander verbunden.

Die NetApp ONTAP SM-BC L6sung bietet synchrone Replizierung zwischen den beiden NetApp Storage-
Clustern und sorgt so fir Hochverflgbarkeit und Disaster Recovery an Standorten bzw. Grol3raumgebieten.
Der an einem dritten Standort implementierte ONTAP Mediator Giberwacht die Lésung und ermdglicht ein
automatisiertes Failover im Falle eines Standortausfalls. Die folgende Abbildung bietet einen allgemeinen
Uberblick liber die Komponenten der Lésung.
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Mit der FlexPod SM-BC Lésung kénnen Sie eine Private Cloud auf Basis von VMware vSphere auf Basis einer
verteilten und doch integrierten Infrastruktur implementieren. Die integrierte Losung ermdglicht die
Koordinierung mehrerer Standorte als eine einheitliche Lésungsinfrastruktur, um Datenservices vor einer
Vielzahl von Single Point-of-Failure und einem kompletten Standortausfall zu schitzen.

In diesem technischen Bericht werden einige der End-to-End-Designiberlegungen der FlexPod SM-BC-
Losung hervorgehoben. Die Fachleute sollten Informationen in den verschiedenen FlexPod CVDs und NVAs
verwenden, um weitere Einzelheiten zur Implementierung von FlexPod Lésungen zu erhalten.

Die L6ésung wurde zwar durch die Implementierung von zwei FlexPod Systemen auf der Basis von Best
Practices von FlexPod validiert, wie in CVDs dokumentiert. Dennoch werden die Anforderungen fur die SM-BC
Lésung bertcksichtigt. Die in diesem Bericht vorgestellten FlexPod SM-BC Lésung wurde fiir Ausfallsicherheit
und Fehlertoleranz wahrend verschiedener Fehlerszenarien und in einem simulierten Standortfehler validiert.

Anforderungen der Losung erfiillen

Die FlexPod SM-BC Loésung ist auf folgende wichtige Anforderungen ausgerichtet:
» Business Continuity flir geschaftskritische Applikationen und Datenservices bei einem vollstandigen
Datacenter-Ausfall
* Flexible, verteilte Workload-Platzierung mit Workload-Mobilitat iber mehrere Datacenter hinweg

» Standortaffinitat, bei der wahrend des normalen Betriebs lokal auf Virtual Machine-Daten vom selben
Datacenter-Standort zugegriffen wird

» Schnelles Recovery ohne Datenverlust bei Standortausfall

Lésungskomponenten

Cisco Computing-Komponenten

Cisco UCS ist eine integrierte Computing-Infrastruktur fir einheitliche Computing-Ressourcen, Unified Fabric
und einheitliches Management. Damit kénnen Unternehmen den Einsatz von Applikationen, einschlieRlich
Virtualisierung und Bare Metal Workloads, automatisieren und beschleunigen. Das Cisco UCS unterstitzt eine
Vielzahl von Implementierungsanwendungsfallen, einschliellich Remote-Standorten und Zweigstellen,
Datacenter und Hybrid-Cloud-Anwendungsfalle. Je nach den spezifischen Lésungsanforderungen kann die



FlexPod Cisco Computing-Implementierung eine Vielzahl von Komponenten in unterschiedlichen Malkstaben
verwenden. Die folgenden Abschnitte enthalten zusatzliche Informationen zu einigen der UCS Komponenten.

UCS Server und Compute-Node

Die folgende Abbildung zeigt einige Beispiele fir die UCS Server-Komponenten: Rack Server der UCS C-
Serie, UCS 5108 Chassis mit Blade Servern der B-Serie und das neue UCS X9508 Chassis mit Computing-
Nodes der X-Serie. Die Cisco UCS C-Series Rack Server sind in einem und zwei Rack-Einheiten (RU)-
Formfaktor, Intel und AMD CPU-basierten Modellen sowie mit verschiedenen CPU-Geschwindigkeiten und
-Kernen, Arbeitsspeicher und I/O-Optionen verfligbar. Die Cisco UCS Blade Server der B-Serie und die neuen
Computing-Nodes der X-Serie sind auch mit verschiedenen CPU-, Arbeitsspeicher- und I/O-Optionen
verflgbar. Zur Erfillung der unterschiedlichen geschaftlichen Anforderungen werden sie alle in der FlexPod
Architektur unterstutzt.
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Neben den in der Abbildung gezeigten Rack-Servern C220/C225/C240/C245 M6, B200 M6 Blade Servern und
X210c Computing-Nodes kdnnen auch altere Rack- und Blade-Server-Generationen genutzt werden, wenn sie
weiterhin unterstitzt werden.

1/0-Modul und Intelligent Fabric Module

Das I/O-Modul (IOM)/Fabric Extender und das Intelligent Fabric Module (IFM) bieten eine einheitliche Fabric-
Konnektivitat fir das Cisco UCS 5108 Blade-Server-Chassis und das Cisco UCS X9508 X-Series Gehause.

Die vierte Generation des UCS IOM 2408 verfiigt tGber acht 25-G Unified Ethernet-Ports flir die Verbindung des
UCS 5108-Gehauses mit Fabric Interconnects (FI). Jeder 2408 verfugt Gber vier 10-G-Rickwandplatine zur
Ethernet-Verbindung Uber die Midplane zu jedem Blade-Server im Gehause.

Der UCSD 9108 25G IFM verfugt Uber acht 25-G Unified Ethernet Ports fiir die Verbindung der Blade Server
im UCS X9508 Chassis mit Fabric Interconnects. Jeder 9108 verfligt Uber vier 25-G-Verbindungen zu jedem

UCS X210c Computing-Node im X9108-Gehause. Das 9108 IFM arbeitet auch in Verbindung mit dem Fabric
Interconnect fir das Management der Gehdauseumgebung.

Die folgende Abbildung zeigt die UCS 2408 und friheren IOM Generationen fur das UCS 5108 Chassis und
den 9108 IFM fur das X9508 Chassis.
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UCS Fabric Interconnects

Die Cisco UCS Fabric Interconnects (FIS) sorgen fiir Konnektivitat und Management fiir das gesamte Cisco
UCS. Das FIS des Systems wird in der Regel als aktiv/aktiv-Paar bereitgestellt und integriert alle Komponenten
in eine einzige, hochverfligbare Management-Domane, die vom Cisco UCS Manager oder Cisco Intersight
gesteuert wird. Cisco UCS FIS bieten ein einzelnes Unified Fabric fir das System mit latenzarmem und
verlustfreiem, Cut-Through-Switching, das LAN-, SAN- und Management-Datenverkehr Uber ein einziges
Kabelset unterstitzt.

Fir den Cisco UCS FIS der vierten Generation gibt es zwei Varianten: UCS Fl 6454 und 64108. Zu den
Merkmalen gehdren Unterstltzung fur 10/25 Gbps Ethernet-Ports, 1/10/25-Gbps-Ethernet-Up-Link-Ports,
40/100-Gbps-Ports und Unified Ports, die 10/25-Gigabit-Ethernet oder 8/16/32-Gbps-Fibre Channel
unterstitzen. Die folgende Abbildung zeigt den Cisco UCS FIS der vierten Generation zusammen mit den
ebenfalls unterstitzten Modellen der dritten Generation.

UCS FI 6454
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Zur Unterstitzung des Cisco UCS X-Series Gehauses sind Fabric Interconnects der vierten

@ Generation erforderlich, die im Intersight Managed Mode (IMM) konfiguriert sind. Das Cisco
UCS 5108 Gehause der B-Serie kann jedoch sowohl im IMM-Modus als auch im UCSM-
Managed-Modus unterstitzt werden.

@ Das UCS Fl 6324 nutzt den IOM-Formfaktor und ist in ein UCS Mini-Chassis fur
Implementierungen eingebettet, die nur eine kleine UCS-Domane erfordern.

UCS Virtual Interface-Karten

Cisco UCS Virtual Interface Cards (VIC) sorgen fiir einheitliches Systemmanagement und LAN- und SAN-
Konnektivitat fir Rack- und Blade Server. Es unterstitzt bis zu 256 virtuelle Gerate, entweder als virtuelle
Netzwerkschnittstellenkarten (vNICs) oder als virtuelle Host Bus Adapter (vHBAs) mit der Cisco SingleConnect



Technologie. Durch die Virtualisierung vereinfachen VIC Karten die Netzwerk-Konnektivitat erheblich und
reduzieren die Anzahl der fir die Losungsimplementierung benétigten Netzwerkadapter, Kabel und Switch
Ports. Die folgende Abbildung zeigt einige Cisco UCS VIC fur Server der B-Serie und C-Serie und die
Computing-Nodes der X-Serie.

VIC 1440 VIC 1455
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Die verschiedenen Adaptermodelle unterstiitzen verschiedene Blade- und Rack-Server mit unterschiedlichen
Port-Anzahlen, Port-Geschwindigkeiten und Formfaktoren flir modulare LAN on Motherboard (mLOM),
Mezzanine-Karten und PCle-Schnittstellen. Die Adapter unterstiitzen einige Kombinationen aus 10/25/40/100-
G Ethernet und Fibre Channel over Ethernet (FCoE). Sie integrieren die Cisco Converged Network Adapter
(CNA)-Technologie, unterstiitzen ein umfassendes Funktionsset und vereinfachen das Adaptermanagement
und die Bereitstellung von Anwendungen. Der VIC unterstitzt beispielsweise die VM-FEX-Technologie (Data
Center Virtual Machine Fabric Extender) von Cisco, die die Cisco UCS Fabric Interconnect Ports auf Virtual
Machines erweitert und somit die Implementierung der Server-Virtualisierung vereinfacht.

Mit einer Kombination aus Cisco VIC in Konfigurationen fir mLOM, Mezzanine und Port Expander und Bridge-
Karten kdnnen Sie die Bandbreite und Konnektivitat der Blade Server voll ausschopfen. Beispielsweise besteht
die kombinierte VIC-Bandbreite 2 x 50-G + 2 x 50-G, indem die beiden 25-G-Links auf dem VIC 14825
(mLOM) und 14425 (Mezzanine) sowie die 14000 (Bridge Card) fir den X210c Computing-Node genutzt
werden. Oder 100 GB pro Fabric/IFM und 200 G insgesamt pro Server bei dualer IFM-Konfiguration.

Details zu den Cisco UCS-Produktfamilien, technischen Spezifikationen und Dokumentationen finden Sie im
"Cisco UCS" Website fir Informationen.

Cisco Switching-Komponenten

Nexus Switches

FlexPod verwendet Switches der Cisco Nexus Serie, um ein Ethernet Switching Fabric fir die Kommunikation
zwischen Cisco UCS und NetApp Storage Controllern bereitzustellen. Fiir die FlexPod Implementierung
werden alle derzeit unterstitzten Cisco Nexus Switch Modelle, einschlief3lich der Cisco Nexus 3000, 5000,
7000 und 9000 Serien, unterstitzt.


https://www.cisco.com/c/en/us/products/servers-unified-computing/index.html

Bei der Auswahl eines Switch-Modells flr FlexPod-Implementierungen missen viele Faktoren bertcksichtigt
werden, beispielsweise Performance, Port-Geschwindigkeit, Port-Dichte, Switching-Latenz. Und Protokolle wie
ACI und VXLAN Unterstiitzung, fiir lhre Designziele sowie fiir die Unterstiitzung von Switches.

In der Validierung vieler aktueller FlexPod CVDs werden Switches der Cisco Nexus 9000 Serie wie Nexus
9336C-FX2 und Nexus 93180YC-FX3 verwendet, die eine hohe Performance von 40/100G- und 10/25G-Ports,
eine niedrige Latenz und eine auRergewdhnliche Energieeffizienz in einem kompakten 1U-Formfaktor bieten.
Zusatzliche Geschwindigkeiten werden Uber Uplink-Ports und Breakout-Kabel unterstutzt. Die folgende
Abbildung zeigt einige Cisco Nexus 9k- und 3K-Switches, einschliellich des Nexus 9336C-FX2 und des Nexus
3232C-Systems fiir diese Validierung.

Nexus 9336C-FX2

Siehe "Cisco Data Center Switches" Weitere Informationen zu den verfligbaren Nexus Switches und ihren
Spezifikationen und Dokumentationen.

MDS-Switches

Die Fabric Switches der Cisco MDS 9100/9200/9300 Serie sind optional Bestandteil der FlexPod Architektur.
Diese Switches sind aulerst zuverlassig, hochflexibel und sicher und bieten Sichtbarkeit des Datenflusses in
der Fabric. Die folgende Abbildung zeigt einige Beispiele fir MDS-Switches, die zum Aufbau redundanter FC-
SAN-Fabrics fir eine FlexPod-Losung zur Erfallung von Applikations- und Geschéaftsanforderungen verwendet
werden kdnnen.

MDS 9132T MDS 9250i
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Cisco MDS 9132T/9148T/9396T Hochleistungs-32G-Multilayer-Fabric-Switches sind kostenguinstig und extrem
zuverlassig, flexibel und skalierbar. Die erweiterten Funktionen fiir Speichernetzwerke sind leicht zu managen
und fir eine zuverlassige SAN-Implementierung mit dem gesamten Portfolio der Cisco MDS 9000-Familie
kompatibel.

In diese Hardware-Plattform der nachsten Generation sind hochmoderne SAN-Analyse- und


https://www.cisco.com/c/en/us/products/switches/data-center-switches/index.html

Telemetrierungsfunktionen integriert. Die aus der Uberpriifung der Frame-Header extrahierten Telemetriedaten
kénnen auf eine Analysevisualisierungsplattform wie den Cisco Data Center Network Manager gestreamt
werden. Auch die MDS-Switches unterstiitzen 16-Gbit-FC, beispielsweise den MDS 9148S, werden in FlexPod
unterstltzt. Dartber hinaus sind auch Multiservice-MDS-Switches, wie beispielsweise MDS 9250i mit
Unterstitzung fir FCoE- und FCIP-Protokolle neben FC-Protokoll, Teil des FlexPod Lésungsportfolios.

Bei semi-modularen MDS-Switches wie 9132T und 9396T kénnen zusatzliche Port-Erweiterungsmodule und
Port-Lizenzen hinzugeflgt werden, um zusatzliche Geratekonnektivitat zu unterstiitzen. Auf den festen
Switches wie 9148T koénnen je nach Bedarf weitere Portlizenzen hinzugefligt werden. Diese Flexibilitdt beim
.Pay-as-you-grow“-Modell stellt eine Komponente fir Betriebskosten zur Verfligung, mit der sich die
Investitionskosten fir die Implementierung und den Betrieb einer Switch-basierten MDS-SAN-Infrastruktur
verringern lassen.

Siehe "Cisco MDS Fabric Switches" Weitere Informationen zu den verfligbaren MDS Fabric Switches finden
Sie im "NetApp IMT" Und "Cisco Hardware- und Software-Kompatibilitatsliste" Erhalten Sie eine vollstandige
Liste der unterstitzten SAN Switches.

Komponenten von NetApp

Zur Erstellung einer FlexPod SM-BC Lésung sind redundante NetApp AFF oder ASA Controller mit ONTAP
Software 9.8 oder neuere Versionen erforderlich. Das aktuelle ONTAP-Release, derzeit 9.10.1, wird fur die
SM-BC-Implementierung empfohlen, um von den kontinuierlichen ONTAP-Innovationen, Performance- und
Qualitatsverbesserungen und der héheren maximalen Anzahl von Objekten fiir den SM-BC-Support zu
profitieren.

NetApp AFF und ASA Controller bieten branchenfiihrende Performance und Innovationen fur Datensicherung
der Enterprise-Klasse sowie vielseitige Datenmanagementfunktionen. Die AFF und ASA Systeme unterstiitzen
End-to-End-NVMe-Technologien, einschliellich NVMe-Attached SSDs und NVMe over Fibre Channel
(NVMe/FC) Front-End-Host-Konnektivitat. Mit einer NVMe/FC-basierten SAN-Infrastruktur kdnnen Sie den
Workload-Durchsatz verbessern und die I/O-Latenz verringern. NVMe/FC-basierte Datastores konnen jedoch
derzeit nur fir Workloads genutzt werden, die nicht durch SM-BC geschiitzt sind, da die SM-BC Lésung derzeit
nur iISCSI- und FC-Protokolle unterstitzt.

NetApp AFF und ASA Storage-Controller bieten Kunden auch eine Hybrid-Cloud-Grundlage, um von den
Vorteilen der nahtlosen Datenmobilitat mithilfe der NetApp Data-Fabric-Architektur zu profitieren. Mit Data
Fabric lassen sich Daten einfach vom Edge-Bereich in den Core-Bereich verschieben, wo sie verwendet
werden, und in die Cloud. So profitieren Sie von den flexiblen On-Demand-Computing- sowie Kl- und ML-
Funktionen und kénnen damit schneller geschaftliche Einblicke gewinnen.

Wie in der folgenden Abbildung dargestellt, bietet NetApp verschiedene Storage Controller und Festplatten-
Shelfs, um Ihre Performance- und Kapazitdtsanforderungen zu erfullen. In der folgenden Tabelle finden Sie
Links zu Produktseiten fiir Informationen zu den Funktionen und Spezifikationen des NetApp AFF und ASA
Controllers.
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https://www.cisco.com/c/en/us/products/storage-networking/index.html
https://mysupport.netapp.com/matrix/
https://ucshcltool.cloudapps.cisco.com/public/
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Produktfamilie Technische Spezifikationen
AFF Serie "Dokumentation der AFF Serie"
ASA Serie "Dokumentation der ASA Serie"

Konsultieren Sie die "Dokumentation der Platten-Shelfs und Storage-Medien von NetApp" Und "NetApp
Hardware Universe" Weitere Informationen zu den Festplatten-Shelfs und zu unterstitzten Platten-Shelfs fur

jedes Storage-Controller-Modell

Losungstopologien

FlexPod Lésungen sind flexibel in der Topologie und lassen sich je nach Anforderungen vertikal oder horizontal
skalieren. Eine Losung, die Business Continuity-Sicherheit erfordert und nur minimale Computing- und
Storage-Ressourcen erfordert, kann eine einfache Topologie der Lésung verwenden, wie in der folgenden
Abbildung dargestellt. Diese einfache Topologie verwendet Rack-Server der UCS C-Serie und AFF/ASA
Controller mit SSDs im Controller ohne zusatzliche Festplatten-Shelfs.
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https://mysupport.netapp.com/documentation/productlibrary/index.html?productID=62247
https://docs.netapp.com/allsan/index.jsp
https://www.netapp.com/data-storage/disk-shelves-storage-media/
https://hwu.netapp.com/
https://hwu.netapp.com/
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Die redundanten Computing-, Netzwerk- und Storage-Komponenten sind durch die redundante Konnektivitat
zwischen den Komponenten miteinander verbunden. Dieses hochverfliigbare Design bietet eine zuverlassige
Lésung, die sich gegen Single Point of Failure-Szenarien aushalt. Trotz des standortiibergreifenden Designs
und der synchronen ONTAP SM-BC Datenreplizierung kdnnen geschéaftskritische Daten-Services genutzt
werden, selbst wenn ein Storage-Ausfall an einem einzigen Standort mdglich ist.

Eine asymmetrische Implementierungstopologie, die in Unternehmen zwischen einem Datacenter und einer
Niederlassung in einem Grofiraumgebiet eingesetzt werden kann, kdnnte wie folgt aussehen: Fir dieses
asymmetrische Design erfordert das Datacenter ein FlexPod mit hdherer Performance und mehr Computing-
und Storage-Ressourcen. Die Anforderungen an die Remote-Zweigstelle sind jedoch weniger und kénnen
durch eine viel kleinere FlexPod erflllt werden.

ONTAP Mediator
(Site C)

Extended Layer 2
Inter-site Links

SM-BC relationships

FlexPod (Site A) FlexPod (Site B)
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Fir Unternehmen mit héheren Anforderungen an Computing- und Storage-Ressourcen und mehreren
Standorten verfugt eine VXLAN-basierte Multi-Site-Fabric Gber eine nahtlose Netzwerk-Fabric-Infrastruktur, die
die Applikationsmobilitat vereinfacht, sodass eine Applikation von jedem Standort aus bedient werden kann.

Méglicherweise gibt es eine vorhandene FlexPod Lésung mit dem Cisco UCS 5108 Chassis und Blade
Servern der B-Serie, die durch eine neue FlexPod Instanz geschitzt werden missen. Die neue FlexPod
Instanz nutzt das neueste UCS X9508 Chassis mit X210c Computing Nodes, die von Cisco Intersight
gemanagt werden, wie in der folgenden Abbildung dargestellt. In diesem Fall sind die FlexPod Systeme an
jedem Standort mit einer gro3eren Datacenter-Fabric verbunden. Die Standorte sind Uber ein Interconnect-
Netzwerk verbunden und bilden so eine VXLAN Multi-Site Fabric.

/ ONTAP Mediator
Intersight Managed \ (Site C)
: EAE N E A E N E N E N

SM-BC relationships

FlexPod (Site A) FlexPod (Site B)

Fiar Unternehmen mit einem Datacenter und mehreren Niederlassungen in einem GrolRraumgebiet, die alle
gesichert werden mussen, um Business Continuity sicherzustellen, Die in der folgenden Abbildung dargestellte
FlexPod SM-BC Implementierungstopologie kann implementiert werden, um kritische Applikations- und
Datenservices zu sichern und so ein Recovery Point Objective von null und ein Recovery Time Objective von
fast null fur alle Zweigstellen zu erreichen.
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Bei diesem Implementierungsmodell richtet jede Niederlassung die SM-BC-Beziehungen und Consistency
Groups ein, die sie fur das Datacenter bendtigen. Sie mussen die unterstitzten SM-BC-Objektgrenzwerte
berucksichtigen, sodass die Gesamtwerte fur Consistency Group-Beziehungen und Endpunkte die im
Datacenter unterstltzten Maximalwerte nicht Gberschreiten.

"Weiter: Ubersicht zur Lésungsvalidierung"

Losungsvalidierung

Lésungsvalidierung — Uberblick

"Fraher: FlexPod SM-BC Ldsung."

Die Details zum Design und der Implementierung der FlexPod SM-BC Lésung hangen
von der jeweiligen Konfiguration der FlexPod-Situation und den jeweiligen Losungszielen
ab. Nach Definition der allgemeinen Business Continuity-Anforderungen kann die
FlexPod SM-BC Lésung erstellt werden. Dazu wird eine vollstandig neue Losung mit zwei
neuen FlexPod Systemen implementiert, ein neues FlexPod an einem anderen Standort
hinzugefugt und mit einem vorhandenen FlexPod gekoppelt oder zwei bestehende
FlexPod Systeme verbunden.

Da FlexPod Lésungen in seinen Konfigurationen flexibel sind, kénnen alle unterstitzten FlexPod
Konfigurationen und Komponenten verwendet werden. Der restliche Abschnitt enthalt Informationen zu den
Implementierungsprifungen, die bei einer VMware-basierten virtuellen Infrastrukturlésung durchgefihrt
werden. Mit Ausnahme der SM-BC bezogenen Aspekte folgt die Implementierung den Standardprozessen des
FlexPod Implementierungsauftrages. In den verfigbaren FlexPod CVDs und NVAs finden Sie die jeweiligen
Konfigurationen fur allgemeine FlexPod-Implementierungsdetails.
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Validierungstopologie

Zur Validierung der FlexPod SM-BC Lésung kommen unterstiitzte Technologiekomponenten von NetApp,
Cisco und VMware zum Einsatz. Die Loésung umfasst NetApp AFF A250 HA-Paare mit ONTAP 9.10.1, duale
Cisco Nexus 9336C-FX2 Switches an Standort A und duale Cisco Nexus 3232C-Switches am Standort B,
Cisco UCS 6454 FIS an beiden Standorten, Und drei Cisco UCS B200 M5 Server an jedem Standort mit
VMware vSphere 7.0u2. Sie werden durch UCS Manager und VMware vCenter Server gemanagt. Die
folgende Abbildung zeigt die Lésungstopologie auf Komponentenebene mit zwei FlexPod-Systemen, die an
Standort A und Standort B ausgefiihrt werden. Sie sind Uber erweiterte Layer-2-Verbindungen zwischen
Standorten und ONTAP Mediator verbunden, der an Standort C ausgefihrt wird

il

ONTAP Mediator
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Extended Layer 2
Inter-site Links

)
AN
AN
e
?

0o
ot

SM-BC relationships . 22

/

FlexPod (Site A) FlexPod (Site B)

Hardware- und Software-Suite von NetApp

In der folgenden Tabelle sind die fur die Losungsvalidierung verwendete Hardware und Software aufgefihrt. Es
ist wichtig zu beachten, dass Cisco, NetApp und VMware Uber Interoperabilitatsmatrixe verfligen, die zur
Bestimmung des Supports fir jede spezifische Implementierung von FlexPod eingesetzt werden:

* "http://support.netapp.com/matrix/"

+ "Cisco UCS Hardware and Software Interoperability Tool"

+ "http://www.vmware.com/resources/compatibility/search.php”

Kategorie Komponente Softwareversion Menge
Computing Cisco UCS Fabric 4.2 (1f) 4 (2 pro Standort)
Interconnect 6454
Cisco UCS B200 M5 4.2 (1f) 6 (3 pro Standort)
Server
CISCO UCS IOM 2204XP 4.2 (1f) 4 (2 pro Standort)
CISCO VIC 1440 (PID: 5.2 (1a) 2 (1 pro Standort)

UCSB-MLOM-40G-04)
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http://support.netapp.com/matrix/
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.vmware.com/resources/compatibility/search.php

Kategorie Komponente

CISCO VIC 1340 (PID:
UCSB-MLOM-40G-03)

Softwareversion

4.5 (1a)

Menge
4 (2 pro Standort)

Netzwerk Cisco Nexus 9336C-FX2 9.3 (6) 2 (Standort A)
Cisco Nexus 3232C 9.3 (6) 2 (Standort B)
Storage NetApp AFF A250 9.10.1 4 (2 pro Standort)
NetApp System Manager 9.10.1 2 (1 pro Standort)
NetApp Active IQ Unified 9.10 1
Manager
NetApp ONTAP Tools fir  9.10 1
VMware vSphere
NetApp SnapCenter Plug- 4.6 1
in fir VMware vSphere
NetApp ONTAP Mediator 1.3 1
NAbox 3.0.2 1
NetApp Harvest 21.11.1-1 1
Einheitliche VMware ESXi 7,0U2 6 (3 pro Standort)
VMware ESXi Nenic 1.0.35.0 6 (3 pro Standort)
Ethernet-Treiber
VMware vCenter 7,0U2 1
NetApp NFS Plug-in fir 2.0 6 (3 pro Standort)
VMware VAAI
Tests Microsoft Windows 2022 1
Microsoft SQL Server 2019 1
Microsoft SQL Server 18.10 1
Management Studio
HammerDB 4.3 1
Microsoft Windows 10 6 (3 pro Standort)
lometer 1.1.0 6 (3 pro Standort)

"Als Nachstes: Losungsvalidierung — Computing.”

Lésungsvalidierung — Computing

"Preiiwous: Lésungsvalidierung — Uberblick."

Die Computing-Konfiguration fur die FlexPod SM-BC-L6sung folgt den typischen Best
Practices der FlexPod Lésung. In den folgenden Abschnitten werden einige der flr die
Validierung verwendeten Konnektivitat und Konfigurationen vorgestellt. Einige Punkte, die
im Zusammenhang mit SM-BC zu berucksichtigen sind, geben auch
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Implementierungsreferenzen und -Anleitungen an.

Konnektivitat

Die Konnektivitat zwischen den UCS B200 Blade Servern und den IOMs wird durch die UCS VIC-Karte Gber
die UCS 5108 Gehause-Backplane-Verbindungen bereitgestellt. Die fur die Validierung verwendeten UCS
2204 XP Fabric Extender verfligen Uber sechzehn 10G-Ports, um sich mit den acht Blade Servern mit halber
Breite zu verbinden, z. B. zwei fur jeden Server. Zur Erhdhung der Server-Konnektivitdtsbandbreite kann ein
zusatzlicher Mezzanine-basierter VIC hinzugefiigt werden, um den Server mit dem alternativen UCS 2408 IOM
zu verbinden, das vier 10G-Verbindungen zu jedem Server bietet.

10GBASE-KR 4
UCS ucs
2204XP 2204XP
A B
\_
4 None VIC 14401340 )
Mezzanine mLOM

VvNICs and vHBAs

-

B200 M5

J

Die Konnektivitat zwischen dem UCS 5108 Gehause und dem fir die Validierung verwendeten UCS 6454 FIS
wird durch das IOM 2204 XP bereitgestellt, welches vier 10G-Verbindungen verwendet. Die Fl-Ports 1 bis 4
sind als Serveranschlisse fir diese Verbindungen konfiguriert. Die FI-Ports 25 bis 28 sind als Netzwerk-
Uplink-Ports zum Nexus-Switch A und B am lokalen Standort konfiguriert. Die folgende Abbildung und Tabelle
enthalten das Konnektivitatsdiagramm und die Details zur Port-Verbindung, mit denen UCS 6454 FIS eine

Verbindung zum UCS 5108-Chassis und den Nexus-Switches herstellen kann.
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Lokales Gerat Lokaler Port Remote-Gerat Remote-Port

L2 L2

Die obigen Verbindungen sind fir beide Standorte A und B ahnlich, trotz Standort A mit Nexus
9336C-FX2Switches und Standort B mit Nexus 3232C-Switches. Breakout-Kabel von 40G bis

@ 4X10G werden fur den Nexus fur FI-Verbindungen verwendet. Die FI-Verbindungen zu Nexus
nutzen Port-Channel und virtuelle Port-Kanale sind auf den Nexus-Switches konfiguriert, um die
Verbindungen zu jedem FI aggregieren.

Wenn Sie eine andere Kombination aus IOM, FI und Nexus Switch-Komponenten verwenden,
@ achten Sie bei der Kombination der Umgebung auf die entsprechenden Kabel und die Port-
Geschwindigkeit.

Zusatzliche Bandbreite lasst sich durch Komponenten erreichen, die Verbindungen mit héherer
Geschwindigkeit oder mehr Verbindungen unterstiitzen. Zusatzliche Redundanz lasst sich durch
Hinzuflgen weiterer Verbindungen mit Komponenten erreichen, die diese unterstitzen.

Serviceprofile

Ein Blade Server Chassis mit Fabric Interconnects, das von UCS Manager (UCSM) oder Cisco Intersight
gemanagt wird, kann die Server durch Nutzung von Service-Profilen abstrahieren, die in UCSM und Server-
Profilen in Intersight verfiigbar sind. Diese Validierung nutzt UCSM und Serviceprofile, um das Server
Management zu vereinfachen. Mithilfe von Serviceprofilen kénnen Sie einen Server einfach durch die
Verknlpfung des urspriinglichen Serviceprofils mit der neuen Hardware ersetzen oder aktualisieren.

Die erstellten Serviceprofile unterstitzen fir VMware ESXi Hosts Folgendes:

« SAN startet Uber den AFF A250-Storage an beiden Standorten mit iISCSI-Protokoll.
« Sechs vNICs werden fur die Server erstellt, in denen:

o Zwei redundante vNICs (vSwitch0-A und vSwitch0-B) tragen den in-Band-Management-Traffic.
Optional kénnen diese vNICs auch mit NFS-Protokolldaten verwendet werden, die nicht durch SM-BC
geschitzt sind.

o Zwei redundante vNICs (VdS-A und VdS-B) werden vom vSphere Distributed Switch verwendet, um
VMware vMotion und anderen Applikationsdatenverkehr zu transportieren.

o ISCSI-A vNIC verwendet von iSCSI-A vSwitch, um Zugriff auf iISCSI-A-Pfad zu bieten.

> ISCSI-B vNIC, die von iSCSI-B vSwitch verwendet wird, um Zugriff auf den iSCSI-B-Pfad zu
ermoglichen.

SAN Booting

Fir die iSCSI-SAN-Startkonfiguration sind die iISCSI-Startparameter so eingestellt, dass iISCSI von beiden
iISCSI-Fabrics aus gestartet werden kann. Um das SM-BC Failover-Szenario unterzubringen, in dem ein iSCSI
SAN Boot LUN vom sekundaren Cluster bereitgestellt wird, wenn das primare Cluster nicht verflgbar ist, sollte
die statische iISCSI-Zielkonfiguration Ziele sowohl von Standort A als auch von Standort B umfassen Um die
Boot-LUN-Verfligbarkeit zu maximieren, konfigurieren Sie dartber hinaus die iISCSI-Boot-Parameter-
Einstellungen, damit sie von allen Storage Controllern gebootet werden kdnnen.

Das statische iISCSI-Ziel kann in der Boot-Policy der Service-Profile-Vorlagen unter dem Dialogfeld Set iSCSI

Boot Parameter konfiguriert werden, wie in der folgenden Abbildung dargestellt. Die empfohlene Konfiguration
fur den iISCSI-Boot-Parameter ist in der folgenden Tabelle dargestellt, welche die oben beschriebene Boot-
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Strategie implementiert, um eine hohe Verfligbarkeit zu erreichen.
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ISCSI Fabric Prioritat ISCSI-Ziel ISCSI LIF
ISCSI A 1 ISCSI-Ziel Standort A Standort A Controller 1
iSCSIALIF
2 ISCSI-Ziel Standort B Standort B Controller 2
iSCSIALIF
ISCSI B 1 ISCSI-Ziel Standort B Standort B Controller 1
iSCSI B LIF
2 ISCSI-Ziel Standort A Standort A Controller 2
iSCSI B LIF

"Weiter: Losungsvalidierung — Netzwerk."

Losungsvalidierung — Netzwerk

"Frdher: Lésungsvalidierung — Computing.”

Die Netzwerkkonfiguration fur die FlexPod SM-BC Losung folgt an jedem Standort den
typischen Best Practices der FlexPod Lésung. Fur die Konnektivitat zwischen Standorten
werden die FlexPod Nexus Switches an beiden Standorten Uber die Losungsvalidierung
miteinander verbunden. So wird fir Verbindungen zwischen den Standorten zwischen
den beiden Standorten hergestellt, was die VLANs zwischen den beiden Standorten
erweitert. In den folgenden Abschnitten werden einige der fur die Validierung
verwendeten Konnektivitat und Konfigurationen vorgestellt.

Konnektivitat

Die FlexPod Nexus Switches an jedem Standort sorgen in einer hochverfligbaren Konfiguration fiir die lokale
Konnektivitat zwischen UCS Computing und ONTAP Storage. Die redundanten Komponenten und die
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redundante Konnektivitat bieten die Ausfallsicherheit bei Single-Point-of-Failure-Szenarien.

Das folgende Diagramm zeigt die lokale Konnektivitat von Nexus Switch an den einzelnen Standorten. Neben
den im Diagramm dargestellten Informationen gibt es fir jede Komponente auch Konsolen- und Management-
Netzwerkverbindungen. Die 40G bis 4 x 10G-Breakout-Kabel werden zur Verbindung der Nexus-Switches mit
dem UCS FIS und den ONTAP AFF A250 Storage Controllern verwendet. Alternativ kdnnen Sie mit den 100 G
bis 4 x 25 G Breakout Kabeln die Kommunikationsgeschwindigkeit zwischen den Nexus Switches und den
AFF A250 Storage Controllern erhéhen. Zur Vereinfachung werden die beiden AFF A250-Controller zur
Verkabelungsabbildung logisch nebeneinander dargestellt. Dank der beiden Verbindungen zwischen den

beiden Storage Controllern kann der Storage ein Cluster ohne Switches bilden.

FI 6454 A o

Nexus A &

e
i
o
o

4

= e
AFF A250 RS
e T T T T

Die folgende Tabelle zeigt die Konnektivitat zwischen Nexus Switches und AFF A250 Storage-Controllern an

jedem Standort.

Lokales Gerat Lokaler Port Remote-Gerat Remote-Port
Nexus A 1/10/1 AFF A250 A ela

1/10/2 elb

1/10/3 AFF A250 B ela

1/10/4 elb
Nexus B 1/10/1 AFF A250 A elc

1/10/2 eld

1/10/3 AFF A250 B elc

1/10/4 eld

Die Konnektivitat zwischen den FlexPod-Switches an Standort A und Standort B ist in der folgenden Abbildung
dargestellt. Die entsprechende Verkabelung ist in der Tabelle aufgefihrt. Die Verbindungen zwischen den
beiden Switches an jedem Standort gelten fur die vPC-Peer-Links. Auf der anderen Seite stellen die
Verbindungen zwischen den Switches Uber die Standorte hinweg die Verbindungen zwischen den Standorten
dar. Die Links erweitern die VLANs auf mehrere Standorte fir Cluster-lUbergreifende Kommunikation, SM-BC
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Datenreplizierung, in-Band-Management und Datenzugriff fir die Ressourcen des Remote-Standorts.

A ]
Nexus
9336C-FX2
B B
FlexPod Switches (Site A) FlexPod Switches (Site B)

Lokales Gerat Lokaler Port Remote-Gerat Remote-Port
Standort A Schalter A 33 Schalter A Standort B 31

34 32

25 Standort A Schalter B 25

26 26
Standort A Schalter B 33 Schalter B an Standort B 31

34 32

25 Standort A Schalter A 25

26 26
Schalter A Standort B 31 Standort A Schalter A 33

32 34

25 Schalter B an Standort B 25

26 26
Schalter B an Standort B 31 Standort A Schalter B 33

32 34

25 Schalter A Standort B 25

26 26

@ In der Tabelle oben ist die Konnektivitat aus der Perspektive jedes FlexPod Switches aufgefihrt.
Die Tabelle enthalt daher doppelte Informationen zur Lesbarkeit.

Port Channel und virtueller Port Channel

Port Channel ermdglicht die Link-Aggregation mithilfe des Link Aggregation Control Protocol (LACP) fiir
Bandbreitenaggregation und Ausfallsicherheit bei Link-Ausféllen. Uber den virtuellen Port-Kanal (vPC) kénnen
die Port-Channel-Verbindungen zwischen zwei Nexus-Switches logisch als eine angezeigt werden. Dadurch
wird die Ausfallsicherheit bei Szenarien wie dem Ausfall einer einzelnen Verbindung oder eines Single Switch
noch weiter verbessert.
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Der UCS Server-Datenverkehr zum Storage nimmt Pfade Von IOM A zu FI Aund IOM B zu FI B vor dem
Erreichen der Nexus-Switches. Da DIE FI-Verbindungen zu Nexus Switches auf DER FI-Seite Port Channel
und der virtuelle Port Channel auf der Nexus Switch-Seite nutzen, kann der UCS Server Pfade Uber beide
Nexus Switches effektiv nutzen und gegen Single Point-of-Failure-Szenarien tberleben. Zwischen den beiden
Standorten sind die Nexus Switches miteinander verbunden, wie in der vorherigen Abbildung dargestellt. Je
zwei Links kdnnen die Switch-Paare zwischen den Standorten verbunden werden, und sie verwenden zudem
eine Port-Channel-Konfiguration.

Die Konnektivitat zwischen in-Band-Management, Clustern und iSCSI/NFS Daten-Storage-Protokollen wird
bereitgestellt, indem die Storage-Controller an jedem Standort in einer redundanten Konfiguration mit den
lokalen Nexus-Switches verbunden werden. Jeder Storage-Controller ist mit zwei Nexus-Switches verbunden.
Die vier Verbindungen werden als Teil einer Schnittstellengruppe auf dem Storage konfiguriert, um die
Ausfallsicherheit zu erh6hen. Beim Nexus Switch sind diese Ports auch Teil eines vPC zwischen den Switches.

In der folgenden Tabelle sind die Port-Channel-ID und die Port-Nutzung an jedem Standort aufgefiihrt.

Port-Kanal-ID Zu Verwenden

10 Lokale Nexus Peer-Verbindung

15 Fabric Interconnect A-Links

16 Fabric Interconnect B-Links

27 Storage Controller A-Links

28 Storage Controller B-Links

100 Wechseln Sie zwischen den Standorten A-Links
200 Switch B-Links zwischen Standorten
VLANSs

In der folgenden Tabelle sind fir das Einrichten der Validierungsumgebung der FlexPod SM-BC-L&6sung und
ihrer Verwendung konfigurierte VLANs aufgefuhrt.

Name VLAN-ID Zu Verwenden

Natives VLAN 2 VLAN 2 wird als natives VLAN statt
Standard-VLAN verwendet (1)

OOB-MGMT-VLAN 3333 Out-of-Band-Management-VLAN
fur Gerate

IB-MGMT-VLAN 3334 In-Band-Management-VLAN fir
ESXi Hosts, VM Management usw.

NFS-VLAN 3335 Optionales NFS VLAN fiur NFS-
Verkehr

ISCSI-A-VLAN 3336 ISCSI-A Fabric-VLAN fir iSCSI-
Datenverkehr

ISCSI-B-VLAN 3337 ISCSI-B Fabric-VLAN flr iSCSI-
Datenverkehr

VMotion-VLAN 3338 VVMware vMotion Traffic VLAN

VM-Traffic — VLAN 3339 VMware VM Traffic VLAN
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Name VLAN-ID Zu Verwenden

Intercluster-VLAN 3340 Intercluster-VLAN fiir ONTAP
Cluster Peer Communications

SM-BC unterstitzt zwar keine NFS- oder CIFS-Protokolle fiir Business Continuity, Sie kbnnen
@ diese jedoch auch fur Workloads einsetzen, die nicht zur Gewahrleistung der Business
Continuity gesichert werden missen. NFS-Datastores wurden fiir diese Validierung nicht erstellt.

"Weiter: Lésungsvalidierung — Storage."

Losungsvalidierung: Storage

"Zurtck: Losungsvalidierung - Netzwerk."

Die Storage-Konfiguration fur die FlexPod SM-BC Ldsung folgt den typischen Best
Practices der FlexPod Losung an jedem Standort. Fir SM-BC Cluster-Peering und
Datenreplizierung verwenden sie die Verbindungen zwischen den Standorten, die
zwischen den FlexPod Switches an beiden Standorten hergestellt wurden. In den
folgenden Abschnitten werden einige der fur die Validierung verwendeten Konnektivitat
und Konfigurationen vorgestellt.

Konnektivitat

Die Storage-Konnektivitat mit den lokalen UCS FIS- und Blade-Servern wird von den Nexus Switches am
lokalen Standort bereitgestellt. Durch die Nexus Switch-Konnektivitat zwischen Standorten kann auch von den
Remote UCS Blade Servern auf den Storage zugegriffen werden. Die folgende Abbildung und Tabelle zeigen
das Storage-Konnektivitatsdiagramm und eine Liste der Verbindungen fir die Storage-Controller an jedem
Standort.

NeXus A i . Nexus B

2 e e e e .
AFF A250 ORI
- SIS
Lokales Gerat Lokaler Port Remote-Gerat Remote-Port
AFF A250 A eOc AFF A250 B eOc
e0d e0d
ela Nexus A 1/10/1
elb 1/10/2

24



Lokales Gerat Lokaler Port
elc
eld
AFF A250 B eOc
e0d
ela
elb
elc

eld

Verbindungen und Schnittstellen

Remote-Gerat Remote-Port
Nexus B 1/10/1
1/10/2
AFF A250 A eOc
e0d
Nexus A 1/10/3
1/10/4
Nexus B 1/10/3
1/10/4

Zwei physische Ports an jedem Storage-Controller sind fir diese Validierung mit jedem Nexus-Switch

verbunden, um die Bandbreitenaggregation und Redundanz zu gewahrleisten. Diese vier Verbindungen
nehmen an einer Schnittstellengruppenkonfiguration auf dem Speicher Teil. Die entsprechenden Ports auf den
Nexus Switches teilen sich fir die Link-Aggregation und Ausfallsicherheit in einem vPC.

Die Storage-Protokolle fir das in-Band-Management, Cluster-tbergreifende und NFS/iSCSI-Daten verwenden
VLANSs. VLAN-Ports werden auf der Interface Group erstellt, um die verschiedenen Arten von Datenverkehr zu

trennen. Logische Schnittstellen (LIFs) fir die jeweiligen Funktionen werden auf den entsprechenden VLAN-

Ports erstellt. Die folgende Abbildung zeigt die Beziehung zwischen den physischen Verbindungen,
Schnittstellengruppen, VLAN-Ports und logischen Schnittstellen.

Nexus A

VLAN ports LIFs
Controller 1

VLAN ports LIFs
Controller 2

AFF A250
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SAN Booting

NetApp empfiehlt, SAN-Boot fiir die Cisco UCS Server in der FlexPod Losung zu implementieren. Die
Implementierung von SAN Boot ermdglicht die sichere Sicherung des Betriebssystems im NetApp Storage-
System und bietet héhere Performance und Flexibilitat. Fir diese Losung wurde iSCSI SAN-Boot validiert.

Die folgende Abbildung zeigt die Konnektivitat fir das iSCSI-SAN-Booten des Cisco UCS Servers aus NetApp
Storage. Bei iSCSI SAN Boot wird jedem Cisco UCS Server zwei iSCSI vNICs zugewiesen (einer fur jede
SAN-Fabric), die redundante Konnektivitat vom Server bis zum Storage bieten. Die 10/25-G Ethernet Storage
Ports, die mit den Nexus Switches verbunden sind (in diesem Beispiel e1a, e1b, e1c und e1d), werden zu
einer Interface Group (ifgrp) (in diesem Beispiel, a0a) gruppiert. Die iSCSI VLAN-Ports werden auf dem ifgrp
erstellt, und die iISCSI LIFs werden auf den iSCSI VLAN-Ports erstellt.

Jede iSCSI-Boot-LUN wird dem Server zugeordnet, der von ihm tber die iSCSI-LIFs bootet, indem die Boot-
LUN mit den iSCSI-qualifizierten Namen (IQNs) des Servers in seiner Boot-Initiatorgruppe verknupft wird. Die
Boot-iGroup des Servers enthalt zwei IQNs, eine fiir jede vNIC / SAN-Fabric. Mit dieser Funktion kann nur der
autorisierte Server auf die speziell fir diesen Server erstellte Boot-LUN zugreifen.

B200 M5

VLAN ports LIFs
Controller 2

VLAN ports LIFs
Controller 1

AFF A250

Cluster-Peering

ONTAP Cluster Peers kommunizieren Uber die Intercluster LIFs. Mit ONTAP System Manager fiir die beiden
Cluster kdnnen Sie im Teilfenster ,Schutz* > ,Ubersicht* die erforderlichen Intercluster-LIFs erstellen.
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= [ ONTAP System Manager

DASHBOARD

STORAGE

Add Intercluster Interfaces

NETWORK

EVENTS & JOBS

aff-a250-a-01
PROTECTION ; 1P ADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN
172.21.84.106 256.255.255.0 Add optional gateway Inter-Cluster v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

HOSTS
CLUSTER aff-a250-a-02
IP ADDRESS
172.21.84.107

Cancel

Gehen Sie wie folgt vor, um die beiden Cluster miteinander zu verbinden:

1. Erzeugen einer Cluster-Peering-Passphrase im ersten Cluster

Generate Passphrase

Al storage VME incl... X

1 Howr

RO TECLUSTER VERSI0M

ONTAP 9.7 or later

Data transherred for this chater peer will be mesypted. Encryphion might deg ade the pertormance of dats franaber

ERATIO PRSP SE

SoUmbVEveCmitgoBiisdtdl, 172.21 84,107, 172.21 8410 La ]
0 Copy this passphrase to the partner cluster to complete the pel

2. Rufen Sie die Peer Cluster-Option im zweiten Cluster auf und stellen Sie die LIF-Informationen fur
Passphrase und Intercluster bereit.

27



Il ONTAP System Manager

DASHBOARD

STORACE

Peer Cluster
NETWORK

EVENTS & JOBS

PROTECTION

Al storage VMs finc... X

hrase,| Launch Bemote Cluster

HOSTS

intercluster Metwork mterfaces 1P Addresses

CLUSTER

Initiate Cluster Peering

3. Im Teilfenster System Manager Protection > Overview werden Cluster-Peer-Informationen angezeigt.

= [ ONTAP System Manager

Overview

DASHBOARD
STORAGE P ter Settin gt Protected Dat .

NETWORK Volume Protection

Snapihot Coples (Local)

EVENTS & JOBS

& iinascis 1 . o1 smes v poctet
PROTECTION & iraansn : i
Snapiirror [Local o Remolts)
el
HOSTS
Back Up to Cloud
CLUSTER op

Sipviariens, | | ([ eE

Mediator @ &

Installation und Konfiguration des ONTAP Mediators

Der ONTAP Mediator stellt ein Quorum fiir die ONTAP Cluster in einer SM-BC Beziehung her. Es koordiniert
das automatisierte Failover, wenn ein Fehler erkannt wird, und vermeidet Split-Brain-Szenarien, wenn jedes
Cluster gleichzeitig versucht, die Kontrolle als primares Cluster zu etablieren.

Bevor Sie den ONTAP Mediator installieren, tberprifen Sie den "Installieren oder aktualisieren Sie den
ONTAP Mediator-Dienst" Seite fur Voraussetzungen, unterstiitzte Linux-Versionen und die Verfahren fir die
Installation auf den verschiedenen unterstitzten Linux-Betriebssystemen.

Nach der Installation des ONTAP Mediators kdnnen Sie das Sicherheitszertifikat des ONTAP Mediators zu den
ONTAP Clustern hinzufiigen und dann den ONTAP Mediator im Fenster System Manager Protection >
Overview konfigurieren. Der folgende Screenshot zeigt die ONTAP Mediator Konfiguration GUI.
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Configure Mediator

P Address User Name Password Port  Cluster Peers Certificate

10,61.185.101 mediatoradmin 31784  aff-azs0-b

Cancel

Nachdem Sie die erforderlichen Informationen bereitgestellt haben, wird der konfigurierte ONTAP-Mediator im
Fenster System Manager-Schutz > Ubersicht angezeigt.

= [ ONTAP System Manager

Overview
DASHBOARD

STABACK < Intercluster Settings Protected Data -

NETWORK NGk iterfacas Volume Protection

EVENTS & JOBS Snapshot Copies (Local)

1P ADDRESS
@ inatsor Y ! olumes are protected
PROTECTION A @ 122180106 o o E = A

SnapMirror (Local or Remote)

| 4ofthe 4 volumes are not protected.

0% aom 0% o o o w100
HOSTS
Back Up to Cloud

CLUSTER s Cluster Peers : | 6 ofthe 6 volumes are not backed up to cloud.

PEERED CLUSTER NAME - 7 - o - ” . R

@ afiazsob

Protect Volumes Back Up Volumes to Cloud | | Pro‘ecc‘:r:::‘g:;:i"ess
Mediator @ o
10.61.185.101 Lets you select specific volumes for Lets you setect which volumes you want to Lets you protect a consistency group with
H-a250-b i o 7 S
@ protection if you do not need to protect be backed up to a cloud destination. no recovery time objective.

entire storage VMs.

SM-BC Konsistenzgruppe

Eine Konsistenzgruppe bietet eine Schreibreihenfolge-Konsistenzgarantie fir einen Applikations-Workload, der
eine Sammlung angegebener Volumes umfasst. Fir ONTAP 9.10.1 sind hier einige der wichtigen
Einschrankungen und Grenzen zu sehen.

» Die maximale Anzahl von SM-BC-Konsistenzgruppenbeziehungen in einem Cluster ist 20.

* Die maximale Anzahl von unterstiitzten Volumen pro SM-BC-Beziehung ist 16.

» Die maximale Anzahl von Quell- und Ziel-Endpunkten in einem Cluster betragt 200.

Weitere Informationen finden Sie in der Dokumentation zu ONTAP SM-BC auf der "Einschrankungen und
Einschrankungen".
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Fir die Validierungskonfiguration wurde ONTAP System Manager verwendet, um die Konsistenzgruppen zu
erstellen, um sowohl die ESXi Boot-LUNs als auch die gemeinsam genutzten Datenspeicher-LUNs flr beide
Standorte zu schitzen. Auf das Dialogfeld zur Erstellung von Konsistenzgruppen kann unter ,Protection® >
,Overview" > Protect for Business Continuity“ > ,Protect Consistency Group* zugegriffen werden. Zum
Erstellen einer Konsistenzgruppe geben Sie die erforderlichen Quell-Volumes, Ziel-Cluster und Ziel-Storage
Virtual Machine-Informationen fir die Erstellung ein.

Protect Consistency Group X
PROTECTHON POL)
AutormatedFalOver il

Source @ Destination
LUSTER LUSTER
aft-a2s0-a aff-a250-b - Refresh

. STORAGEVM

Ing
@ Hew infra-SvM-bl w
v Destination Settings
Cp_esxi_a

0 !ithe consistency group contalns LUNS, you
should manually update the host information lor
the newly created LUNs on the destination cluster,

esxl_a X

In der folgenden Tabelle werden die vier erstellten Konsistenzgruppen und die Volumes aufgeflihrt, die in jeder
Konsistenzgruppe fiir die Validierungstests enthalten sind.

System Manager Konsistenzgruppe Volumes

Standort A cg_esxi_A esxi_A

Standort A cg_Infra_Datastore A Infra_Datastore_ A 01
Infra_Datastore_ A 02

Standort B cg_esxi b esxi_b

Standort B cg_lInfra_Datastore_b Infra_Datastore b 01

Infra_Datastore_b_ 02

Nach dem Erstellen der Konsistenzgruppen werden sie unter den jeweiligen Schutzbeziehungen an Standort A
und Standort B angezeigt

In diesem Screenshot werden die Beziehungen zu Konsistenzgruppen an Standort A angezeigt
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€ > C A Notsecure | haps/iatf-a250-a.nva.local/sysmgr/vaiprotect tionsh a >

— " ONTAP System Manager Search actions, objects, and pages

Relationships

DASHBOARD

STORAGE Q Search # Download @ Show /Hide v
NETWORK “ Source Destination Protection Policy Relationship Health  State Lag @
EVENTS & JOBS v Infra-SVM-a:/cg/cg_infra_datastore_b_dest AutomatedFailOver @ Healthy In sync 0second
PROTECTION
v fra-SVM.L:/cg/cg_esxi_b Infra-SVM-a:/cg/cg_esxi_b_dest AutomatedFailOver @ Healthy In sync Osecond
Relationships
I

In diesem Screenshot werden die Beziehungen zu Konsistenzgruppen an Standort B. angezeigt

€ 5> C A Notssa

bitps://aff-a250-b.nvalocal/sysmarivalprotection/relationsh a »

= " ONTAP System Manager Search actions, objects, and pages

Relationships

DASHBOARD

STORAGE Q Search # Download @ Show /Hide v
NETWORK 4 Source Destination Protection Policy Relationship Health  State Lag @
EVENTS & JOBS Vv v Infra-SVM-b:/cg fcg_esxi_a_dest AutomatedFailOver & Healthy In syn 0second
PROTECTION
v Infra-SVM.L:/cg/cg_infra_datastore_a f  Infra-SVM-bycg/cg_infra_datastore_a_dest AutomatedFailOver & Healthy Insync Osecand
Relationships
I

In diesem Screenshot werden die Details zur Consistency Group-Beziehung fur die cg_Infra_Datastore_b-
Gruppe angezeigt.

Il ONTAP System Manager

Relationships

DASHBOARD
erwon —

Infra-SVM.1:/cg/cg_infra_datastore_b au Relationshiy

EVENTS & JOBS

PROTECTION Overview
M aff-ais0-b 1 aff-a250-a
HosTS cg_infra_datastore_b cg_infra_datastore_b_dest
In sync
CLUSTER ® °
AutomatedFailOver TR
Synchronous
Success
T -
Name Initiator Group

Volumes, LUNs und Host-Zuordnungen

Nach der Erstellung der Konsistenzgruppen synchronisiert SnapMirror die Quell- und Ziel-Volumes, damit die
Daten immer synchron sind. Die Ziel-Volumes am Remote-Standort tragen die Volume-Namen mit dem _dest-
Ende. Zum Beispiel gibt es fur das esxi_A-Volume in Standort-Cluster ein entsprechendes esxi_A_dest Data
Protection (DP)-Volume in Standort B.

In diesem Screenshot werden die Volume-Informationen fir Standort A angezeigt
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aff-a26@-a::> vol show —-vserver Infra—-SVM-a
Vserver Volume Aggregate State Type Size Available Used%

Infra—SVM-a esxi_a aggrl_aff_a250_a_01 online RW 3206B 315.9GB 1%
Infra-SVM-a esxi_b_dest aggrl_aff_a25@_a_02 online DP  3.86GB 638.4MB 83%
Infra-SVM-a infra_datastore_a_01 aggrl_aff_a250_a_01 online RW 1TB 717.6GB 29%
Infra-SVM-a infra_datastore_a_02 aggrl_aff_a25@_a_©2 online RW 1TB 828.4GB 19%

Infra-SVM-a infra_svm_root aggrl aff_a250_a_@1 online RW 1GB 966 .5MB 0%

Infra-SVM-a infra_svm_root_m@1 aggrl_aff_a25@_a_@1 online LS 1GB 966.6MB 0%

Infra-SVM-a infra_svm_root_m@2 aggrl_aff_a26@_a_02 online LS 1GB 966.6MB 0%

Infra-SVM-a vol_infra_datastore_b_01_dest aggrl_aff_a250_a_01 online DP 138.7GB 31.52GB 76%
Infra-SVM-a vol_infra_datastore_b_02_dest aggrl_aff_a25@_a_@1 online DP 49.37GB 9.03GB 80%
9 entries were displayed.

Dieser Screenshot zeigt die Volume-Informationen fir Standort B.

aff-a260-b::> vol show —vserver Infra-SVM-b

Vserver Volume Aggregate State Type Size Available Used%
Infra-SVM-b esxi_a_dest aggrl_aff_a25@_b_02 online DP  4.10GB 768.2MB  80%
Infra-SVM-b esxi_b aggrl_aff_a2560_b_e1 online RW 3206B 315.8GB 1%
Infra-SVM-b infra_datastore_b_01 aggrl_aff_a250_b_@1 online RW 1TB 911.9GB 16%
Infra-SVM-b infra_datastore_b_02 aggrl_aff_a250_b_02 online RW 1TB 964.0GB 5%

Infra-SVM-b infra_svm_root aggrl_aff_a250_b_01 online RW 1GB 966.9MB 0%

Infra-SVM-b infra_svm_root_m@l aggrl_aff_a25@_b_@1 online LS 1GB 967.eMB 0%

Infra-SVM-b infra_svm_root_m@2 aggrl_aff_a25@_b_@2 online LS 1GB 967.0MB 0%

Infra-SVM-b vol_infra_datastore_a_@1_dest aggrl_aff_a250_b_@2 online DP 270.0GB 27.39GB 89%
Infra-SVM-b vol_infra_datastore_a_@2_dest aggrl_aff_a25@_b_82 online DP 202.8GB 28.20GB 85%
9 entries were displayed.

Um ein transparentes Applikations-Failover zu ermdglichen, missen die gespiegelten SM-BC LUNs auch den
Hosts aus dem Ziel-Cluster zugeordnet werden. Dadurch kénnen die Hosts Pfade zu den LUNs sowohl von
den Quell- als auch von den Ziel-Clustern ordnungsgemaf sehen. Der igroup show Und 1un show Die
Ausgange fur Standort A und Standort B werden in den folgenden beiden Screenshots erfasst. Mit den
erstellten Zuordnungen sehen jeder ESXi Host im Cluster seine eigene Boot-LUN als ID 0 und alle vier
gemeinsamen iSCSI-Datenspeicher-LUNs.

In diesem Screenshot werden die Host-Initiatorgruppen und die LUN-Zuordnung fir Standort-Ein-Cluster
angezeigt.
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[aff-a250-a::> igroup show
Vserver Igroup Protocol 0S Type Initiators

Infra—SVM-a MGMT-Hosts iscsi vmware .2010-11. .flexpod:ucs—smbc-a:
ign.20810-11. .flexpod:ucs—smbc-a:
ign.20816e-11. .flexpod:ucs—-smbc-a:
ign.2816-11. .flexpod:ucs—-smbc-b:
ign.2@010e-11. .flexpod:ucs—-smbc-b:
ign.20818-11.com.flexpod:ucs—smbc-b:

Infra-SVM-a VM-Host-Infra—-a-01 vmware ign.201@-11.com.flexpod:ucs—smbhc-a:

Infra-SVM-a VM-Host-Infra-a-e2 vmware ign.2018-11.com.flexpod:ucs—-smbc-a:

Infra-SVM-a VM-Host-Infra-a-e3 vmware ign.201@8-11.com.flexpod:ucs—-smbc-a:

Infra-SVM-a VM-Host-Infra-b-01 vmware ign.20168-11.com.flexpod:ucs—smbc-b:

Infra-SVM-a VM-Host-Infra-b-82 vmware iqn.2018-11.com.flexpod:ucs—smbc-b:

Infra-SVM-a VM-Host-Infra-b-83 vmware iqgn.2@18-11.com.flexpod:ucs—smbc—b:

7 entries were displayed.

[aff-a250—-a::> lun show —m
Vserver Path Igroup LUN ID Protocol

Infra—-SVM-a /vol/esxi_a/VM-Host-Infra-a-01 VM-Host-Infra-a-61 @

Infra-SVM-a /vol/esxi_a/VM-Host-Infra-a-02 VM-Host-Infra-a-62 © iscsi
Infra—-SVM-a /vol/esxi_a/VM-Host-Infra-a-03 VM-Host-Infra-a—-83 © iscsi
Infra-SVM-a /vol/esxi_a/swap_lun_a MGMT-Hosts 13 iscsi

Infra-SVM-a /vol/esxi_b_dest/VM-Host-Infra-b-e1 VM-Host-Infra-b-81 © iscsi
Infra-SVM-a /vol/esxi_b_dest/VM-Host-Infra-b-92 VM-Host-Infra-b-82 © iscsi
Infra-SVM-a /vol/esxi_b_dest/VM-Host-Infra-b-03 VM-Host-Infra-b-83 © iscsi
Infra-SVM-a /vol/esxi_b_dest/swap_lun_b MGMT-Hosts 23 iscsi

Infra-SVM-a /vol/infra_datastore_a_@1/datastore_lun_a_@1 MGMT-Hosts 11 iscsi
Infra-SVM-a /vol/infra_datastore_a_©2/datastore_lun_a_©2 MGMT-Hosts 12 iscsi
Infra-SVM-a /vol/vol_infra_datastore_b_@1_dest/datastore_lun_b_01 MGMT-Hosts 21 iscsi
Infra-SVM-a /vol/vol_infra_datastore_b_@2_dest/datastore_lun_b_82 MGMT-Hosts 22 iscsi
12 entries were displayed.

In diesem Screenshot werden die Host-Initiatorgruppen und die LUN-Zuordnung fiir Standort B-Cluster
angezeigt.

33



[aff-a25@-b::> igroup show
Vserver Igroup Protocol 0S Type Initiators

Infra-SVM-b MGMT-Hosts iscsi vmware iqn.2010-11.com.flexpod:ucs—-smbc-b:1
iqn.20106-11.com.flexpod:ucs—smbc-b:2
.2010-11.com. flexpod:ucs-smbc-b:3
.2016-11.com.flexpod:ucs—-smbc-a:1
.2010-11.com.flexpod:ucs—-smbc—-a:2
.2010-11.com.flexpod:ucs—-smbc-a:3
Infra-SVM-b VM-Host-Infra—a-e1 vmware iqn.2010-11.com.flexpod:ucs—smbc-a:l
Infra-SVM-b VM-Host-Infra—a-02 vmware iqn.2010-11.com.flexpod:ucs—smbc-a:2
Infra-SVM-b VM-Host-Infra—a-03 vmware iqn.2010-11.com.flexpod:ucs—smbc-a:3
Infra-SVM-b VM-Host-Infra-b-01 vmware iqn.2010-11.com.flexpod:ucs—-smbec-b:1
Infra-SVM-b VM-Host-Infra-b-02 vmware iqn.2010-11.com.flexpod:ucs—smbc-b:2
Infra-SVM-b VM-Host-Infra-b-03 vmware iqn.2010-11.com.flexpod:ucs—-smbc-b:3
7 entries were displayed.

[aff-a25@-b::> lun show -m
Vserver Path Igroup LUN ID Protocol

Infra—-SVM-b /vol/esxi_a_dest/VM-Host-Infra—a—e01 VM-Host-Infra—-a—01 @

Infra—SVM-b /vol/esxi_a_dest/VM-Host-Infra—a—02 VM-Host-Infra—a—-02 © discsi
Infra-SVM-b /vol/esxi_a_dest/VM-Host-Infra—a—-03 VM-Host-Infra—a—-03 @ iscsi
Infra-SVM-b /vol/esxi_a_dest/swap_lun_a MGMT-Hosts 13 isecsi

Infra—-SVM-b /vol/esxi_b/VM-Host-Infra-b-01 VM-Host-Infra-b—-01 @ iscsi
Infra-SVM-b /vol/esxi_b/VM-Host-Infra-b-02 VM-Host-Infra-b-02 @ discsi
Infra-SVM-b /vol/esxi_b/VM-Host-Infra—b-03 VM-Host-Infra—b—03 @ iscsi
Infra-SVM-b /vol/esxi_b/swap_lun_b MGMT—Hosts 23 iscsi

Infra-SVM-b /vol/infra_datastore_b_@1/datastore_lun_b_01 MGMT-Hosts 21 iscsi
Infra-SVM-b /vol/infra_datastore_b_@2/datastore_lun_b_02 MGMT-Hosts 22 iscsi
Infra-SVM-b /vol/vol_infra_datastore_a_©1_dest/datastore_lun_a_@1 MGMT-Hosts 11 iscsi
Infra-SVM-b /vol/vol_infra_datastore_a_@2_dest/datastore_lun_a_@02 MGMT-Hosts 12 iscsi
12 entries were displayed.

"Weiter: Losungsvalidierung — Virtualisierung."

Loésungsvalidierung — Virtualisierung

"Friher: Loésungsvalidierung — Storage."

In der FlexPod SM-BC Losung an mehreren Standorten managt ein einzelnes VMware
vCenter die Ressourcen der virtuellen Infrastruktur fir die gesamte Losung. Die Hosts in
beiden Datacentern Teil des einzelnen VMware HA Clusters, der beide Datacenter
umfasst. Die Hosts haben Zugriff auf die NetApp SM-BC Lésung, bei der auf Storage mit
definierten SM-BC-Beziehungen von beiden Standorten aus zugegriffen werden kann.

Der Storage fir SM-BC Ldsung entspricht dem einheitlichen Zugriffsmodell in der VMware vSphere Metro
Storage Cluster (vMSC) Funktion zur Vermeidung von Ausfallen und Ausfallzeiten. Fir eine optimale
Performance der Virtual Machines sollten die Virtual-Machine-Festplatten auf den lokalen NetApp AFF A250
Systemen gehostet werden, um die Latenz und den Datenverkehr Gber WAN-Links im normalen Betrieb zu
minimieren.

Im Rahmen der Design-Implementierung muss die Verteilung der Virtual Machines auf die beiden Standorte
ermittelt werden. Sie konnen die Standortaffinitat dieser Virtual Machine und die Applikationsverteilung Giber
die beiden Standorte entsprechend den Vorlieben lhres Standorts und den Applikationsanforderungen
festlegen. Die VMware Cluster VM/Host Groups und VM/Host Rules werden verwendet, um die VM/Host-
Affinitdt zu konfigurieren, um sicherzustellen, dass die VMs auf den Hosts am gewunschten Standort
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ausgefuhrt werden.

Konfigurationen, mit denen die VMs an beiden Standorten ausgefihrt werden kénnen, stellen jedoch sicher,
dass VMs durch VMware HA an den Remote-Hosts neu gestartet werden kdnnen, um die Stabilitat der Lésung
zu gewabhrleisten. Damit die Virtual Machines auf beiden Seiten ausgefihrt werden kénnen, mussen alle
gemeinsam genutzten iSCSI-Datenspeicher auf allen ESXi Hosts eingebunden werden, um einen
reibungslosen vMotion Betrieb der Virtual Machines zwischen den Standorten sicherzustellen.

Die folgende Abbildung zeigt eine allgemeine Virtualisierungsansicht einer FlexPod SM-BC Ldsung mit
VMware HA- und vMSC-Funktionen fir eine hohe Verfugbarkeit von Computing- und Storage-Services. Die
aktiv/aktiv-Architektur fur Datacenter-L6sungen ermdglicht Workload-Mobilitdt zwischen Standorten und bietet
DR/BC-Schutz.

st Affinity (A) ' VMware HA VM-Host Affinity (B)
VMware vSphere Metro Storage Cluster

Site C

SM-BC relationships

Umfassende Netzwerkkonnektivitat

Die FlexPod SM-BC Loésung umfasst FlexPod-Infrastrukturen an jedem Standort, Netzwerkkonnektivitat
zwischen Standorten und den ONTAP Mediator, der an einem dritten Standort implementiert wird, um die
erforderlichen RPO- und RTO-Vorgaben zu erfiillen. Die folgende Abbildung zeigt die End-to-End-
Netzwerkkonnektivitat zwischen den Cisco UCS B200M5 Servern an jedem Standort und dem NetApp Storage
mit SM-BC Funktionen innerhalb eines Standorts und tiber mehrere Standorte hinweg.
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Site C

ONTAP
Mediator

© B200 M

AFF A250

Die FlexPod Implementierungsarchitektur ist bei dieser Lésungsvalidierung an jedem Standort identisch. Die
Losung unterstiitzt jedoch asymmetrische Implementierungen und kann, wenn sie die Anforderungen erfillen,
auch zu vorhandenen FlexPod Lésungen hinzugefiigt werden.

Die erweiterte Layer-2-Architektur dient einer nahtlosen Multi-Site-Data-Fabric-Architektur, die eine
Konnektivitat zwischen dem Port-gechannelten Cisco UCS-Computing und NetApp Storage in jedem
Datacenter sowie Konnektivitat zwischen Datacentern bietet. Die Port-Channel-Konfiguration und
gegebenenfalls die Konfiguration des virtuellen Port-Kanals werden fiir die Bandbreitenaggregation und
Fehlertoleranz zwischen den Computing-, Netzwerk- und Storage-Ebenen sowie fur die
standortlibergreifenden Links verwendet. Das Ergebnis: Konnektivitat und Multipath-Zugriff auf lokalen und
Remote NetApp Storage sind die UCS Blade Server.

Virtuelle Netzwerke

Jeder Host im Cluster wird unabhangig vom Speicherort fiir identische virtuelle Netzwerke bereitgestellt. Das
Design trennt die verschiedenen Traffic-Typen mit VMware Virtual Switches (vSwitch) und VMware Virtual
Distributed Switches (VdS). Der VMware vSwitch wird hauptsachlich fir die FlexPod-Infrastrukturnetzwerke
und VdS fir Applikationsnetzwerke verwendet, ist aber nicht erforderlich.

Die virtuellen Switches (vSwitch, VdS) werden mit zwei Uplinks pro virtuellen Switch bereitgestellt; die Uplinks
auf der ESXi Hypervisor-Ebene werden als VMkernel und virtuelle NICs (vNICs) auf der Cisco UCS Software
bezeichnet. Die vNICs werden auf dem Cisco UCS VIC Adapter in jedem Server mit Cisco UCS Service-
Profilen erstellt. Sechs vNICs sind definiert, zwei fir vSwitch0, zwei flir vDSO0, zwei fir vSwitch1 und zwei fur
die iISCSI-Uplinks wie in der folgenden Abbildung dargestelit.
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VSwitchO wird wahrend der VMware ESXi Host-Konfiguration definiert. Es enthalt das FlexPod Infrastruktur-
Management-VLAN und die ESXi Host VMkernel (VMK)-Ports fiir das Management. Fir alle erforderlichen
kritischen Virtual Machines fur das Infrastrukturmanagement wird zudem eine VM-Portgruppe fir vSwitchO
hinzugeflugt.

Es ist wichtig, solche Management-Infrastruktur-Virtual Machines auf vSwitchO statt auf den VdS zu platzieren,
da wenn die FlexPod-Infrastruktur heruntergefahren oder aus- und wieder eingeschaltet wird und Sie
versuchen, diese Management-Virtual Machine auf einem anderen Host als dem Host zu aktivieren, auf dem
sie ursprunglich ausgefuhrt wurde, Es startet gut im Netzwerk auf vSwitchO. Dieser Prozess ist besonders
wichtig, wenn VMware vCenter die Management-Virtual Machine ist. Wenn vCenter auf dem VdS ware und zu
einem anderen Host verschoben und dann gestartet wurde, ware es nicht mit dem Netzwerk nach dem Booten
verbunden.

In diesem Design werden zwei iSCSI Boot vSwitches verwendet. Beim Booten von Cisco UCS iSCSI sind
separate VNICs fur iSCSI erforderlich. Diese vNICs verwenden das iSCSI-VLAN des entsprechenden Fabric
als natives VLAN und sind an den entsprechenden iSCSI-Boot-vSwitch angeschlossen. Optional kdnnen Sie
auch iSCSI-Netzwerke auf VdS bereitstellen, indem Sie einen neuen VdS oder eine vorhandene einsetzen.

VM-Host-Gruppen und Regeln

Damit Virtual Machines auf jedem ESXi Host an beiden SM-BC-Sites ausgefihrt werden kdnnen, missen alle
ESXi Hosts die iSCSI-Datenspeicher von beiden Standorten aus mounten. Wenn die Datastores von beiden
Standorten ordnungsgemal von allen ESXi Hosts eingebunden werden, kénnen Sie eine Virtual Machine
zwischen beliebigen Hosts mit vMotion migrieren, und die VM bleibt weiterhin Zugriff auf alle ihre virtuellen
Festplatten, die aus diesen Datastores erstellt wurden.

Bei einer virtuellen Maschine, die lokale Datenspeicher verwendet, wird der Zugriff auf virtuelle Festplatten
Remote, wenn sie zu einem Host am Remote-Standort migriert wird und somit die Verzégerung beim
Lesevorgang aufgrund der physischen Entfernung zwischen den Standorten erhéht. Daher empfiehlt es sich,
die Virtual Machines auf lokalen Hosts aufzubewahren und den lokalen Storage am Standort zu nutzen.

Mithilfe eines Mechanismus zur VM-/Hostorientierung kénnen Sie VM-/Host-Gruppen verwenden, um eine VM-
Gruppe und eine Host-Gruppe flr Virtual Machines und Hosts zu erstellen, die sich an einem bestimmten
Standort befinden. Mithilfe von VM-/Host-Regeln kénnen Sie die Richtlinie fur die folgenden VMs und Hosts
festlegen. Um eine standortlibergreifende Migration virtueller Maschinen wahrend einer Standortwartung oder
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eines Notfallszenarios zu erméglichen, verwenden Sie die Richtlinienspezifikation ,sollte auf Hosts in der
Gruppe ausgefuhrt werden®, um diese Flexibilitdt zu gewahrleisten.

Der folgende Screenshot zeigt, dass zwei Host-Gruppen und zwei VM-Gruppen fir Hosts und VMs an
Standort A und Standort B erstellt werden

i SMBC ACTIONS W

SumImary Monitar Configure PETTISSIONS Hosts VM3 Datastanes Netwarks Updates

Services ~  VM/Host Groups

Zusatzlich zeigen die folgenden beiden Abbildungen die VM/Host Regeln, die fur Standort A und Standort B
VMs erstellt werden, um auf den Hosts auf ihren jeweiligen Seiten mit der "sollte auf Hosts in der Gruppe
laufen"-Politik zu laufen.

Edit VM/Host Rule  sMEC
EREEEEEE Scoave e

L.J”ﬁ'lr-EL -
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Edit VM/Host Rule  sMBC

[Site 8 vis

| Should run on hosts In group

T :
| Site B hosis

Ha-Herzschlag von vSphere

VMware vSphere HA verfugt Gber einen Heartbeat-Mechanismus zur Validierung des Hoststatus. Der priméare
Heartbeat-Mechanismus wird Uber das Netzwerk durchgefiihrt. Der sekundare Heartbeat-Mechanismus erfolgt
Uber den Datenspeicher. Wenn keine Herzschlage empfangen werden, entscheidet sie dann, ob sie vom
Netzwerk isoliert wird, indem sie das Standard-Gateway oder die manuell konfigurierten Isolationsadressen
pingen. Beim Herzschlag des Datenspeichers empfiehlt VMware, die Heartbeat-Datenspeicher fiir ein
dehnbares Cluster von mindestens zwei auf vier zu erhéhen.

Fur die Losungsvalidierung werden die beiden ONTAP-Cluster-Management-IP-Adressen als
Isolationsadresse verwendet. Dariber hinaus die empfohlene vSphere HA Advanced Option
ds.heartbeatDsPerHost Mit einem Wert von 4 wurde hinzugefugt, wie in der folgenden Abbildung
dargestellt.

Edit Cluster Settings  SMBC X

vSphere HA ()

Failures and responses Admission Control Heartbeat Datastores Advanced Options

You can set advanced options that affect the behavior of your vSphere HA cluster
+ Add
Option Value
das heanbeatDsPerHos! 4
das.tsolationaddress0 1722178105
das Isolationaddresst 1722178 205
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Geben Sie fir den Heartbeat-Datenspeicher die vier gemeinsam genutzten Datenspeicher aus dem Cluster an
und erganzen Sie sie automatisch, wie in der folgenden Abbildung dargestellt.

Edit Cluster Settings  sM8C X
vSphere HA (}

Failures and responses  Admission Control Heartbeat Datastores Advanced Options
vSphere HA usés datastores o monitor hosts and virtual machines when the HA network has falled. vCenter Server selects 2
jatast f I 3 Uhi y and datastore fer % specified below
Haartbeat da o CLION P ¥
Auloma Ay ¢t dat L L '
Use datastores only from the spe 1
@ Use datas nt fied 3t ple utomatically ted

Avallable heartbeat datastiores

Mame Datastore Cluster Hoats Mounting Datastore
—1 Infra_swap_a MNYA 6
= Infra_swap_b MN/A 6
B tore_b_02 N/A 6
= ao N/A &
=f a_02 N/A 6
B infra_datastore_b_01 N/A °

CANCEL

Weitere Best Practices und Konfigurationen fiir VMware HA Cluster und VMware vSphere Metro Storage
Cluster finden Sie unter "Erstellen und Verwenden von vSphere HA-Clustern”, "VMware vSphere Metro
Storage-Cluster (vVMSC)" Und der VMware KB fiir "NetApp ONTAP mit NetApp SnapMirror Business Continuity
(SM-BC) und VMware vSphere Metro Storage Cluster (vMSC)".

"Weiter: Losungsvalidierung — validierte Szenarien."

Losungsvalidierung — validierte Szenarien

"Zuruck: Lésungsvalidierung — Virtualisierung."

Die FlexPod Losung fur SM-BC von Datacenter schutzt Datenservices fur verschiedene
Single-Point-of-Failure-Szenarien und fur einen Standortausfall. Das an jedem Standort
implementierte redundante Design sorgt fur Hochverflgbarkeit. Die SM-BC
Implementierung mit synchroner Datenreplizierung an allen Standorten schutzt
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Datenservices vor einem standortweiten Ausfall. Die implementierte Losung wurde flr die
gewunschte Funktionalitat der Losung sowie fur verschiedene Ausfallszenarien validiert,
bei denen die Losung zum Schutz entwickelt wurde.

Validierung der Funktionen der L6sung

In verschiedenen Testfallen werden die Funktionen der Losung Gberprift und teilweise oder vollstéandige
Ausfallszenarien am Standort simuliert. Um die Duplizierung durch die bereits in den vorhandenen FlexPod
Datacenter-Lésungen im Rahmen des Cisco Validated Design Programms durchgefiihrten Tests zu
minimieren, liegt der Schwerpunkt dieses Berichts auf den SM-BC-bezogenen Aspekten der Losung. Einige
allgemeine FlexPod-Validierungen sind enthalten, damit die Praktizierenden fur ihnre Umsetzung Validierungen
gehen.

Fir die Losungsvalidierung wurde ein Virtual Machine unter Windows 10 pro ESXi Host auf allen ESXi Hosts
an beiden Standorten erstellt. Das IOMeter Tool wurde installiert und zur Generierung von 1/0-Vorgangen zu
zwei virtuellen Datenfestplatten verwendet, die aus den gemeinsam genutzten lokalen iISCSI-Datenspeichern
zugeordnet werden. Die konfigurierten IOMeter Workload-Parameter waren 8-KB /O, 75 % Lesezugriffe und
50 % zufallige Zugriffe, mit 8 ausstehenden 1/0O-Befehlen fir jede Datenfestplatte. Die Fortsetzung der IOMeter
I/O-Vorgange liefert bei den meisten durchgeflihrten Testszenarien an, dass ein Szenario keinen Ausfall des
Datenservice verursacht hat.

Da SM-BC fur Business-Applikationen wie Datenbankserver wichtig ist, Die Microsoft SQL Server 2019 Instanz
auf einer Windows Server 2022 Virtual Machine wurde auch als Teil der Tests eingeschlossen, um zu
bestatigen, dass die Applikation weiter ausgefihrt wird, wenn Storage am lokalen Standort nicht verflugbar ist
und der Datenservice ohne Applikation am Remote-Standort fortgesetzt wird Unterbrechungen.

Bootstest fiir ESXi Host iSCSI SAN

Die ESXi-Hosts in der Losung sind fir das Booten tber das iSCSI-SAN konfiguriert. Die Verwendung von
SAN-Boot vereinfacht das Servermanagement beim Austausch eines Servers, da das Serviceprofil des
Servers einem neuen Server zugewiesen werden kann, damit der IT-Server ohne zusatzliche
Konfigurationsanderungen gestartet werden kann.

Zusatzlich zum Booten eines ESXi Hosts an einem Standort von seiner lokalen iISCSI-Boot-LUN wurden Tests
zum Booten des ESXi Hosts durchgefiihrt, wenn sich der lokale Storage-Controller im Ubernahmemodus
befindet oder dessen lokaler Storage-Cluster vollstandig nicht verfligbar ist. Mithilfe dieser
Validierungsszenarien wird sichergestellt, dass die ESXi Hosts je Design ordnungsgemal’ konfiguriert sind und
wahrend einer Storage-Wartung oder eines Disaster Recovery-Szenarios hochgefahren werden kénnen, um
Business Continuity zu gewabhrleisten.

Bevor die SM-BC Konsistenzgruppenbeziehung konfiguriert ist, verflgt ein iSCSI-LUN, das von einem Storage
Controller HA-Paar gehostet wird, Uber vier Pfade, zwei Uber jede iSCSI-Fabric, basierend auf der
Implementierung von Best Practices. Ein Host kann tber die zwei iISCSI-VLANs/Fabrics zum LUN-Hosting
Controller gelangen und Uber den hochverfiigbaren Partner des Controllers zur LUN gelangen.

Nachdem die SM-BC Konsistenzgruppe-Beziehung konfiguriert ist und die gespiegelten LUNs den Initiatoren
ordnungsgemal’ zugeordnet sind, verdoppelt sich die Pfadanzahl fir die LUN. Fir diese Implementierung
reicht es von zwei aktiven/optimierten Pfaden und zwei aktiv/nicht-optimierte Pfade bis hin zu zwei
aktiv/optimierten Pfaden und sechs aktiv/nicht optimierte Pfade.

In der folgenden Abbildung werden die Pfade dargestellt, die ein ESXi Host fir den Zugriff auf eine LUN nutzen
kann, beispielsweise LUN 0. Da die LUN an den Standort A Controller 01 angeschlossen ist, sind nur die
beiden Pfade, die direkt Uber diesen Controller auf die LUN zugreifen, aktiv/optimiert und alle verbleibenden
sechs Pfade sind aktiv/nicht optimiert.
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dest = dest

Der folgende Screenshot mit den Informationen zum Pfad fir das Storage-Gerat zeigt, wie der ESXi Host die
zwei Typen von Geratepfaden sieht. Die beiden aktiven/optimierten Pfade werden als haben angezeigt
active (I/0) Pfadstatus, wahrend die sechs aktiven/nicht optimierten Pfade nur als angezeigt werden
active. Beachten Sie auRerdem, dass in der Spalte Ziel die beiden iISCSI-Ziele und die entsprechenden
iISCSI-LIF-IP-Adressen angezeigt werden, um die Ziele zu erreichen.

[ esxi-a-0l.nvalocal ACTIONS

Summary Monor Cordigure Permissons Vs Datastones Networks updates

Storage ~ Storage Adapters
il
_.- ¥ Aod Software Adegter S5 Rebesh [ Rescan Storoge < Rescon Adapter
i
Sloraoe Devices Adlagies y Tye ¥ Statiis v enditeer v Tagen ¥ Dewces v e

uration 4 Mooed (5051 Softwase Asagter

# Model. Lewisburg SATA AHCI Comtroie:

Networking W & vmhbe o SC51 Unsnovn

Wirtual Switches

Wil acapters
) Copy AR 3 aems

vy wical Sclatters
Properes Devices  Paths Dynamic Discovery Static Discoverny Network Port Binding Advanced Options

TCRAP configuration

Virtual Machines w

VinBaBg CITILO Necbor o 10eatiTe?,

winihbefd C3 TILO HechorioliGeads’

VBG4 ICITLLO beakiiGesdTel2 v

Wenn einer der Storage Controller fur Wartungsarbeiten oder Upgrades ausfallt, stehen die beiden Pfade zum
Erreichen des heruntergekommen Controllers nicht mehr zur Verfligung und zeigen den Pfadstatus von an
dead Stattdessen.

Wenn ein Failover der Konsistenzgruppe auf dem primaren Storage Cluster erfolgt, entweder aufgrund von
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manuellen Failover-Tests oder aufgrund von automatischem Disaster Failover, stellt das sekundare Storage-
Cluster weiterhin Datenservices fir die LUNs in der SM-BC-Konsistenzgruppe bereit. Da die LUN-Identitaten
erhalten bleiben und die Daten synchron repliziert werden, bleiben alle durch SM-BC-Konsistenzgruppen
geschutzten ESXi Host-Boot-LUNs Uber das Remote-Storage-Cluster verflgbar.

VMware vMotion und VM/Host-Affinitatstest

Obwohl eine allgemeine FlexPod VMware Datacenter Losung Multi-Protokolle wie FC, iSCSI, NVMe und NFS
unterstitzt, unterstitzt die FlexPod SM-BC Lésungsfunktion FC und iSCSI SAN-Protokolle, die tblicherweise
fur geschéaftskritische Losungen verwendet werden. Diese Validierung verwendet nur iSCSI-protokollbasierte

Datenspeicher und iSCSI SAN Boot.

Damit Virtual Machines Storage-Services von einem SM-BC-Standort aus verwenden kénnen, missen die
iSCSI-Datenspeicher beider Standorte von allen Hosts im Cluster gemountet werden, um die Migration von
Virtual Machines zwischen beiden Standorten und fiir Disaster Failover-Szenarien zu ermdglichen.

Fr Applikationen, die auf der virtuellen Infrastruktur ausgefihrt werden, die Gber Standorte hinweg keinen SM-
BC-Konsistenzgruppenschutz benétigen, kdnnen auch NFS-Protokoll und NFS-Datenspeicher verwendet
werden. In diesem Fall ist Vorsicht zu beachten, wenn Storage fir VMs zugewiesen wird, damit
geschaftskritische Applikationen die durch SM-BC Consistency Group geschiitzten SAN-Datenspeicher
ordnungsgemal’ verwenden, um Business Continuity zu gewahrleisten.

Der folgende Screenshot zeigt, dass Hosts konfiguriert sind, um iSCSI-Datenspeicher von beiden Seiten
einzubinden.

Summary Monitor Configure  Permissions  VMs Datastores  Metworks  Updates

Sie haben die Moglichkeit, Laufwerke von Virtual Machines zwischen verfigbaren iSCSI-Datenspeichern
beider Standorte zu migrieren, wie in der folgenden Abbildung dargestellt. Bei Performance-Uberlegungen ist
es optimal, Virtual Machines zu nutzen, die Storage aus dem lokalen Storage-Cluster verwenden, um die
Festplatten-1/0O-Latenzen zu verringern. Dies gilt insbesondere, wenn sich beide Standorte aufgrund der
physischen Latenz fiir die hin- und Rickfahrt von ca. 1 ms pro 100 km Entfernung in einigen Entfernungen
voneinander unterscheiden.
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Migrate | iometer-a-01

v 1Select a migration type Select storage VM origin @

2 Select storage Select the destination storage for the virtual machine migration

File T Storage T Disk format T VM Storage Polic' T
Configuration File N/A Datastore Default

Default

Hard disk 1 (64 .00 GB) Same format as sour Dat
E‘

Hard disk 2 (20

ore Default

Hard disk 3 (20.00 GB) Datastore Default

o 4 tems

Compatibility

Compatibility checks succeeded.

CANCEL ‘ BACK ‘ NEXT

&

Tests von vMotion von Virtual Machines auf einem anderen Host an demselben Standort und Gber mehrere
Standorte hinweg wurden durchgefihrt und erfolgreich durchgefihrt. Nach der manuellen Migration einer
virtuellen Maschine Uber Standorte hinweg wird die Regel fur die VM/Hostaffinitat aktiviert und die virtuelle
Maschine zurtick zur Gruppe migriert, in der sie unter dem normalen Zustand gehort.

Geplantes Storage-Failover

Geplante Storage Failover-Vorgange sollten nach der Erstkonfiguration der Lésung ausgeflhrt werden, um
festzustellen, ob die Losung nach dem Storage Failover ordnungsgemaR funktioniert. Der Test kann dabei
helfen, alle Verbindungs- oder Konfigurationsprobleme zu identifizieren, die zu I/O-Unterbrechungen flihren
kénnen. Durch regelmaRige Tests und Behebung von Verbindungs- oder Konfigurationsproblemen kénnen im
Falle eines wirklichen Standortausfalls unterbrechungsfreie Datenservices bereitgestellt werden. Geplante
Storage-Failovers kénnen auch vor geplanten Aktivitaten zur Storage-Wartung verwendet werden, damit
Datenservices vom nicht betroffenen Standort bedient werden kénnen.

Um einen manuellen Failover von Standort-A-Speicherdatendiensten an Standort B zu initiieren, kdnnen Sie
die Aktion mithilfe des Standort B ONTAP-System Managers durchfihren.

1. Wechseln Sie zum Bildschirm Schutz > Beziehungen, um zu bestatigen, dass der Status der Beziehungen
zu Konsistenzgruppen lautet In Sync. Wenn es noch im ist Synchronizing Status: Warten Sie, bis der
Status in lautet In Sync Vor dem Durchfiihren eines Failover.

2. Erweitern Sie die Punkte neben dem Quellnamen, und klicken Sie auf Failover.
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€ 3 C A Notsecure | hitps://aff-a250-b.nva.local/sysmgriva/protection/relationships

Il ONTAP System Manager

Relationships

DASHBOARD

HeTen souree pestination Protection Policy Relationship Health  State Lg @
EVENTS & JOBS v Infra-SVM.1:/cgjcg esxi_a m Infra-SVM-by/cg/cg_esxi_a_dest AutomatedFailOver & Healthy In sync 0 second
PROTECTION Delete
v Infra-SVM1/cgjcg infra¢ ypdate Infra-SVM-bi/cg/cg_infra_datastore_a_dest AutomatedFalOver @ Healthy T —
Eailover

HOSTS

CLUSTER

3. Bestatigen Sie das Failover fiir den Start der Aktion.

€ 2 C A Notsecure | hapsriaff-a250-b.ava.localisysmgrivalprotection/relationships a > w & i

Planned Failover

Initiates the planned failover by converting the source
consistency group into a destination consistency group.

Source 9 Destination

STORAGE VM STORAGE VM

Infra-SVM.1 Infra-SVM-b

CONSISTENCY GROUP CONSISTENCY GROUP

cg_esxi_a cg_esxi_a_dest

Are you sure you want to continue?

Cancel Failover

Kurz nach dem Start des Failover der beiden Konsistenzgruppen, cg esxi a Und

cg_infra datastore_a, Auf der Website B System Manager GUI ist der Standort A I/O, der die beiden
Konsistenzgruppen bereitstellt, auf Standort B. verschoben Dadurch wird die /0 an Standort Erheblich
reduziert, wie am Standort Das Performance-Teilfenster ,System Manager* dargestellt.
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DASHBOARD
STORAGE
Health > Capacity > Performance - 3
NETWORK W
© 2ermors gy 1recommended action 542GiB  18.1TiB Hour
EVENTS & JOBS ™ £D AND RESERVED AVAILABLE
Latency 0.75ms
PROTECTION A .
§ AFF-A250
n
n
No cloud tier (FabricPool) ==
HOSTS »
CLIbTER . @ Register with Active 1Q to view historical data
10PS 5.44 k
Network & e
Hosts Storage
Ports Storage VMs
: |
2 Throughput 42.5MB/s
NESCliants met ol
b 9
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Auf der anderen Seite zeigt das Teilfenster ,Performance® des Dashboards von Standort B System Manager
einen deutlich hoheren IOPS-Wert, da zusatzliche 1/0-Vorgange von Standort A auf ca. 130.000 IOPS

verschoben werden. Und erreichte einen Durchsatz von etwa 1 GB/s bei einer |/O-Latenz von unter 1
Millisekunde.

& 3 & A s (abf-u250-b v Local
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Wenn die I/O-Vorgange transparent von Standort A nach Standort B migriert werden, kdnnen Storage-
Controller an Standort A zu geplanten Wartungsarbeiten heruntergefahren werden. Nachdem die
Wartungsarbeiten oder Tests abgeschlossen und ein Storage Cluster wieder betriebsbereit gemacht wurde,
prifen und warten Sie, bis sich der Sicherungsstatus der Konsistenzgruppe wieder in andert In sync Bevor
Sie ein Failover durchfiihren, um die Failover-1/0 von Standort B zuriick zu Standort A zuriickzugeben
Beachten Sie bitte, dass je langer ein Standort zu Wartungszwecken oder fir das Testen ausfallt, desto langer
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dauert es, bis die Daten synchronisiert und die Konsistenzgruppe wieder an den zurtckgesendet wird In
sync Bundesland.

re | hasps://aff-a250-a.nva local/sysmar/valprotectianirelationship:

a > * 2

= [ ONTAP System Manager

DASHBOARD

Relationships

STORAGE Q search # Download @ St de v = Filt
NETWORK Sour Destinati Protection Policy Relationship Health  State Lag @
EVENTS & JOBS v SVM-a:/cg/cg_infra_datastore_b_dest AutomatedFailOver & Healthy y 0'second
PROTECTION

v gleg esi_a_ [3]  infa-svM-ai/cgleg esxi_a AutomatedFailOver @ Healthy In sync 0 second

Delete

Relationships

~ Ligle Ypdate Infra-SWM-a:/cg/cg_infra_datastore_a AutomatedFailOver @ Healthy Insync 0 second

HOSTS

Failover

CLUSTER - v infra-SVM.1:jcg Infra-SVM-a:/cg/eg_esxi_b_dest AutomatedFailOver @ Healthy Insync 0 second

Ungeplantes Storage-Failover

Wenn ein echter Notfall eintritt oder wahrend einer Disaster Simulation auftritt, kann ein ungeplantes Storage-
Failover erfolgen. Die folgende Abbildung zeigt beispielsweise, in der das Storage-System an Standort A einen
Stromausfall hat, ein ungeplantes Storage-Failover ausgel6st wird und die Datenservices flr Standort A LUNS,
die durch die SM-BC-Beziehungen gesichert sind, von Standort B fortgesetzt werden

/

ONTAP Mediator
(Site C)

SM-BC relationships

L i

Um einen Storage-Ausfall an Standort A zu simulieren, kénnen beide Storage Controller an Standort A
ausgeschaltet werden, indem der Netzschalter deaktiviert wird, um die Stromversorgung der Controller
einzustellen, Oder mit dem System Power Management Befehl der Speichercontroller-Prozessoren zum
Ausschalten der Controller.

FlexPod (Site A)

FlexPod (Site B)

Wenn der Storage Cluster an Standort Mit Strom versorgt wird, findet ein plétzlicher Stopp der Datenservices
statt, die von Standort A Storage-Cluster bereitgestellt werden. Anschliefsend erkennt der ONTAP Mediator,
der die SM-BC-L6sung von einem dritten Standort aus Gberwacht, den Standort Als Storage-Ausfall und
ermoglicht der SM-BC-L6sung ein automatisiertes ungeplantes Failover. Dadurch kénnen Standort B Storage
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Controller Datenservices fur die LUNs fortsetzen, die in den SM-BC-Konsistenzgruppenbeziehungen mit
Standort A konfiguriert sind

Aus der Applikationsperspektive stehen die Datenservices kurz vor der Pause, wahrend das Betriebssystem
den Pfadstatus der LUNs Uberpriift und mit den verfigbaren Pfaden zu den verbleibenden Storage Controllern
am Standort B fortfahren.

Wahrend der Validierungstests generiert das IOMeter Tool auf den VMs an beiden Standorten 1/0-Vorgange fiir
die lokalen Datenspeicher. Nachdem der Standort Ein Cluster ausgeschaltet war, wurden die 1/0-Vorgange
kurz angehalten und danach wieder aufgenommen. In den folgenden beiden Abbildungen sind die Dashboards
des Storage-Clusters an Standort A und Standort B bzw. vor dem Desaster dargestellt, die rund 80.000 IOPS
und einen Durchsatz von 600 MB/s an jedem Standort zeigen.
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Nach dem Ausschalten der Storage-Controller an Standort A kénnen wir visuell validieren, dass der I/O-Wert
des Standort B Storage-Controllers stark erhoht wird, um zusatzliche Datenservices fir Standort A
bereitzustellen (siehe folgende Abbildung). Darliber hinaus zeigte die GUI der IOMeter VMs auflerdem, dass
die I/0O-Vorgange trotz eines Ausfalls des Standorts Im Storage-Cluster fortgesetzt wurden. Beachten Sie bitte,
dass bei einem Storage-Ausfall zusatzliche Datastores, die von LUNs nicht durch SM-BC-Beziehungen
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gesichert werden, nicht mehr zuganglich sind. Daher ist es wichtig, die geschaftlichen Anforderungen der
verschiedenen Applikationsdaten zu bewerten und sie ordnungsgemaf in durch SM-BC-Beziehungen
gesicherten Datenspeichern abzulegen, um Business Continuity zu gewahrleisten.
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Wahrend der Standort Ein Cluster ausfallt, werden die Beziehungen der konsistenten Gruppen angezeigt out
of sync Status wie in der folgenden Abbildung dargestellt. Nachdem die Stromversorgung fur die Storage-
Controller an Standort A wieder eingeschaltet ist, startet das Storage-Cluster und die Datensynchronisierung
zwischen Standort A und Standort B erfolgt automatisch.
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Bevor Sie die Datenservices von Standort B zurtick an Standort A zurlicksenden, missen Sie Standort A
System Manager Uberprifen und sicherstellen, dass die SM-BC-Beziehungen erfasst werden und der Status
wieder synchron ist. Nachdem Sie bestatigt haben, dass die Konsistenzgruppen synchron sind, kann ein
manueller Failover-Vorgang gestartet werden, um Datendienste in den Beziehungen der Konsistenzgruppen
zurlck an Standort A zurlickzugeben
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Komplette Wartung des Standorts oder des Standorts

Méoglicherweise missen Standortwartungsarbeiten durchgefiihrt, Stromverluste oder Naturkatastrophen wie
Hurrikan oder Erdbeben ihre Auswirkungen haben. Daher ist es von entscheidender Bedeutung, dass geplante
und ungeplante Standortausfalle angewendet werden, um sicherzustellen, dass Ihre FlexPod SM-BC Lésung
richtig konfiguriert ist, damit diese Ausfalle all Ihrer geschéaftskritischen Applikationen und Datenservices
Uberleben kénnen. Die folgenden standortbezogenen Szenarien wurden validiert.

» Geplantes Szenario fur die Standortwartung durch Migration von Virtual Machines und wichtigen
Datenservices zu einem anderen Standort

« Szenario mit ungeplanten Standortausfallen durch Ausschalten von Servern und Storage Controllern zur
Disaster Simulation

Um einen Standort firr die geplante Standortwartung vorbereitet zu sein, sind eine Kombination aus der
Migration der betroffenen Virtual Machines vom Standort mit vMotion und ein manuelles Failover der SM-BC
Consistency Group-Beziehungen erforderlich, um Virtual Machines und wichtige Datenservices auf einen
alternativen Standort zu migrieren. Die Tests wurden in zwei verschiedenen Bestellungen durchgefiihrt:
VMotion, zuerst gefolgt von SM-BC Failover und SM-BC Failover, gefolgt von vMotion, um sicherzustellen,
dass die Virtual Machines weiterhin ausgefihrt werden und die Datenservices nicht unterbrochen werden.

Aktualisieren Sie vor Durchfihrung der geplanten Migration die VM-/Host-Affinitatsregel, damit die VMs, die
aktuell am Standort ausgefiihrt werden, automatisch von dem Wartungsort migriert werden. Der folgende
Screenshot zeigt ein Beispiel fiir die Anderung der Regel fiir eine VM/Host-Affinitat, die von VMs automatisch
von Standort A nach Standort B migriert werden soll. Sie missen nicht angeben, dass die VMs nun auf
Standort B ausgefiihrt werden missen, sondern kénnen die Affinitatsregel voriibergehend deaktivieren, sodass
die VMs manuell migriert werden kénnen.

50



Edit VM/Host Rule = sMBC X

MName Site A VMs and hosts B Enabie ruls
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| CANCEL ‘ oK

Nach der Migration von Virtual Machines und Storage Services kdnnen Sie Server, Storage Controller, Platten-
Shelves und Switches ausschalten und die erforderlichen Wartungsarbeiten am Standort durchfiihren. Wenn
die Standortwartung abgeschlossen ist und die FlexPod Instanz wieder aufgenommen wird, kbnnen Sie die
Host-Gruppenaffinitat fir die VMs andern, um wieder an den urspringlichen Standort zurtickzukehren. Danach
sollten Sie die Regel ,muss auf Hosts in Gruppe laufen“ VM/Host Site Affinity zurtick zu ,sollte auf Hosts in der
Gruppe laufen® andern, so dass virtuelle Maschinen auf Hosts an dem anderen Standort ausgefiihrt werden
dirfen, sollte eine Katastrophe stattfinden. Fir die Validierungstests wurden alle Virtual Machines erfolgreich
an den anderen Standort migriert, und die Datenservices werden nach dem Failover fiir die SM-BC-
Beziehungen ohne Probleme fortgesetzt.

Bei der ungeplanten Disaster-Simulation am Standort wurden die Server und Storage Controller ausgeschaltet,
um einen Standortausfall zu simulieren. Die VMware HA-Funktion erkennt die heruntergefahrenen Virtual
Machines und startet die Virtual Machines am noch intakten Standort neu. Zudem erkennt der ONTAP
Mediator, der an einem dritten Standort ausgefiihrt wird, den Standortausfall und der iberlebende Standort
initiiert einen Failover und beginnt mit der Bereitstellung von Datenservices flir den Down-Standort wie
erwartet.

Der folgende Screenshot zeigt, dass die Speicher-Controller Service-Prozessor-CLI verwendet wurden, um
den Standort Ein Cluster abrupt auszuschalten, um eine Speicherkatastrophe zu simulieren.
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[BMC aff-a250-a-01>

[BMC aff-a250-a-01>

[BMC aff-a250-a-01>

[BMC aff-a250-a-01>system power off
Chassis Power Control: Down/Off
BMC aff-a250-a—-01>]

000

aff-a250-a-02>

aff-a250-a-02>

aff-a250-a-02>

aff-a250-a-02>system power off
Chassis Power Control: Down/Off
BMC aff-a250-a-02>0

Die Storage Virtual Machine Dashboards von Storage-Clustern, die vom NetApp Harvest Datenerfassungs-
Tool erfasst und in Grafana Dashboard im NABox-Monitoring-Tool angezeigt werden, sind in den folgenden
zwei Screenshots dargestellt. Wie auf der rechten Seite der IOPS- und Durchsatzdiagramme zu sehen ist,
wahlt der Cluster B sofort einen Storage-Workload aus, nachdem Standort Ein Cluster ausfallt.
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Microsoft SQL Server

Microsoft SQL Server ist eine weit verbreitete und implementierte Datenbankplattform fur DIE IT in
Unternehmen. Die Version Microsoft SQL Server 2019 enthalt zahlreiche neue Funktionen und
Verbesserungen fUr seine relationalen und analytischen Engines. Sie unterstitzt Workloads bei Applikationen,
die lokal, in der Cloud und bei hybriden Umgebungen Uber eine Kombination dieser Applikationen ausgefuhrt
werden. Dariber hinaus kann die Lésung auf diversen Plattformen implementiert werden, darunter Windows,
Linux und Container.

Im Rahmen der geschaftskritischen Workload-Validierung fiir die FlexPod SM-BC Ldsung wird Microsoft SQL
Server 2019 auf einer Windows Server 2022 VM installiert. AuRerdem sind die IOMeter VMs flir geplante und
ungeplante Storage Failover-Tests enthalten. Auf der Windows Server 2022 VM wird SQL Server Management
Studio installiert, um den SQL Server zu verwalten. Das Datenbanktool HammerDB wird fur Tests zur
Generierung von Datenbanktransaktionen eingesetzt.

Das HammerDB Datenbank-Testtool wurde fir die Prifung mit dem Microsoft SQL Server TPROC-C Workload
konfiguriert. Fur die Schemakonfigurationen wurden die Optionen aktualisiert, um 100 Lagerhauser mit 10
virtuellen Benutzern zu verwenden, wie im folgenden Screenshot dargestellt.
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B3 Microscft SQL Server TPROC-C Build Options b4
B2 Build Options
SOL Server: (local)
TCP:
SOL Server Port: 1433
Azure
5QL Server ODBC Driver:| ODBC Driver 17 for 5QL Server

Authentication : /@ Windows Authentication
SOL Server Authentication

SOL Server User ID: sa
SQL Server User Password: admin

L4 TPROC-C SQL Server Database: tpcc
In-Memory OLTP :
In-Memory Hash Bucket Multiplier: 1
In-Memaory Durability : SCHEMA_AND DATA

SCHEMA _ONLY

Number of Warehouses: 100
Virtual Users to Build Schema: 10

oK Cancel

Nachdem die Optionen zum Erstellen des Schemas aktualisiert wurden, wurde der Prozess zum Erstellen des
Schemas gestartet. Einige Minuten spater wurde ein ungeplanter Storage-Cluster an Standort B durch das
gleichzeitige Herunterfahren beider Nodes des AFF A250 Storage-Clusters mit zwei Nodes mithilfe von CLI-
Befehlen eingeleitet.

Nach einer kurzen Pause von Datenbanktransaktionen trat das automatisierte Failover zur Disaster-Korrektur
ein und die Transaktionen wurden wieder aufgenommen. Der folgende Screenshot zeigt den HammerDB
Transaction Counter Screenshot um diese Zeit. Da sich die Datenbank fir den Microsoft SQL Server
normalerweise im Storage-Cluster vor Ort B befindet, pausierte die Transaktion kurz, als der Storage an
Standort B ausfallt und nach dem automatisierten Failover wieder aufgenommen wurde.
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Die Storage Cluster-Kennzahlen wurden mithilfe des NAbox Tools mit dem installierten NetApp Harvest
Monitoring Tool erfasst. Die Ergebnisse werden in den vordefinierten Grafana Dashboards fir die Storage
Virtual Machine und andere Speicherobjekte angezeigt. Das Dashboard bietet Matrizen flr Latenz, Durchsatz,
IOPS und zusatzliche Details mit Lese- und Schreibstatistiken, die sowohl fir Standort B als auch Standort A
getrennt sind

Dieser Screenshot zeigt das NAbox Grafana Performance-Dashboard fir Storage-Cluster an Standort B.

Die IOPS fiur das Storage-Cluster am Standort B wiesen circa 100.000 IOPS auf, bevor der Ausfall einflihrte.
Anschlielend zeigte die Performance-Metriken einen deutlichen Rickgang auf Null auf der rechten Seite der
Diagramme aufgrund des Ausfalls. Da der Storage-Cluster Standort B ausgefallen war, konnte nach der
Katastrophe kein Storage-Cluster am Standort B gesammelt werden.
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Andererseits nahmen die IOPS flir den Standort Ein Storage-Cluster die zusatzlichen Workloads von Standort
B nach dem automatisierten Failover ab. Der zusatzliche Workload kann im folgenden Screenshot auf der
rechten Seite der IOPS- und Durchsatzdiagramme angezeigt werden. Darin wird das NAbox Grafana
Performance-Dashboard flir Standort A Storage-Cluster angezeigt.

Das oben aufgeflihnrte Szenario fliir das Storage-Disaster-Test bestatigte, dass der Microsoft SQL Server
Workload einen vollstandigen Ausfall des Storage-Clusters an Standort B tberleben kann, wo sich die
Datenbank befindet. Die Applikation verwendete die von dem Standort Einem Storage-Cluster bereitgestellten
Datenservices transparent, nachdem ein Ausfall erkannt und der Failover stattgefunden hat.

Wenn auf der Rechenebene die VMs, die an einem bestimmten Standort ausgefuhrt werden, ein Host-Ausfall
auftreten, werden die VMs so konzipiert, dass sie automatisch durch die VMware HA-Funktion neu gestartet
werden. Fir einen vollstandigen Ausfall des Standorts ermdglicht es die VM-/Host-Affinitatsregeln, VMs am
noch intakten Standort neu zu starten. Damit eine geschéaftskritische Applikation unterbrechungsfreie Services
bereitstellen kann, ist jedoch ein applikationsbasiertes Clustering wie Microsoft Failover Cluster oder
Container-basierte Applikationsarchitektur fir Kubernetes erforderlich, um Ausfallzeiten bei Applikationen zu
vermeiden. Bitte lesen Sie das entsprechende Dokument zur Implementierung des applikationsbasierten
Clustering. Dieses Dokument Ubersteigt den Rahmen dieses technischen Berichts.

"Weiter: Fazit."

Schlussfolgerung

"Zuruck: Lésungsvalidierung - validierte Szenarien."

Das FlexPod Datacenter mit SM-BC beruht auf einem aktiv/aktiv-Datacenter-Design, das
Business Continuity und Disaster Recovery fur geschaftskritische Workloads bietet. Mit
der Losung sind normalerweise zwei Datacenter verknupft, die an separaten, geografisch
verteilten Standorten in einem Grol3raumgebiet bereitgestellt werden. Die NetApp SM-BC
Ldsung verwendet synchrone Replizierung, um geschaftskritische Datenservices gegen
einen Standortausfall zu schitzen. Voraussetzung fur die Losung ist, dass die beiden
FlexPod-Bereitstellungsstandorte eine Netzwerklatenz von weniger als 10 Millisekunden
pro Jahr nutzen.

Der NetApp ONTAP Mediator, der an einem dritten Standort implementiert wird, iberwacht die SM-BC-Ldsung
und ermdglicht ein automatisiertes Failover bei einem Standortausfall. VMware vCenter mit VMware HA und
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Stretched VMware vSphere Metro Storage Cluster Konfiguration funktionieren nahtlos mit NetApp SM-BC,
damit die Lésung die gewiinschten RPO von null und RTO von fast null erfullt.

Die FlexPod SM-BC Lésung kann auch in vorhandenen FlexPod Infrastrukturen implementiert werden, wenn
sie die Anforderungen erflllen, oder wenn eine zusatzliche FlexPod Lésung zu einem vorhandenen FlexPod
hinzugefugt wird, um die Business Continuity-Ziele zu erreichen. Zusatzliche Management-, Monitoring- und
Automatisierungs-Tools wie Cisco Intersight, Ansible und HashiCorp Terraform- basierte Automatisierung
stehen von NetApp und Cisco zur Verfigung, damit Sie die Lésung einfach Gberwachen, Einblicke in ihren
Betrieb erhalten und die Implementierung und den Betrieb automatisieren kénnen.

Aus Sicht einer geschaftskritischen Applikation wie Microsoft SQL Server ist eine Datenbank, die sich auf
einem VMware Datastore befindet und durch eine ONTAP SM-BC CG-Beziehung geschitzt ist, trotz eines
Standort-Storage-Ausfalls weiterhin verfliigbar. Wie wahrend der Validierungstests verifiziert, wird nach einem
Stromausfall im Storage Cluster, in dem sich die Datenbank befindet, ein Failover der SM-BC CG-Beziehung
durchgefihrt und die Microsoft SQL Server Transaktionen ohne Applikationsunterbrechung fortgesetzt.

Dank der granularen Datensicherung fur Applikationen knnen ONTAP SM-BC CG-Beziehungen fir
geschaftskritische Applikationen erstellt werden, um RPO-Anforderungen von null und RTO von nahezu null zu
erfullen. Damit das VMware Cluster, auf dem die Microsoft SQL Server Applikation ausgeflhrt wird, einen
Storage-Ausfall vor Ort Gberleben kann, sind die Boot-LUNs der ESXi Hosts an jedem Standort ebenfalls durch
eine SM-BC CG-Beziehung geschutzt.

Dank der Flexibilitdt und Skalierbarkeit von FlexPod kénnen Sie mit einer geeigneten Infrastruktur beginnen,
die sich Ihren wachsenden Geschaftsanforderungen anpassen lasst. Dieses validierte Design ermdglicht es
Ihnen, zuverlassig eine auf VMware vSphere basierende Private Cloud in einer verteilten und integrierten
Infrastruktur zu implementieren. Dadurch erhalten Sie eine L6sung, die sich gegen viele Single-Point-of-
Failure-Szenarien sowie einen Standortausfall schitzen kann, sodass wichtige Business-Datenservices
geschatzt sind.

"Weiter: Wo finden Sie zuséatzliche Informationen und Versionsverlauf."

Wo finden Sie weitere Informationen und Versionsverlauf

"Zurlck: Schlussfolgerung.”

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr Uber die in
diesem Dokument beschriebenen Informationen zu erfahren:

FlexPod

* FlexPod Startseite
"https://www.flexpod.com"
 Cisco Validated Design und Implementierungsleitfaden fur FlexPod

"https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-
guides.htm|"

» Cisco Server — Unified Computing System (UCS)
"https://www.cisco.com/c/en/us/products/servers-unified-computing/index.html"

* NetApp Produktdokumentation
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https://www.flexpod.com
https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-guides.html
https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-guides.html
https://www.cisco.com/c/en/us/products/servers-unified-computing/index.html

"https://www.netapp.com/support-and-training/documentation/"

FlexPod Datacenter with Cisco UCS 4.2(1) im UCS Managed Mode, VMware vSphere 7.0 U2 und NetApp
ONTAP 9.9 Design Guide

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.ht
mlll

FlexPod Datacenter with Cisco UCS 4.2(1) im UCS Managed Mode, VMware vSphere 7.0 U2 und NetApp
ONTAP 9.9 Deployment Guide

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html"
FlexPod Datacenter mit Cisco UCS X-Serie, VMware 7.0 U2 und NetApp ONTAP 9.9 Design Guide

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_desig
n.html"

FlexPod Datacenter mit Cisco UCS X-Serie, VMware 7.0 U2 und NetApp ONTAP 9.9 Deployment Guide

"https://lwww.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.h
tml"

FlexPod Express fur VMware vSphere 7.0 mit Cisco UCS Mini und NetApp All Flash FAS/FAS NVA
Design-Leitfaden

https://www.netapp.com/pdf.html?item=/media/22621-nva-1154-DESIGN.pdf

FlexPod Express for VMware vSphere 7.0 with Cisco UCS Mini and NetApp AFF/FAS NVA Deployment
Guide

https://www.netapp.com/pdf.html?item=/media/21938-nva-1154-DEPLOY.pdf
FlexPod MetroCluster IP mit VXLAN-Frontend fir mehrere Standorte

"https://lwww.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/flexpod-metrocluster-ip-
vxlan-multi-site-wp.pdf"

NAbox
"https://nabox.org"
NetApp Harvest

"https://github.com/NetApp/harvest/releases"

SM-BC

+ SM-BC

"https://docs.netapp.com/us-en/ontap/smbc/index.html"

* TR-4878: SnapMirror Business Continuity (SM-BC) ONTAP 9.8
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https://www.netapp.com/support-and-training/documentation/
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.html
https://www.netapp.com/pdf.html?item=/media/22621-nva-1154-DESIGN.pdf
https://www.netapp.com/pdf.html?item=/media/21938-nva-1154-DEPLOY.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/flexpod-metrocluster-ip-vxlan-multi-site-wp.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/flexpod-metrocluster-ip-vxlan-multi-site-wp.pdf
https://nabox.org
https://github.com/NetApp/harvest/releases
https://docs.netapp.com/us-en/ontap/smbc/index.html
https://www.netapp.com/pdf.html?item=/media/21888-tr-4878.pdf

* Wie eine SnapMirror Beziehung ONTAP 9 richtig geléscht wird

"https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapMirror/How_to ¢
orrectly _delete_a_SnapMirror_relationship. ONTAP_9"

» Grundlagen von SnapMirror Synchronous Disaster Recovery

"https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-synchronous-disaster-recovery-basics-
concept.html"

» Grundlagen der asynchronen SnapMirror Disaster Recovery

"https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html#data-
protection-relationships"

» Datensicherung und Disaster Recovery
"https://docs.netapp.com/us-en/ontap/data-protection-disaster-recovery/index.html"
* Installieren oder aktualisieren Sie den ONTAP Mediator-Dienst

"https://docs.netapp.com/us-en/ontap/mediator/index.html"

VMware vSphere HA und vSphere Metro Storage Cluster

* Erstellen und Verwenden von vSphere HA-Clustern

"https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.avail.doc/GUID-5432CA24-14F1-
44E3-87FB-61D937831CF6.html"

* VMware vSphere Metro Storage-Cluster (vVMSC)
"https://core.vmware.com/resource/vmware-vsphere-metro-storage-cluster-vmsc"

« Empfohlene Practices fur VMware vSphere Metro Storage-Cluster
"https://core.vmware.com/resource/vmware-vsphere-metro-storage-cluster-recommended-practices"

* NetApp ONTAP mit NetApp SnapMirror Business Continuity (SM-BC) mit VMware vSphere Metro Storage
Cluster (vMSC). (83370)

"https://kb.vmware.com/s/article/83370"

» Schutz von Tier-1-Applikationen und -Datenbanken mit VMware vSphere Metro Storage-Cluster und
ONTAP

"https://community.netapp.com/t5/Tech-ONTAP-Blogs/Protect-tier-1-applications-and-databases-with-
VMware-vSphere-Metro-Storage/ba-p/171636"

Microsoft SQL und HammerDB

* Microsoft SQL Server 2019

"https://www.microsoft.com/en-us/sql-server/sql-server-2019"
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* Architecting Microsoft SQL Server on VMware vSphere Best Practices Guide

"https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/solutions/sql-server-on-vmware-
best-practices-guide.pdf"

¢ HammerDB-Website

"https://www.hammerdb.com"

Kompatibilitatsmatrix

» Cisco UCS Hardware Compatibility Matrix
"https://ucshcltool.cloudapps.cisco.com/public/"

* NetApp Interoperabilitats-Matrix-Tool
"https://support.netapp.com/matrix/"

* NetApp Hardware Universe
"https://hwu.netapp.com”

* VMware Compatibility Guide

"http://www.vmware.com/resources/compatibility/search.php

Versionsverlauf

Version Datum Versionsverlauf des Dokuments

Version 1.0 April 2022 Erste Version.

FlexPod Datacenter mit VMware vSphere 7.0 und NetApp
ONTAP 9.7 — Bereitstellung

John George, Cisco Sree Lakshmi Lanka, NetApp

Dieses Dokument beschreibt das Cisco und NetApp FlexPod-Datacenter mit NetApp
ONTAP 9.7 auf NetApp AFF A400 All-Flash-Storage-System, die Unified Software-
Version 4.1(2) von Cisco UCS Manager mit skalierbaren Intel Xeon Prozessoren der
zweiten Generation und VMware vSphere 7.0. Cisco UCS Manager (UCSM) 4.1(2) bietet
konsolidierten Support flir Folgendes:

« Alle aktuellen Cisco UCS Fabric Interconnect-Modelle: 6200, 6300, 6324 (Cisco UCS Mini)
* 6400

 IOM der Serie 2200/2300/2400

 Cisco UCS B-Serie

» Cisco UCS C-Serie
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Dariber hinaus sind die Cisco Intersight- und NetApp Active IQ-SaaS-Managementplattformen enthalten.

FlexPod-Datacenter mit NetApp ONTAP 9.7, Cisco UCS Unified Software Release 4.1(2) und VMware
vSphere 7.0 umfassen eine vorab entwickelte Best-Practice Datacenter-Architektur auf Basis des Cisco
Unified Computing System (Cisco UCS), der Cisco Nexus 9000 Switches, MDS 9000 Multilayer Fabric
Switches, Und den NetApp Storage-Arrays der AFF A-Serie mit der Datenmanagement-Software ONTAP 9.7.

"FlexPod Datacenter mit VMware vSphere 7.0 und NetApp ONTAP 9.7 — Bereitstellung"

FlexPod-Datacenter mit Cisco Intersight und NetApp ONTAP
9.7 - Design

John George, Cisco Scott Kovacs, NetApp

Dieses Dokument beschreibt die FlexPod Lésung von Cisco und NetApp, einen
validierten Ansatz zur Implementierung von Technologien von Cisco und NetApp als
Shared Cloud-Infrastruktur. Das validierte Design liefert die Rahmenbedingungen fur die
Implementierung von VMware vSphere, der beliebtesten Virtualisierungsplattform der
Enterprise-Klasse fur Datacenter auf FlexPod.

"FlexPod-Datacenter mit Cisco Intersight und NetApp ONTAP 9.7 - Design"

FlexPod-Datacenter mit Cisco Intersight und NetApp ONTAP
9.7 — Deployment

John George, Cisco Scott Kovacs, NetApp

Der aktuelle Trend in der Datacenter-Branche geht hin zu Shared IT Infrastructures.
Durch die Virtualisierung und vorab validierte IT-Plattformen begeben sich Enterprise-
Kunden auf den Weg zur Cloud. Sie verlassen sich dabei auf Applikationssilos und
nutzen eine schnell implementierbare Shared IT-Infrastruktur, wodurch sich die Flexibilitat
erhoht und die Kosten sinken. Cisco und NetApp haben gemeinsam FlexPod entwickelt.
Diese Technologie verwendet branchenfihrende Storage-, Server- und
Netzwerkkomponenten, um als Grundlage fur eine Vielzahl von Workloads zu dienen. So
konnen effiziente Architekturdesigns bereitgestellt werden, die schnell und sicher
implementiert werden konnen.

"FlexPod-Datacenter mit Cisco Intersight und NetApp ONTAP 9.7 — Deployment"

FlexPod-Datacenter mit Cisco Intersight und NetApp ONTAP
9.7 - Design

John George, Cisco Scott Kovacs, NetApp

Dieses Dokument beschreibt eine validierte Losung zur Implementierung von
Technologien von Cisco und NetApp als Shared Cloud-Infrastruktur. Das validierte
Design liefert die Rahmenbedingungen flur die Implementierung von VMware vSphere,
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der beliebtesten Virtualisierungsplattform der Enterprise-Klasse fur Datacenter auf
FlexPod.

FlexPod ist eine fuhrende integrierte Infrastruktur, die eine Vielzahl von Enterprise-Workloads und
Anwendungsfallen unterstitzt. Mit dieser Losung kénnen Kunden schnell und zuverlassig eine auf VMware
vSphere basierende Private Cloud in einer integrierten Infrastruktur implementieren.

"FlexPod-Datacenter mit Cisco Intersight und NetApp ONTAP 9.7 - Design"

FlexPod-Datacenter mit VMware vSphere 6.7 U2, Cisco UCS
— Fabric-Infrastruktur der Forth-Generation und NetApp
ONTAP 9.6

John George, Cisco Sree Lakshmi Lanka, NetApp

Dieses Dokument beschreibt das FlexPod-Datacenter von Cisco und NetApp mit NetApp
ONTAP 9.6, die Unified Software Release 4.0(4) von Cisco UCS Manager mit
skalierbaren Intel Xeon Prozessoren der zweiten Generation und VMware vSphere 6.7
U2. Cisco UCS Manager (UCSM) 4.0(4) bietet konsolidierten Support fur Folgendes:

« Alle aktuellen Cisco UCS Fabric Interconnect-Modelle: 6200, 6300, 6324 (Cisco UCS Mini)

* 6454

* |OM der Serie 2200/2300/2400

* Cisco UCS B-Serie

 Cisco UCS C-Serie:
FlexPod-Datacenter mit NetApp ONTAP 9.6, Cisco UCS Unified Software Release 4.0(4) und VMware
vSphere 6.7 U2 ist eine vorab entwickelte Best-Practice Datacenter-Architektur, die auf dem Cisco Unified

Computing System (Cisco UCS), der Cisco Nexus 9000 Switch-Familie, MDS 9000 Multilayer Fabric Switches,
NetApp AFF Storage-Arrays Der A-Serie mit ONTAP 9.

"FlexPod-Datacenter mit VMware vSphere 6.7 U2, Cisco UCS Fabric der vierten Generation und NetApp
ONTAP 9.6"

FlexPod Datacenter with VMware vSphere 6.7 U1, Cisco
UCS Fabric der vierten Generation und NetApp AFF A-
Series — Design

John George, Cisco Sree Lakshmi Lanka, NetApp

Dieses Dokument beschreibt die FlexPod Losung von Cisco und NetApp, einen
validierten Ansatz zur Implementierung von Technologien von Cisco und NetApp als
Shared Cloud-Infrastruktur. Das validierte Design liefert die Rahmenbedingungen fur die
Implementierung von VMware vSphere, der beliebtesten Virtualisierungsplattform der
Enterprise-Klasse von Datacentern auf FlexPod.

FlexPod ist eine fihrende integrierte Infrastruktur, die eine Vielzahl von Enterprise-Workloads und
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Anwendungsfallen unterstitzt. Mit dieser Losung kénnen Kunden eine auf VMware vSphere basierende
Private Cloud schnell und zuverlassig in einer integrierten Infrastruktur implementieren.

Die empfohlene Lésungsarchitektur basiert auf Cisco Unified Computing System (Cisco UCS) und verwendet
die einheitliche Softwareversion zur Unterstlitzung der Cisco UCS Hardware-Plattformen, einschliellich Cisco
UCS B-Series Blade- und C-Series Rack-Servern, Cisco UCS 6454 Fabric Interconnects, Switches der Cisco
Nexus 9000 Serie, Cisco MDS Fibre Channel Switches, NetApp All-Flash-Storage-Arrays vorgestellt. Dariiber
hinaus enthalt es VMware vSphere 6.7 Update 1, das eine Reihe neuer Funktionen zur Optimierung der
Storage-Auslastung und zur Einrichtung einer privaten Cloud bietet.

"FlexPod Datacenter with VMware vSphere 6.7 U1, Cisco UCS Fabric der vierten Generation und NetApp AFF
A-Series — Design"

FlexPod Datacenter mit VMware vSphere 6.7 U1, Cisco UCS
Fabric der vierten Generation und NetApp AFF A-Series

John George, Cisco Scott Kovacs, NetApp

Dieses Dokument beschreibt das FlexPod-Datacenter von Cisco und NetApp mit der
einheitlichen Softwareversion 4.0(2) von Cisco UCS Manager und VMware vSphere 6.7
U1. Cisco UCS Manager (UCSM) 4.0(2) bietet konsolidierten Support flr alle aktuellen
Cisco UCS Fabric Interconnect Modelle (6200, 6300, 6324 (Cisco UCS Mini)), IOM der
Serie 6454,2200/2300, Cisco UCS B-Serie und Cisco UCS C-Serie. FlexPod Datacenter
mit Cisco UCS Unified Software Release 4.0(2) und VMware vSphere 6.7 U1 ist eine
vorab entwickelte, Best Practice Datacenter-Architektur, die auf dem Cisco Unified
Computing System (UCS), der Cisco Nexus 9000 Switch-Familie und MDS 9000
Multilayer Fabric Switches basiert. Und NetApp Storage-Arrays der AFF A-Serie mit dem
Storage-Betriebssystem ONTAP 9.

"FlexPod Datacenter mit VMware vSphere 6.7 U1, Cisco UCS Fabric der vierten Generation und NetApp AFF
A-Series"

Design von FlexPod Datacenter mit Cisco ACI Multi-Pod,
NetApp MetroCluster IP und VMware vSphere 6.7

Haseeb Niazi, Cisco Arvind Ramakrishnan, NetApp

Dieses Dokument beschreibt die Integration der Cisco ACI Multi-Pod und NetApp
MetroCluster IP Lésung in das FlexPod Datacenter, um eine hochverfigbare Multi-
Datacenter-Losung anzubieten. Die Multi-Datacenter-Architektur bietet die Mdglichkeit,
Workloads zwischen zwei Datacentern auszubalancieren, indem unterbrechungsfreie
Workload-Mobilitat genutzt wird. Auf diese Weise kdnnen Services ohne Unterbrechung
eines Ausfalls zwischen den Standorten migriert werden.

Die FlexPod mit ACI Multi-Pod und NetApp MetroCluster IP Lésung bietet folgende Vorteile:

* Nahtlose Workload-Mobilitat Gber mehrere Datacenter hinweg

» Einheitliche Richtlinien an allen Standorten
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« Layer-2-Erweiterung Uber geografisch verteilte Datacenter hinweg
* Verbesserte Vermeidung von Ausfallzeiten wahrend der Wartung

» Vermeidung von Ausfallen und Recovery

"Design von FlexPod Datacenter mit Cisco ACI Multi-Pod, NetApp MetroCluster IP und VMware vSphere 6.7"

FlexPod Datacenter mit Cisco ACI Multi-Pod mit NetApp
MetroCluster IP und VMware vSphere 6.7 — Implementierung

Haseeb Niazi, Cisco Ramesh Issac, Cisco Arvind Ramakrishnan, NetApp

Cisco und NetApp haben gemeinsam eine Reihe von FlexPod Lésungen zur
Unterstutzung strategischer Datacenter-Plattformen entwickelt. Die FlexPod Losung
bietet eine integrierte Architektur, die Best Practices flr das Design von Computing,
Storage und Netzwerken umfasst. Dadurch werden IT-Risiken minimiert, indem die
integrierte Architektur validiert wird, um die Kompatibilitat verschiedener Komponenten
sicherzustellen. Die Losung I6st auch IT-Problempunkte durch dokumentierte
Designanleitungen, Implementierungsanleitungen und Support, die in verschiedenen
Phasen (Planung, Entwurf und Implementierung) einer Bereitstellung verwendet werden
konnen.

"FlexPod Datacenter mit Cisco ACI Multi-Pod mit NetApp MetroCluster IP und VMware vSphere 6.7 —
Implementierung”
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