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FlexPod Express

Design Guide: FlexPod Express mit Cisco UCS C-Series
und NetApp AFF C190 Serie

NVA-1139-DESIGN: FlexPod Express mit Cisco UCS C-Serie und NetApp AFF C190
Serie

Savita Kumari, NetApp

In Zusammenarbeit mit:;[Fehler: Fehlendes Grafikbild]

Aktuell stellen immer mehr Unternehmen ihre Rechenzentren auf eine Shared IT
Infrastructure und Cloud Computing um. Aul3erdem wuinschen sich Unternehmen eine
einfache und effektive Losung fur Remote-Standorte und Zweigstellen, die auf die ihnen
in ihrem Datacenter vertraute Technologie basiert.

FlexPod Express ist eine vorab entwickelte Best Practice Datacenter-Architektur, die auf dem Cisco Unified
Computing System (Cisco UCS), der Cisco Nexus Switch-Produktfamilie und NetApp AFF Systemen basiert.
Die Komponenten von FlexPod Express sind wie ihre Kollegen aus dem FlexPod Datacenter, die
Managementsynergien tber die komplette IT-Infrastrukturumgebung hinweg in geringerem Umfang
ermoglichen. FlexPod Datacenter und FlexPod Express sind optimale Plattformen fur die Virtualisierung sowie
fur Bare-Metal-Betriebssysteme und Enterprise Workloads.

"Weiter: Programmubersicht."

Programmzusammenfassung

FlexPod Converged Infrastructure-Portfolio

FlexPod Referenzarchitekturen werden als Cisco Validated Designs (CVDs) oder als NetApp Verified
Architectures (NVAs) bereitgestellt. Abweichungen, die auf den Anforderungen des Kunden von einem
bestimmten CVD oder NVA basieren, sind zulassig, wenn diese Abweichungen nicht zur Bereitstellung von
nicht unterstitzten Konfigurationen flhren.

Das FlexPod Portfolio umfasst, wie in der folgenden Abbildung dargestellt, folgende Lésungen: FlexPod
Express und FlexPod Datacenter.

* FlexPod Express ist eine Einstiegsldsung mit Technologien von Cisco und NetApp.

* FlexPod Datacenter bietet eine optimale Mehrzweckgrundlage fir verschiedene Workloads und
Anwendungen.

[Fehler: Fehlendes Grafikbild]

NetApp Verified Architecture-Programm

Das Programm ,NetApp Verified Architecture” bietet verifizierte Architekturen flr NetApp Losungen an. Eine
NVA-L6sung zeichnet sich durch folgende Merkmale aus:

» Sorgfaltig getestet


https://docs.netapp.com/de-de/flexpod/{relative_path}express-c-series-c190-design_program_summary.html

* Praskriptiv
* Minimale Risiken bei der Implementierung

» Schnellere Markteinflihrung dieser Leitfaden beschreibt das Design von FlexPod Express mit VMware
vSphere.

Darlber hinaus nutzt dieses Design das komplett neue AFF C190 System, auf dem NetApp ONTAP 9.6
Software, Cisco Nexus 31108 Switches und Cisco UCS C220 M5 Server als Hypervisor-Nodes ausgefuhrt
werden.

Losungsiiberblick

FlexPod Express wurde fiir gemischte Virtualisierungs-Workloads entwickelt. Sie richtet sich an Remote-
Standorte und Zweigniederlassungen sowie an kleine und mittelstdndische Unternehmen. Es ist auch optimal
fur grolRere Unternehmen, die eine dedizierte Lésung fir einen bestimmten Zweck implementieren méchten.
Diese neue Losung fir FlexPod Express fligt neue Technologien wie NetApp ONTAP 9.6, NetApp AFF C190
System und VMware vSphere 6.7U2 hinzu.

In der folgenden Abbildung sind die Hardwarekomponenten aufgefihrt, die in der FlexPod Express Losung
enthalten sind.

[Fehler: Fehlendes Grafikbild]

Zielgruppe

Dieses Dokument richtet sich an Personen, die die Vorteile einer Infrastruktur nutzen mochten, die eine
effiziente IT liefert und IT-Innovationen unterstitzt. Dieses Dokument richtet sich an Vertriebsmitarbeiter,
Berater im AuRendienst, Professional Services-Mitarbeiter, IT-Manager, Techniker des Partners und Kunden.

Losungstechnologie

Diese LOsung nutzt die neuesten Technologien von NetApp, Cisco und VMware. Sie enthalt das neue NetApp
AFF C190 System, auf dem ONTAP 9.6 Software, zwei Cisco Nexus 31108 Switches und Cisco UCS C220 M5
Rack Server mit VMware vSphere 6.7U2 ausgefuhrt werden. Diese validierte Lésung, die in der folgenden
Abbildung dargestellt ist, nutzt 10-Gigabit-Ethernet (10GbE)-Technologie. Beratung wird auch zur Skalierung
durch Hinzufligen von zwei Hypervisor-Knoten zu einem Zeitpunkt, so dass die FlexPod Express-Architektur
kann sich an die sich entwickelnden geschéaftlichen Anforderungen eines Unternehmens anpassen.

[Fehler: Fehlendes Grafikbild]

"Next: Technologieanforderungen."

Technologieanforderungen erfullt

Fir FlexPod Express sind eine Kombination aus Hardware- und Softwarekomponenten
erforderlich, die vom ausgewahlten Hypervisor und von der Netzwerkgeschwindigkeit
abhangig sind. Dartber hinaus enthalt FlexPod Express die Hardwarekomponenten, die
erforderlich sind, um dem System in Einheiten von zwei Hypervisor-Nodes hinzuzufigen.

Hardwareanforderungen

Unabhangig vom ausgewahlten Hypervisor nutzen alle FlexPod Express Konfigurationen dieselbe Hardware.
Selbst wenn sich die geschéftlichen Anforderungen andern, kdnnen Sie auf derselben FlexPod Express
Hardware einen anderen Hypervisor verwenden.


https://docs.netapp.com/de-de/flexpod/{relative_path}express-c-series-c190-design_technology_requirements.html

In der folgenden Tabelle sind die Hardwarekomponenten aufgefihrt, die fir diese FlexPod Express
Konfiguration und fur die Implementierung dieser Lésung erforderlich sind. Je nach den Anforderungen des

Kunden konnen die in einer beliebigen Implementierung dieser Losung verwendeten Hardwarekomponenten
abweichen.

Trennt Menge
AFF C190 2-Node-Cluster 1
Cisco UCS C220 M5 Server 2
Cisco Nexus 31108 Switch 2

Cisco UCS Virtual Interface Card (VIC) 1457 fur Cisco 2
UCS C220 M5 Rack Server
Softwareanforderungen

In der folgenden Tabelle werden die Softwarekomponenten aufgefihrt, die fiir die Implementierung der
Architekturen der FlexPod Express Ldsung erforderlich sind.

Software Version Details

Cisco Integrated Management 4,04 Fir C220 M5 Rack Server
Controller (CIMC)

Cisco NX-OS 7.0(3)17(6) Fur Cisco Nexus 31108 Switches
NetApp ONTAP 9.6 Fur NetApp AFF C190 Controller

In der folgenden Tabelle ist die erforderliche Software fur alle VMware vSphere Implementierungen auf
FlexPod Express aufgefiihrt.

Software Version
VMware vCenter Server Appliance 6.7U2
VMware vSphere ESXi 6.7U2
NetApp VAAI Plug-in fir ESXi 1.1.2
NetApp Virtual Storage Console 9.6

"Als Nachstes: Design-Entscheidungen."

Designs

Die in diesem Abschnitt aufgefuhrten Technologien wurden wahrend der Designphase
ausgewahlt. Jede Technologie erflllt einen bestimmten Zweck in der FlexPod Express
Infrastrukturlésung.

NetApp AFF C190 Serie mit ONTAP 9.6

Bei dieser Losung kommen zwei der neuesten NetApp Produkte zum Einsatz: Das NetApp AFF C190 System
und die Software ONTAP 9.6.


https://docs.netapp.com/de-de/flexpod/{relative_path}express-c-series-c190-design_design_choices.html

AFF C190 System

Die Zielgruppe sind Kunden, die ihre IT-Infrastruktur mit All-Flash-Technologie zu einem erschwinglichen Preis
modernisieren mdchten. Das AFF C190 System wird mit der neuen Lizenzierung von ONTAP 9.6 und Flash
Bundle ausgeliefert. Dies bedeutet, dass die folgenden Funktionen integriert sind:

» CIFS, NFS, iSCSI und FCP

* NetApp SnapMirror Datenreplizierungssoftware, NetApp SnapVault Backup Software, NetApp
SnapRestore Software zur Datenwiederherstellung, NetApp SnapManager Storage Management
Software-Suite und NetApp SnapCenter Software

* FlexVol Technologie

* Deduplizierung, Komprimierung und Data-Compaction
* Thin Provisioning

+ Storage-QoS

* NetApp RAID DP Technologie

* Die NetApp Snapshot Technologie

 FabricPool
In den folgenden Abbildungen werden die beiden Optionen fir die Host-Konnektivitat dargestellt.
Die folgende Abbildung zeigt UTA 2-Ports, in die ein SFP+-Modul eingesetzt werden kann.
[Fehler: Fehlendes Grafikbild]
Die folgende Abbildung zeigt 10GBASE-T-Ports fiir den Anschluss tber herkdmmliche RJ-45 Ethernet-Kabel.

[Fehler: Fehlendes Grafikbild]
@ Fiir den 10GBASE-T-Port benétigen Sie einen 10GBASE-T-basierten Uplink Switch.

Das AFF C190 System wird ausschlielich mit 960 GB SSDs angeboten. Es gibt vier Phasen der
Erweiterungen, aus denen Sie wahlen kénnen:

+ 8 x960 GB

* 12 x 960 GB

+ 18 x 960 GB

» 24 x 960 GB

Weitere Informationen zum AFF C190 Hardware-System finden Sie im "NetApp AFF C190 All-Flash-Array-
Seite".

ONTAP 9.6 Software

NetApp AFF C190 Systeme verwenden die neue Datenmanagement-Software ONTAP 9.6. ONTAP 9.6 ist die
branchenweit flihrende Datenmanagement-Software der Enterprise-Klasse. Sie vereint ein neues Mal} an
Anwenderfreundlichkeit und Flexibilitat mit leistungsfahigen Datenmanagement-Funktionen, Storage-
Effizienzfunktionen und erstklassiger Cloud-Integration.

ONTAP 9.6 bietet verschiedene Funktionen, die sich gut fiir FlexPod Express eignen. In erster Linie ist das
Engagement von NetApp fir Storage-Effizienz, die eines der wichtigsten Funktionen fir kleine


https://www.netapp.com/us/products/entry-level-aff.aspx
https://www.netapp.com/us/products/entry-level-aff.aspx

Implementierungen sein kann. Die Markenzeichen von NetApp Storage-Effizienzfunktionen wie
Deduplizierung, Komprimierung, Data-Compaction und Thin Provisioning sind in ONTAP 9.6 erhaltlich. Das
NetApp WAFL System schreibt immer 4-KB-Blécke. Daher werden in der Data-Compaction mehrere Blocke in
einem 4-KB-Block kombiniert, wenn die Datenblécke ihren zugewiesenen Speicherplatz nicht nutzen. Dieser
Prozess wird in der folgenden Abbildung dargestellt.

[Fehler: Fehlendes Grafikbild]

ONTAP 9.6 unterstitzt nun optionale 512-Byte-BlockgrofRen fir NVMe-Volumes. Diese Funktion ist problemlos
in das VMware Virtual Machine File System (VMFS) integriert, das nativ einen 512-Byte-Block verwendet. Sie
kdénnen bei der 4K-StandardgréRe bleiben oder optional die 512-Byte-Blockgrofie festlegen.

Weitere Funktionserweiterungen in ONTAP 9.6:

* NetApp Aggregate Encryption (NAE). NAE weist Schllssel auf Aggregatebene zu und verschlisselt
damit alle Volumes im Aggregat. Diese Funktion ermdglicht die Verschlisselung und Deduplizierung von
Volumes auf Aggregatebene.

* NetApp ONTAP FlexGroup Volume Erweiterung. In ONTAP 9.6 kdnnen Sie ein FlexGroup-Volume ganz
einfach umbenennen. Es ist nicht erforderlich, ein neues Volume zu erstellen, um die Daten zu migrieren.
Mit ONTAP System Manager oder CLI kann die Volume-GrélRe verringert werden.

* FabricPool-Erweiterung. ONTAP 9.6 bietet zusatzliche Unterstitzung fir Objektspeicher als Cloud-Tiers.
Auch die Liste enthalt Unterstlitzung fur Google Cloud und Alibaba Cloud Object Storage Service (OSS).
FabricPool unterstitzt mehrere Objektspeicher wie AWS S3, Azure Blob, IBM Cloud Objekt-Storage und
objektbasierte NetApp StorageGRID Storage-Software.

» SnapMirror Verbesserung. in ONTAP 9.6 wird eine neue Volume-Replikationsbeziehung standardmafig
verschlusselt, bevor das Quell-Array verlassen wird und am SnapMirror Ziel entschlisselt wird.

Cisco Nexus 3000 Serie

Der Cisco Nexus 31108PC-V ist ein Top-of-Rack (Tor) Switch mit 10 Gbit/s SFP+-48 Ports und 6 QSFP28-
Ports. Jeder SFP+ Port kann mit 100 MB/s, 10 GB/s betrieben werden. Jeder QSFP28-Port kann im nativen
100-Gbit/s- oder 40-Gbit/s-Modus oder 4-mal 10-Gbit/s-Modus ausgefiihrt werden und bietet flexible
Migrationsoptionen. Dieser Switch ist ein echter PHY-loser Switch, der fir niedrige Latenz und niedrigen
Stromverbrauch optimiert ist.

Die Cisco Nexus 31108PC-V Spezifikation umfasst die folgenden Komponenten:

» Schaltkapazitat von 2,16 Tbit/s und Weiterleitungsrate von bis zu 1,2 Tbit/s fir 31108 PC-V

* 48 SFP-Ports unterstiitzen 1- und 10-Gigabit-Ethernet (10 GbE); 6-mal QSFP28-Ports unterstitzen 4 x 10
GbE oder 40 GbE jeweils oder 100 GbE

Die folgende Abbildung zeigt den Cisco Nexus 31108PC-V Switch.
[Fehler: Fehlendes Grafikbild]

Weitere Informationen zu Cisco Nexus 31108PC-V-Switches finden Sie unter "Datenblatt zu den Cisco Nexus
3172PQ-, 3172TQ-, 3172TQ-32T-, 3172PQ-XL- und 3172TQ-XL-Switches".

Cisco UCS C-Serie

Der Rack Server der Cisco UCS C-Serie wurde fir FlexPod Express ausgewahlt, da er dank der vielen
Konfigurationsoptionen an spezifische Anforderungen einer FlexPod Express Implementierung angepasst
werden kann.


https://www.cisco.com/c/en/us/products/collateral/switches/nexus-3000-series-switches/data_sheet_c78-729483.html
https://www.cisco.com/c/en/us/products/collateral/switches/nexus-3000-series-switches/data_sheet_c78-729483.html

Die Rack-Server der Cisco UCS C-Serie bieten Unified Computing in einem branchenublichen Formfaktor zur
Senkung der TCO und Steigerung der Flexibilitat.

Die Rack-Server der Cisco UCS C-Serie bieten folgende Vorteile:

* Formfaktor-unabhangiger Einstieg in Cisco UCS
* Vereinfachte und schnelle Implementierung von Applikationen
« Erweiterung der Innovationen im Unified Computing und der Vorteile fur Rack-Server

» Bessere Auswahl fur Kunden mit einzigartigen Vorteilen in einem vertrauten Rack-Paket
[Fehler: Fehlendes Grafikbild]

Der in der obigen Abbildung dargestellte Cisco UCS C220 M5 Rack Server gehort zu den vielseitigsten
universellen Unternehmensinfrastruktur und Applikations-Servern der Branche. Dieser 2-Socket-Rack-Server
mit hoher Dichte bietet herausragende Performance und Effizienz fUr eine Vielzahl an Workloads,
einschlie3lich Virtualisierung, Zusammenarbeit und Bare Metal-Applikationen. Rack-Server der Cisco UCS C-
Serie kdnnen als Standalone-Server oder als Teil des Cisco UCS bereitgestellt werden, um die
standardbasierten Unified Computing-Innovationen von Cisco zu nutzen, die dazu beitragen, die
Gesamtbetriebskosten der Kunden zu senken und ihre geschaftliche Flexibilitat zu steigern.

Weitere Informationen zu C220 M5 Servern finden Sie unter "Cisco UCS C220 M5 Rack Server — Datenblatt".

Cisco UCS VIC 1457-Konnektivitat fiir C220 M5 Rack Server

Der in der folgenden Abbildung dargestellte Cisco UCS VIC 1457 Adapter ist eine SFP-Karte (Quad Port Small
Form Factor Pluggable) auf dem Motherboard (mLOM), die fiir die M5-Generation von Cisco UCS C-Series
Servern entwickelt wurde. Die Karte unterstitzt 10/25 Gbit/s Ethernet oder FCoE. Die Karte kann dem Host
standardkonforme PCle-Schnittstellen zur Verfligung stellen, die dynamisch als NICs oder HBAs konfiguriert
werden kdnnen.

[Fehler: Fehlendes Grafikbild]

Vollstandige Informationen zum Cisco UCS VIC 1457-Adapter finden Sie unter "Datenblatt zur Cisco UCS
Virtual Interface Card 1400-Serie".

VMware vSphere 6.7U2

VMware vSphere 6.7U2 ist eine der Hypervisor-Optionen zur Verwendung mit FlexPod Express. Mit VMware
vSphere kdnnen Unternehmen ihren Strom- und Kihlungsbedarf senken und gleichzeitig die erworbene
Computing-Kapazitat vollstandig nutzen. Darlber hinaus ermoglicht VMware vSphere den Schutz vor
Hardware-Ausfallen (VMware High Availability, oder VMware HA) und den Lastausgleich fir Computing-
Ressourcen uber einen Cluster von vSphere Hosts (VMware Distributed Resource Scheduler im
Wartungsmodus oder VMware DRS-MM).

Da es nur den Kernel neu startet, kbnnen Kunden mit VMware vSphere 6.7U2 schnell booten und vSphere
ESXi laden, ohne die Hardware neu zu starten. Der vSphere 6.7U2 vSphere-Client (HTML5-basierter Client)
verflgt Uber einige neue Verbesserungen wie Developer Center mit Code Capture und API Explore. Mit Code
Capture kdnnen Sie Ihre Aktionen im vSphere-Client aufzeichnen, um eine einfache, nutzbare Codeausgabe
zu ermoglichen. VSphere 6.7U2 enthalt dartiber hinaus neue Funktionen wie DRS im Wartungsmodus (DRS-
MM).

VMware vSphere 6.7U2 bietet folgende Funktionen:


https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/datasheet-c78-739281.html
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* VMware erklart das Implementierungsmodell fir den VMware Platform Services Controller (PSC).
@ Ab der néchsten grofReren vSphere Version steht externe PSC nicht zur Verfliigung.

* Neues Protokoll zur Unterstitzung von Backup und Wiederherstellung einer vCenter Server Appliance.
Einflihrung von NFS und SMB als unterstitzte Protokolloptionen, insgesamt bis zu 7 (HTTP, HTTPS, FTP,
FTPS, SCP, NFS und SMB) bei der Konfiguration eines vCenter Servers flir dateibasierte Backup- und
Restore-Vorgange.

* Neue Funktionen bei der Verwendung der Inhaltsbibliothek. Wenn vCenter Server fir den erweiterten
verknupften Modus konfiguriert ist, kdnnen jetzt native VM-Vorlagen zwischen Inhaltsbibliotheken
synchronisiert werden.

* Aktualisieren Sie auf "Client Plug-ins Seite".

* VMware vSphere Update Manager enthalt auch Verbesserungen am vSphere Client. Sie kdnnen die
Einhaltung von Anhangen-Checks durchfihren und Aktionen beheben — alles tber einen Bildschirm.

Weitere Informationen zu VMware vSphere 6.7 U2 finden Sie im "Blog-Seite von VMware vSphere".

Weitere Informationen zu den Updates flir VMware vCenter Server 6.7 U2 finden Sie im "Versionshinweise".

Obwohl diese Losung mit vSphere 6.7U2 validiert wurde, unterstitzt sie alle vSphere Versionen,

@ die sich fur die anderen Komponenten durch das qualifiziert haben "NetApp Interoperabilitats-
Matrix-Tool (IMT)". NetApp empfiehlt die Implementierung der nachsten Version von vSphere,
um deren Fixes und erweiterte Funktionen zu erhalten.

Boot-Architektur

Zu den unterstitzten Optionen der FlexPod Express Boot-Architektur gehoren:

* |ISCSI SAN LUN
» Cisco FlexFlash SD-Karte
* Lokale Festplatte

FlexPod Datacenter wird Gber iSCSI LUNs gestartet. Daher wird die L6sungsverwaltung durch iSCSI Boot fur
FlexPod Express verbessert.

Layout der ESXi Host Virtual Network Interface Card

Cisco UCS VIC 1457 verfugt Gber vier physische Ports. Diese Losungsvalidierung umfasst die vier physischen
Ports in Verwendung des ESXi Hosts. Wenn Sie eine kleinere oder gréfiere Anzahl von NICs haben, haben
Sie moglicherweise unterschiedliche VMNIC-Zahlen.

Bei einer iSCSI-Boot-Implementierung bendétigt iSCSI separate virtuelle Netzwerkkarten (vNICs) fiir das iSCSI-
Booten. Diese vNICs nutzen das iSCSI-VLAN der entsprechenden Fabric als natives VLAN und sind an die
iISCSI-Boot-vSwitches angeschlossen, wie in der folgenden Abbildung dargestellt.

[Fehler: Fehlendes Grafikbild]

"Weiter: Fazit."
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Schlussfolgerung

Das validierte Design von FlexPod Express ist eine einfache und effektive Losung, die
branchenfihrende Komponenten verwendet. Durch die Skalierung und die Bereitstellung
von Optionen fur die Hypervisor-Plattform kann FlexPod Express auf spezifische
Geschaftsanforderungen zugeschnitten werden. FlexPod Express wurde fur kleine bis
mittelstandische Unternehmen, Remote-Standorte und externe Niederlassungen sowie
andere Unternehmen entwickelt, die dedizierte Losungen bendtigen.

"Weiter: Wo finden Sie zusatzliche Informationen."

Wo Sie weitere Informationen finden

Weitere Informationen zu den in diesem Dokument beschriebenen Daten finden Sie in
den folgenden Dokumenten und auf den folgenden Websites:

* AFF und FAS System Documentation Center
"https://docs.netapp.com/platstor/index.jsp"

» AFF Dokumentationsmaterialien
"https://www.netapp.com/us/documentation/all-flash-fas.aspx"

* FlexPod Express with VMware vSphere 6.7 and NetApp AFF C190 Deployment Guide (in Bearbeitung)
* NetApp Dokumentation

"https://docs.netapp.com”

FlexPod Express mit Cisco UCS C-Series und NetApp AFF
C190 Series — Implementierungsleitfaden

NVA-1142-DEPLOY: FlexPod Express mit Cisco UCS C-Serie und NetApp AFF C190
Serie - NVA Deployment

Savita Kumari, NetApp

Aktuell stellen immer mehr Unternehmen ihre Rechenzentren auf Shared IT-
Infrastrukturen und Cloud Computing um. AuRerdem winschen sich Unternehmen eine
einfache und effektive Losung fur Remote-Standorte und Zweigstellen, die Technologien
einsetzen, die ihnen in ihrem Datacenter vertraut sind.

FlexPod Express ist eine vorkonfigurierte Datacenter-Architektur mit Best Practices, die auf Cisco Unified
Computing System (Cisco UCS), der Cisco Nexus Switch-Produktfamilie und NetApp Storage-Technologien
basiert. Die Komponenten eines FlexPod Express Systems sind wie ihre Kollegen im FlexPod Datacenter, die
Managementsynergien Uber die gesamte IT-Infrastrukturumgebung hinweg in geringerem Umfang
ermdglichen. FlexPod Datacenter und FlexPod Express sind optimale Plattformen fur die Virtualisierung sowie
fur Bare-Metal-Betriebssysteme und Enterprise Workloads.

FlexPod Datacenter und FlexPod Express bieten eine Basiskonfiguration, die sich flexibel fir eine Vielzahl von
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Anwendungsfallen und Anforderungen dimensionieren und optimieren lasst. Bestehende FlexPod Datacenter-
Kunden kdnnen ihr FlexPod Express System mit den gewohnten Tools managen. Neue FlexPod Express
Kunden kdnnen bei wachsenden Umgebungen mihelos auf das Management von FlexPod Datacenter
umsteigen.

FlexPod Express ist die optimale Infrastrukturbasis fir Remote-Standorte und externe Niederlassungen sowie
fur kleine bis mittelstandische Unternehmen. Es ist auRerdem eine optimale Lésung fir Kunden, die eine
Infrastruktur fur einen dedizierten Workload bereitstellen mdchten.

FlexPod Express bietet eine einfach zu managende Infrastruktur, die sich fur fast alle Workloads eignet.

Losungsuberblick

Diese FlexPod Express Losung ist Teil des FlexPod Converged Infrastructure
Programms.

FlexPod Converged Infrastructure Programm

FlexPod Referenzarchitekturen werden als Cisco Validated Designs (CVDs) oder NetApp Verified Architectures
(NVAs) bereitgestellt. Abweichungen, die auf Kundenanforderungen von einem bestimmten CVD oder NVA
basieren, sind zuldssig, wenn diese Variationen keine nicht untersttitzte Konfiguration erstellen.

Das FlexPod Programm umfasst zwei Losungen: FlexPod Express und FlexPod Datacenter.

* FlexPod Express. bietet Kunden eine Einstiegslosung mit Technologien von Cisco und NetApp.

* FlexPod Datacenter. bietet eine optimale Mehrzweckgrundlage fiir verschiedene Workloads und
Anwendungen.



The FlexPod Portfolio

A prevalidated, flexible platform that features

%
FlexPod

FlexPod® Express FlexPod Datacenter
Remote office or branch Enterprise apps, unified
office, retail, small and infrastructure, and

midsize business, and edge virtualization

NetApp Verified Architecture-Programm

Das Programm ,NetApp Verified Architecture” bietet verifizierte Architekturen flr NetApp Losungen an. Eine
NetApp Verified Architecture bietet eine NetApp Lésungsarchitektur folgende Eigenschaften:

« Sorgfaltig getestet

* Praskriptiv

* Minimale Implementierungsrisiken

» Beschleunigte Produkteinfihrungszeit
Dieser Leitfaden beschreibt das Design von FlexPod Express mit VMware vSphere. Dartber hinaus verwendet

dieses Design das komplett neue AFF C190 System (mit NetApp ONTAP 9.6), das Cisco Nexus 31108 und
Cisco UCS C-Series C220 M5 Server als Hypervisor-Nodes.

Lésungstechnologie

Diese LOsung nutzt die neuesten Technologien von NetApp, Cisco und VMware. Diese Lésung umfasst das
neue NetApp AFF C190 mit ONTAP 9.6, zwei Cisco Nexus 31108 Switches und Cisco UCS C220 M5 Rack
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Server mit VMware vSphere 6.7U2. Diese validierte Lésung nutzt 10-GbE-Technologie. Es wird auch eine
Anleitung zur Skalierung der Computing-Kapazitat bereitgestellt, indem jeweils zwei Hypervisor-Nodes
hinzugeflgt werden, damit sich die FlexPod Express-Architektur an die sich wandelnden
Geschaftsanforderungen eines Unternehmens anpassen kann.

FlexPod Express

Cisco Nexus 31108 Switches

Cisco UGS G220 M5 C-Series
(Standalone server)
vSphere 6.7

MNetApp AFF C190 Starage
Controller

Mgmt
__10GbE____

CIMC

@ Um die vier physischen 10GbE-Ports auf dem VIC 1457 effizient zu nutzen, erstellen Sie zwei
zusatzliche Links von jedem Server zu den oberen Rack Switches.
Zusammenfassung des Anwendungsfalls

Die FlexPod Express Losung kann fiir verschiedene Anwendungsfalle eingesetzt werden. Dazu zahlen:

* Remote-Standorte oder externe Niederlassungen
* Kleine und mittelstdndische Unternehmen

* Umgebungen, fur die eine dedizierte und kostengtinstige Losung erforderlich ist

FlexPod Express eignet sich am besten fiir virtualisierte und gemischte Workloads. Obwohl diese Lésung mit

vSphere 6.7U2 validiert wurde, unterstitzt sie alle vSphere Versionen, die sich mit den anderen Komponenten
durch das NetApp Interoperabilitats-Matrix-Tool qualifiziert haben. NetApp empfiehlt den Einsatz von vSphere

6.7U2 aufgrund seiner Fixes und erweiterten Funktionen wie z. B.:

* Neue Protokollunterstiitzung fir das Backup und die Wiederherstellung einer vCenter Server-Appliance,
einschlieBlich HTTP, HTTPS, FTP, FTPS, SCP, NFS UND SMB.

* Neue Funktionen bei der Nutzung der Inhaltsbibliothek. Wenn vCenter Server flr den erweiterten
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verknupften Modus konfiguriert ist, kdnnen jetzt native VM-Vorlagen zwischen Inhaltsbibliotheken
synchronisiert werden.

* Eine aktualisierte Client-Plug-in-Seite.

» Erweiterungen im vSphere Update Manager (VUM) und dem vSphere-Client hinzugefligt. Sie kdnnen nun
die Aktionen ,Anhangen*, ,Uberpriifung der Compliance“ und ,Korrektur auf einem Bildschirm ausfiihren.

Weitere Informationen zu diesem Thema finden Sie im "Seite zu vSphere 6.7U2" Und das "VCenter Server
6.7U2 — Versionshinweise".

Technologieanforderungen erfulit

Ein FlexPod Express System erfordert eine Kombination aus Hardware- und
Softwarekomponenten. FlexPod Express beschreibt aullerdem die
Hardwarekomponenten, die erforderlich sind, um dem System in Einheiten von zwei
Hypervisor-Nodes hinzuzufugen.

Hardwareanforderungen

Unabhangig vom ausgewahlten Hypervisor nutzen alle FlexPod Express Konfigurationen dieselbe Hardware.
Selbst wenn sich die geschéftlichen Anforderungen andern, konnen Sie auf derselben FlexPod Express
Hardware einen anderen Hypervisor verwenden.

In der folgenden Tabelle werden die erforderlichen Hardwarekomponenten fiir die Konfiguration und
Implementierung von FlexPod Express aufgefuhrt. Je nach den Anforderungen des Kunden kénnen die in
einer beliebigen Implementierung dieser Losung verwendeten Hardwarekomponenten abweichen.

Trennt Menge
AFF C190: 2-Node-Cluster 1
Cisco C220 M5 Server 2
Cisco Nexus 31108PC-V-Switch 2

Cisco UCS Virtual Interface Card (VIC) 1457 fur Cisco 2
UCS C220 M5 Rack Server

In dieser Tabelle ist die zusatzlich zur Basiskonfiguration fiir die Implementierung von 10 GbE erforderliche
Hardware aufgeflhrt.

Trennt Menge
Cisco UCS C220 M5 Server 2
Cisco VIC 1457 2

Softwareanforderungen

In der folgenden Tabelle werden die Softwarekomponenten aufgeflhrt, die fiir die Implementierung der
Architekturen der FlexPod Express Losungen erforderlich sind.
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Software Version Details

Cisco Integrated Management 4.04 Fir Cisco UCS C220 M5 Rack

Controller (CIMC) Server

Cisco Nenic-Treiber 1.0.0.29 Far VIC 1457 Schnittstellenkarten

Cisco NX-OS 7.0(3)17(6) Fir Cisco Nexus 31108PC-V
Switches

NetApp ONTAP 9.6 Fir AFF C190 Controller

In dieser Tabelle ist die fur alle VMware vSphere Implementierungen auf FlexPod Express erforderliche
Software aufgeflhrt.

Software Version
VMware vCenter Server Appliance 6.7U2
VMware vSphere ESXi Hypervisor 6.7U2
NetApp VAAI Plug-in fir ESXi 1.1.2
NetApp VSC 9.6

Informationen zur FlexPod Express Verkabelung

Diese Referenzvalidierung ist verkabelt, wie in den folgenden Abbildungen und Tabellen
gezeigt.

Diese Abbildung zeigt die Verkabelung zur Referenzvalidierung.

Cisce Nexus
3110BPC-V A

Cisca Nexus
J1108PCV B

| IMEARIANESY  wmaemn e
o —= _
Ciseo UCS : § 8 &) [ : !
<o = -
o0 NS A :. et iz w .
& (e000secnsess) _;TW - 'ﬁ- - oy

T i e e e W

L | (sessceececess) (@
) T | w.-.%? o,

Clsen UCE
C220M5 B

NetApp

Meth
o AFF C130B

AFFCL30 A

13



In der folgenden Tabelle sind die Verkabelungsinformationen fiir den Cisco Nexus Switch 31108PC-V-A
aufgefuhrt

Lokales Gerat Lokaler Port Remote-Gerat Remote-Port
Cisco Nexus Switch Eth1/1 NetApp AFF C190 elc
31108PC-V A Storage-Controller A
Eth1/2 NetApp AFF C190 elc
Storage-Controller B
Eth1/3 Cisco UCS C220 C-Series MLOMO
Standalone Server A
Eth1/4 Cisco UCS C220 C-Series MLOMO
Standalone Server B
Eth1/5 Cisco UCS C220 C-Series MLOM1
Standalone Server A
Eth1/6 Cisco UCS C220 C-Series MLOM1
Standalone Server B
Eth1/25 Cisco Nexus Switch Eth1/25
31108PC-V B
Eth1/26 Cisco Nexus Switch Eth1/26
31108PC-V B
Eth1/33 NetApp AFF C190 EOM
Storage-Controller A
Eth1/34 Cisco UCS C220 C-Series CIMC (FEX135/1/25)

Standalone Server A

In dieser Tabelle sind die Verkabelungsinformationen fiir den Cisco Nexus Switch 31108PC-V- B. aufgefihrt
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Lokales Gerat

Cisco Nexus Switch
31108PC-V B

Lokaler Port
Eth1/1

Eth1/2

Eth1/3

Eth1/4

Eth1/5

Eth1/6

Eth1/25

Eth1/26

Eth1/33

Eth1/34

Remote-Gerat

NetApp AFF C190
Storage-Controller A

NetApp AFF C190
Storage-Controller B

Cisco UCS C220 C-Series
Standalone Server A

Cisco UCS C220 C-Series
Standalone Server B

Cisco UCS C220 C-Series
Standalone Server A

Cisco UCS C220 C-Series
Standalone Server B

Cisco Nexus Switch
31108 A

Cisco Nexus Switch
31108 A

NetApp AFF C190
Storage-Controller B

Cisco UCS C220 C-Series
Standalone Server B

Remote-Port

eOd

eOd

MLOM2

MLOM2

MLOMS3

MLOM3

Eth1/25

Eth1/26

EOM

CIMC (FEX135/1/26)

In dieser Tabelle sind die Verkabelungsinformationen fir NetApp AFF C190 Storage Controller aufgefiihrt

Lokales Gerat

NetApp AFF C190
Storage-Controller A

In dieser Tabelle sind die Verkabelungsinformationen fir NetApp AFF C190 Storage Controller B aufgefihrt

Lokaler Port

ela

eOb

elc

eOd

EOM

Remote-Gerat

NetApp AFF C190
Storage-Controller B

NetApp AFF C190
Storage-Controller B

Cisco Nexus Switch
31108PC-V A

Cisco Nexus Switch
31108PC-V B

Cisco Nexus Switch
31108PC-V A

Remote-Port

ela

eOb

Eth1/1

Eth1/1

Eth1/33
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Lokales Gerat Lokaler Port Remote-Gerat Remote-Port
NetApp AFF C190 ela NetApp AFF C190 ela
Storage-Controller B Storage-Controller A
eOb NetApp AFF C190 eOb
Storage-Controller A
elc Cisco Nexus Switch Eth1/2
31108PC-V A
eOd Cisco Nexus Switch Eth1/2
31108PC-V B
EOM Cisco Nexus Switch Eth1/33

31108PC-V B

Implementierungsverfahren

Uberblick

Dieses Dokument enthalt Details zur Konfiguration eines vollstandig redundanten,
hochverfugbaren FlexPod Express-Systems. Um diese Redundanz Rechnung zu tragen,
werden die in jedem Schritt konfigurierten Komponenten entweder als Komponente A
oder Komponente B bezeichnet Controller A und Controller B identifizieren
beispielsweise die beiden NetApp Storage Controller, die in diesem Dokument
bereitgestellt werden. Switch A und Switch B identifizieren ein Paar Cisco Nexus-
Switches.

Zusatzlich beschreibt dieses Dokument Schritte zur Bereitstellung mehrerer Cisco UCS-Hosts, die sequenziell
als Server A, Server B usw. identifiziert werden kénnen.

Um anzugeben, dass Sie in einem Schritt Informationen zu Ihrer Umgebung angeben sollten, <<text>> Wird
als Teil der Befehlsstruktur angezeigt. Das folgende Beispiel enthalt die vlan create Befehl:

Controller0l> network port vlan create —node <<var nodeA>> -vlan-name
<<var_ vlan-name>>

Mit diesem Dokument kénnen Sie die FlexPod Express Umgebung vollstandig konfigurieren. Bei diesem
Prozess mussen Sie in verschiedenen Schritten kundenspezifische Namenskonventionen, IP-Adressen und
VLAN-Schemata (Virtual Local Area Network) einfligen. Die folgende Tabelle beschreibt die fiir die
Implementierung erforderlichen VLANSs, wie in diesem Leitfaden beschrieben. Diese Tabelle kann anhand der
spezifischen Standortvariablen abgeschlossen und zur Implementierung der Konfigurationsschritte des
Dokuments verwendet werden.

Wenn Sie separate in-Band- und Out-of-Band-Management-VLANs verwenden, missen Sie
@ eine Layer-3-Route zwischen ihnen erstellen. Fir diese Validierung wurde ein gemeinsames
Management-VLAN genutzt.
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VLAN-Name VLAN-Zweck VLAN-ID

Management-VLAN VLAN fir Management- 3437
Schnittstellen

NFS-VLAN VLAN fir NFS-Verkehr 3438

VVMware vMotion VLAN VLAN, das flr die 3441

Verschiebung von Virtual
Machines (VMs) von
einem physischen Host
auf einen anderen
festgelegt ist

VM-Traffic-VLAN VLAN flir den 3442
Datenverkehr von VM-
Applikationen

ISCSI-A-VLAN VLAN flr iSCSI-Verkehr 3439
auf Fabric A

ISCSI-B-VLAN VLAN flr iSCSI- 3440
Datenverkehr auf Fabric B

Natives VLAN VLAN, dem nicht getaggte 2

Frames zugewiesen sind

VSwitchO

VSwitchO
VSwitchO

VSwitchO

IScsiBootvSwitch

IScsiBootvSwitch

Die VLAN-Nummern sind in der gesamten Konfiguration von FlexPod Express erforderlich. Die VLANs werden

als bezeichnet <<var xxxx_ vlan>>, Wo xxxx Dient dem VLAN (z. B. iSCSI-A).

In dieser Validierung wurden zwei vSwitches erstellt.

In der folgenden Tabelle sind die vSwitches der Lésung aufgefiihrt.

VSwitch-Name Aktive Adapter Ports MTU
VSwitchO Vmnic2, vmnic4 Standard (120) 9000
IScsiBootvSwitch Vmnic3, vmnic5 Standard (120) 9000

Lastverteilung

Route basierend auf
IP-Hash

Route basierend auf
der urspriinglichen
virtuellen Port-ID.

Die IP-Hash-Methode zum Lastausgleich erfordert die richtige Konfiguration fiir den zugrunde
liegenden physischen Switch mithilfe von SRC-DST-IP EtherChannel mit einem statischen
(Modus ein) Port-Kanal. Sollte die Konnektivitat wegen einer moglichen Switch-

@ Fehlkonfiguration zeitweise unterbrochen werden, muss wahrend der Fehlerbehebung der Port-
Channel-Einstellungen eines der beiden zugehdérigen Uplink-Ports am Cisco Switch
vorubergehend heruntergefahren werden, um die Kommunikation zum ESXi Management

vmKernel Port wiederherzustellen.
In der folgenden Tabelle werden die erstellten VMware VMs aufgefihrt.

VM-Beschreibung Host-Name
VMware vCenter Server FlexPod-VCSA
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VM-Beschreibung Host-Name
Virtual Storage Console FlexPod-VSC

Implementierung von Cisco Nexus 31108PC-V

In diesem Abschnitt wird die in einer FlexPod Express Umgebung verwendete Cisco
Nexus 331108PC-V Switch-Konfiguration beschrieben.

Ersteinrichtung des Cisco Nexus 31108PC-V Switches

In den folgenden Verfahren wird die Konfiguration von Cisco Nexus Switches fur die Verwendung in einer
grundlegenden FlexPod Express Umgebung beschrieben.

1.
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@ Bei diesem Verfahren wird davon ausgegangen, dass Sie einen Cisco Nexus 31108PC-V mit

NX-OS Software Version 7.0(3)I7(6) verwenden.

Nach dem ersten Booten und der Verbindung zum Konsolen-Port des Switches wird automatisch das
Cisco NX-OS Setup gestartet. Diese Erstkonfiguration betrifft grundlegende Einstellungen wie den Switch-
Namen, die mgmt0-Schnittstellenkonfiguration und die Einrichtung der Secure Shell (SSH).

. Das FlexPod Express Managementnetzwerk |asst sich auf unterschiedliche Weise konfigurieren. Die

mgmt0-Schnittstellen auf den 31108PC-V-Switches kénnen an ein bestehendes Managementnetzwerk
angeschlossen werden, oder die mgmt0-Schnittstellen der 31108PC-V-Switches kdnnen in einer Back-to-
Back-Konfiguration angeschlossen werden. Dieser Link kann jedoch nicht fiir externen Managementzugriff
wie SSH-Datenverkehr verwendet werden.

@ In diesem Implementierungsleitfaden werden die FlexPod Express Cisco Nexus 31108PC-V-
Switches mit einem vorhandenen Managementnetzwerk verbunden.

. Um die Cisco Nexus 31108PC-V-Switches zu konfigurieren, schalten Sie den Switch ein, und befolgen Sie

die Anweisungen auf dem Bildschirm, wie hier bei der Ersteinrichtung beider Switches dargestellt, und
ersetzen Sie die entsprechenden Werte fir die Switch-spezifischen Informationen.



This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 31108PC-V-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n
Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal]: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>

Configure default switchport interface state (shut/noshut) [noshut]:

<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

4. Dann sehen Sie eine Zusammenfassung lhrer Konfiguration, und Sie werden gefragt, ob Sie sie
bearbeiten méchten. Wenn die Konfiguration korrekt ist, geben Sie ein n.

Would you like to edit the configuration? (y
es/no) [n]: n

5. Sie werden dann gefragt, ob Sie diese Konfiguration verwenden und speichern méchten. Wenn ja, geben

Sie ein y.

Use this configuration and save it? (yes/no) [y]: Enter
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6. Wiederholen Sie dieses Verfahren flir Cisco Nexus Switch B.

Aktivieren Sie die erweiterten Funktionen

Bestimmte erweiterte Funktionen mussen in Cisco NX-OS aktiviert sein, um zusatzliche
Konfigurationsoptionen bereitzustellen. Um die entsprechenden Funktionen auf dem Cisco Nexus Switch A
und Switch B zu aktivieren, geben Sie den Konfigurationsmodus mit dem Befehl (config t) ein und fihren Sie
die folgenden Befehle aus:

feature interface-vlan
feature lacp
feature vpc

Der Standard-Port-Channel-Load-Balancing-Hash verwendet die Quell- und Ziel-IP-Adressen,
um den Load-Balancing-Algorithmus Gber die Schnittstellen im Port-Kanal zu bestimmen. Sie

@ kénnen eine bessere Verteilung Uber die Mitglieder des Port-Kanals erzielen, indem Sie mehr
Inputs fur den Hash-Algorithmus bereitstellen, der Gber die Quell- und Ziel-IP-Adressen
hinausgeht. Aus dem gleichen Grund empfiehlt NetApp dringend, den Hash-Algorithmus der
Quell- und Ziel-TCP-Ports hinzuzufligen.

Geben Sie im Konfigurationsmodus (config t) die folgenden Befehle ein, um die Konfiguration fir den globalen
Port Channel-Lastausgleich auf dem Cisco Nexus Switch A und Switch B festzulegen:

port-channel load-balance src-dst ip-l4port

Konfigurieren Sie die globale Spanning-Struktur

Die Cisco Nexus Plattform verwendet eine neue Sicherungsfunktion namens ,Bridge Assurance®. Bridge
Assurance schitzt vor unidirektionalen Verbindungsfehlern oder anderen Softwarefehlern mit einem Gerat, das
den Datenverkehr weiterfuhrt, wenn der Spanning-Tree-Algorithmus nicht mehr ausgefihrt wird. Die Ports
koénnen je nach Plattform in einen von mehreren Status platziert werden, einschlieRlich Netzwerk oder Edge.

NetApp empfiehlt, die Bridge-Assurance einzustellen, damit alle Ports standardmaRig fir Netzwerkports
gelten. Diese Einstellung zwingt den Netzwerkadministrator, die Konfiguration jedes Ports zu Uberprufen.
AuRerdem werden die haufigsten Konfigurationsfehler angezeigt, z. B. nicht identifizierte Edge-Ports oder ein
Nachbar, bei dem die Bridge-Assurance-Funktion nicht aktiviert ist. Auerdem ist es sicherer, den Spanning
Tree Block viele Ports statt zu wenig zu haben, was den Standard-Port-Zustand ermdglicht, um die allgemeine
Stabilitat des Netzwerks zu verbessern.

Achten Sie beim Hinzufligen von Servern, Speicher- und Uplink-Switches auf den Spanning-Tree-Status,
insbesondere wenn diese keine Bridge-Sicherheit unterstitzen. In solchen Fallen missen Sie moglicherweise
den Porttyp andern, um die Ports aktiv zu machen.

Die BPDU-Schutzfunktion (Bridge Protocol Data Unit) ist standardmafig auf Edge-Ports als andere
Schutzschicht aktiviert. Um Schleifen im Netzwerk zu vermeiden, wird der Port durch diese Funktion
heruntergefahren, wenn BPDUs von einem anderen Switch auf dieser Schnittstelle angezeigt werden.

Flhren Sie im Konfigurationsmodus (config t) die folgenden Befehle aus, um die standardmafigen Spanning-

Tree-Optionen, einschliellich des Standard-Porttyps und BPDU-Guard, am Cisco Nexus-Switch A und Switch
B zu konfigurieren:
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spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
ntp server <<var ntp ip>> use-vrf management
ntp master 3

Definieren Sie die VLANs

Bevor individuelle Ports mit unterschiedlichen VLANs konfiguriert sind, missen auf dem Switch Layer- 2-
VLANSs definiert werden. Es ist auch eine gute Praxis, die VLANs zu benennen, um zukiinftig eine einfache
Fehlerbehebung zu ermdoglichen.

Fihren Sie im Konfigurationsmodus (config t) die folgenden Befehle aus, um die Layer- 2-VLANs auf dem
Cisco Nexus Switch A und Switch B zu definieren und zu beschreiben:

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan_ id>>
name 1iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan_ id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

Konfiguration von Zugriffs- und Management-Port-Beschreibungen

Wie bei der Zuordnung von Namen zu den Layer-2-VLANs kénnen die Einstellungsbeschreibungen fiir alle
Schnittstellen sowohl bei der Bereitstellung als auch bei der Fehlerbehebung helfen.

Geben Sie im Konfigurationsmodus (config t) bei jedem der Switches die folgenden Port-Beschreibungen fiir
die FlexPod Express Large-Konfiguration ein:

Cisco Nexus Switch A
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

AFF C190-A eOc

AFF C190-B eOc

UCS-Server-A:

UCS-Server-B:

UCS-Server-A:

UCS-Server-B:

vPC peer-1link

vPC peer-link

MLOM port 0

MLOM port O

MLOM port 1

MLOM port 1

31108PC-V-B

31108PC-V-B

AFF C190-A eOM

UCS Server A:

Cisco Nexus Switch B
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int ethl/1

CIMC

description AFF C190-A e0d

int ethl/2

description AFF C190-B e0d

int ethl/3

vSwitchO

vSwitchO

iScsiBootvSwitch

iScsiBootvSwitch

1/25

1/26

description UCS-Server-A: MLOM port 2 vSwitchO

int ethl/4

description UCS-Server-B: MLOM port 2 vSwitchO

int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

UCS-Server-A:

UCS-Server-B:

vPC peer-link 31108PC-V-A

vPC peer-link 31108PC-V-A

MLOM port 3

MLOM port 3

AFF C190-B eOM

UCS Server B:

CIMC

iScsiBootvSwitch

iScsiBootvSwitch

1/25

1/26



Konfiguration der Server- und Storage-Managementschnittstellen

Die Management-Schnittstellen sowohl fir den Server als auch fir den Storage verwenden in der Regel nur
ein einziges VLAN. Konfigurieren Sie daher die Ports der Managementoberflache als Access Ports. Definieren
Sie das Management-VLAN fir jeden Switch und andern Sie den Porttyp Spanning-Tree in Edge.

Geben Sie im Konfigurationsmodus (config t) die folgenden Befehle ein, um die Porteinstellungen fiir die
Management-Schnittstellen sowohl der Server als auch des Storage zu konfigurieren:

Cisco Nexus Switch A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Cisco Nexus Switch B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Fiihren Sie die globale Konfiguration des virtuellen Port-Channels durch

Uber einen Virtual Port Channel (vPC) kénnen Links, die physisch mit zwei verschiedenen Cisco Nexus-
Switches verbunden sind, mit einem dritten Gerat als einzelner Port-Channel angezeigt werden. Das dritte
Gerat kann ein Switch, Server oder ein anderes Netzwerkgerat sein. Ein vPC bietet Multipathing auf Layer-2-
Ebene. Dadurch kann Redundanz erzeugt werden, indem die Bandbreite erhéht wird. Dies ermdglicht mehrere
parallele Pfade zwischen Nodes und Lastverteilung, bei denen alternative Pfade vorhanden sind.

Ein vPC bietet die folgenden Vorteile:

« Aktivieren eines einzelnen Gerats zur Verwendung eines Port-Kanals (iber zwei vorgelagerte Gerate
 Verhindern blockierter Ports fir Spanning-Tree-Protokolle

 Eine Topologie ohne Schleife

* Nutzung aller verfiigbaren Uplink-Bandbreite

» Schnelle Konvergenz bei Ausfall der Verbindung oder eines Gerats

« Ausfallsicherheit auf Verbindungsebene

 Unterstltzung flr Hochverfiigbarkeit

Die vPC-Funktion erfordert eine Ersteinrichtung zwischen den beiden Cisco Nexus-Switches, damit diese
ordnungsgemal funktionieren. Wenn Sie die Back-to-Back-mgt0-Konfiguration verwenden, verwenden Sie die
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auf den Schnittstellen definierten Adressen und stellen Sie sicher, dass sie lUber die kommunizieren konnen
ping <<switch A/B mgmtO ip addr>>vrf Management-Befehl.

Flahren Sie im Konfigurationsmodus (config t) die folgenden Befehle aus, um die globale vPC-Konfiguration fur
beide Switches zu konfigurieren:

Cisco Nexus Switch A

vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf
management
peer-switch
peer-gateway
auto-recovery
delay restore 150
ip arp synchronize
int ethl/25-26
channel-group 10 mode active
int PolO
description vPC peer-1link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Cisco Nexus Switch B

24



vpc domain 1

peer-switch

role priority 20

peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

delay-restore 150

ip arp synchronize

int ethl/25-26

channel-group 10 mode active
int PolO0

description vPC peer-1link

switchport

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link
no shut
exit

copy run start

Konfigurieren Sie die Speicheranschlusskanile

Die NetApp Storage-Controller ermdglichen eine aktiv/aktiv-Verbindung zum Netzwerk mithilfe des Link
Aggregation Control Protocol (LACP). Die Verwendung von LACP wird bevorzugt, da es sowohl
Verhandlungen als auch Protokollierung zwischen den Switches hinzufiigt. Da das Netzwerk fir vPC
eingerichtet ist, kdbnnen Sie mit diesem Ansatz aktiv/aktiv-Verbindungen vom Storage zu separaten physischen
Switches nutzen. Jeder Controller verflgt Uber zwei Links zu jedem der Switches. Alle vier Links sind jedoch
Teil derselben vPC und Interface Group (iffrp).

Flhren Sie im Konfigurationsmodus (config t) die folgenden Befehle auf jedem der Switches aus, um die
einzelnen Schnittstellen und die daraus resultierende Port Channel-Konfiguration fur die mit dem NetApp AFF
Controller verbundenen Ports zu konfigurieren.

1. Fuhren Sie die folgenden Befehle an Switch A und Switch B aus, um die Port-Kanale fir Speicher-
Controller A zu konfigurieren:
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. Fuhren Sie die folgenden Befehle an Switch A und Switch B aus, um die Port-Kanale fur Storage Controller
B zu konfigurieren:

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<i1iS8CSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

Konfigurieren Sie die Serververbindungen

Die Cisco UCS Server verfligen Uber eine virtuelle Schnittstellenkarte mit vier Ports, die zum Datenverkehr und
Booten des ESXi Betriebssystems Uber iSCSI verwendet wird. Diese Schnittstellen werden fir den Failover
untereinander konfiguriert, wodurch Uber eine einzelne Verbindung hinaus eine zusatzliche Redundanz
gewahrleistet wird. Wenn diese Links tber mehrere Switches verteilt werden, kann der Server sogar einen
vollstandigen Switch-Ausfall iberstehen.

FUhren Sie im Konfigurationsmodus (config t) die folgenden Befehle aus, um die Porteinstellungen fir die mit
jedem Server verbundenen Schnittstellen zu konfigurieren.
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Cisco Nexus Switch A: Cisco UCS Server-A- und Cisco UCS Server-B-Konfiguration

int ethl/5

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

Cisco Nexus Switch B: Konfiguration von Cisco UCS Server A und Cisco UCS Server B

int ethl/6

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<i8CSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

Konfigurieren Sie die Server-Port-Kanéle

Fihren Sie die folgenden Befehle auf Switch A und Switch B aus, um die Port-Kanale fir Server A zu
konfigurieren:

27



int ethl/3
channel-group 13 mode active
int Pol3
description vPC to Server-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 13

no shut

Flhren Sie die folgenden Befehle auf Switch A und Switch B aus, um die Port-Kanale fir Server B zu
konfigurieren:

int ethl/4
channel-group 14 mode active
int Pol4
description vPC to Server-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 14

no shut

In dieser Lésungsvalidierung wurde eine MTU von 9000 verwendet. Sie kdnnen jedoch einen
anderen Wert fir die MTU konfigurieren, der Ihren Anwendungsanforderungen entspricht. Es ist

(D wichtig, fir die gesamte FlexPod Lésung denselben MTU-Wert festzulegen. Falsche MTU-
Konfigurationen zwischen den Komponenten fiihren zu Paketfallen, und diese Pakete missen
erneut Ubertragen werden, was sich auf die Gesamtleistung der Losung auswirkt.

Um die Lésung durch Hinzufiigen weiterer Cisco UCS Server zu skalieren, fliihren Sie die
(i)  vorherigen Befehle mit den Switch-Ports aus, die die neu hinzugefiigten Server an Switches A
und B angeschlossen wurden

Uplink in eine vorhandene Netzwerkinfrastruktur

Je nach verfiigbarer Netzwerkinfrastruktur kdnnen zur Uplink der FlexPod Umgebung mehrere Methoden und
Funktionen verwendet werden. Bei einer vorhandenen Cisco Nexus Umgebung empfiehlt NetApp den Einsatz
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von vPCs, um die in der FlexPod Umgebung enthaltenen Cisco Nexus 31108 Switches in die Infrastruktur zu
integrieren. Bei den Uplinks kdnnen 10-GbE-Uplinks fiir eine 10-GbE-Infrastrukturlésung oder 1 GbE flr eine
Infrastrukturldsung (sofern erforderlich) verwendet werden. Die zuvor beschriebenen Verfahren kénnen zur
Erstellung eines Uplink vPC in der vorhandenen Umgebung verwendet werden. Fiihren Sie den Kopierstart
aus, um die Konfiguration nach Abschluss der Konfiguration auf jedem Switch zu speichern.

"Weiter: NetApp Verfahren zur Storage-Implementierung (Teil 1)."

Verfahren zur NetApp Storage-Implementierung (Teil 1)

In diesem Abschnitt wird das NetApp AFF Storage-Implementierungsverfahren
beschrieben.

Installation von NetApp Storage Controller AFF C190 Serie

NetApp Hardware Universe

Die NetApp Hardware Universe (HWU) Applikation bietet unterstlitzte Hardware- und Softwarekomponenten
fur jede spezifische ONTAP-Version. Das Tool liefert Konfigurationsinformationen fur alle NetApp Storage
Appliances, die derzeit von der ONTAP Software unterstitzt werden. Zudem bietet er eine Tabelle mit den
Kompatibilitdten der Komponenten.

Vergewissern Sie sich, dass die Hardware- und Softwarekomponenten, die Sie verwenden mdchten, von der
zu installierenden Version von ONTAP unterstitzt werden:

Auf das zugreifen "HWU" Anwendung zum Anzeigen der Systemkonfigurationsleitfaden. Klicken Sie auf die
Registerkarte Controller, um sich die Kompatibilitat zwischen verschiedenen Versionen der ONTAP Software
und den NetApp Storage Appliances mit den gewlinschten Spezifikationen anzusehen.

Wenn Sie Komponenten nach Storage Appliance vergleichen mdchten, klicken Sie alternativ auf Storage-
Systeme vergleichen.

Voraussetzungen fiir Controller der Serie AFF FC190

Informationen zum Planen des physischen Standorts der Storage-Systeme finden Sie im NetApp Hardware
Universe. Siehe folgende Abschnitte:

* Elektrische Anforderungen
* Unterstltzte Netzkabel

* Onboard-Ports und -Kabel

Storage Controller

Befolgen Sie die Anweisungen zur physischen Installation der Controller im AFF "C190" Dokumentation.
NetApp ONTAP 9.6

Konfigurationsarbeitsblatt

Bevor Sie das Setup-Skript ausfiihren, flllen Sie das Konfigurationsarbeitsblatt aus der Produktanleitung aus.
Das Konfigurationsarbeitsblatt ist im ONTAP 9.6 Software-Setup-Leitfaden verfigbar.
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https://docs.netapp.com/de-de/flexpod/express/express-c-series-c190-deploy_netapp_storage_deployment_procedure_@part_1@.html
http://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62937&language=en-US

@ Das System ist in einer Konfiguration mit zwei Nodes ohne Switches eingerichtet.

Die nachfolgende Tabelle enthalt Informationen zur Installation und Konfiguration von ONTAP 9.6.

Cluster-Details

Cluster Node A IP-Adresse
Cluster-Node A-Netmask
Cluster Node Ein Gateway
Cluster-Node A-Name
Cluster-Node B-IP-Adresse
Cluster-Node B-Netmask
Cluster-Node B-Gateway
Name fur Cluster-Node B
ONTAP 9.6-URL

Name fur Cluster
Cluster-Management-IP-Adresse
Cluster B-Gateway

Cluster B Netmask

Domain-Name

Wert fiir Cluster-Details
<<var_nodeA_Mgmt_ip>>
<<var_nodeA_mgmt_maska>>
\<<var_nodeA_mgmt_Gateway>
<<var_nodeA>>
<<var_nodeB_Mgmt_ip>>
<<var_nodeB_mgmt_maska>>
\<<var_nodeB_mgmt_Gateway>
<<var_nodeB>>
\<<var_url_Boot_Software>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_Gateway>>
<<var_clustermgmt_maska>>

<<var_Domain_Name>>

DNS-Server-IP (Sie kdnnen mehrere eingeben) <var_dns_Server _ip

NTP-Server-IP (Sie kdnnen mehrere eingeben) \<<var_ntp_Server_ip>

Konfigurieren Sie Node A

FUhren Sie die folgenden Schritte aus, um Node A zu konfigurieren:

1. Stellt eine Verbindung mit dem Konsolen-Port des Storage-Systems her. Es sollte eine Loader-A-
Eingabeaufforderung angezeigt werden. Wenn sich das Storage-System jedoch in einer Reboot-Schleife
befindet, driicken Sie Strg-C, um die Autoboot-Schleife zu beenden, wenn Sie diese Meldung sehen:

Starting AUTOBOOT press Ctrl-C to abort..

Lassen Sie das System booten.

autoboot

2. Dricken Sie Strg-C, um das Startmen( aufzurufen.
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10.

1.

12.
13.
14.

15.

Wenn ONTAP 9.6 nicht die Version der gerade gestarteten Software ist, fahren Sie mit den

@ folgenden Schritten fort, um neue Software zu installieren. Wenn ONTAP 9.6 die Version
wird gebootet, wahlen Sie Option 8 und y aus, um den Node neu zu booten. Fahren Sie
dann mit Schritt 14 fort.

Um neue Software zu installieren, wahlen Sie Option 7.

Geben Sie y ein, um ein Upgrade durchzuftihren.

Wabhlen Sie EOM fir den Netzwerkport aus, den Sie fir den Download verwenden mochten.
Geben Sie y ein, um jetzt neu zu starten.

Geben Sie an den jeweiligen Stellen die IP-Adresse, die Netmask und das Standard-Gateway fir EOM ein.
<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

Geben Sie die URL ein, auf der die Software gefunden werden kann.

@ Dieser Webserver muss pingfahig sein.

<<var_url boot software>>

. Dricken Sie die Eingabetaste, um den Benutzernamen anzuzeigen, und geben Sie keinen Benutzernamen

an.

Geben Sie y ein, um die neu installierte Software als Standard festzulegen, die fiir nachfolgende Neustarts
verwendet werden soll.

Geben Sie y ein, um den Node neu zu booten.

Beim Installieren der neuen Software flhrt das System moglicherweise Firmware-Upgrades

@ fur das BIOS und die Adapterkarten durch. Dies flhrt zu einem Neustart und moglichen
Stopps an der Loader-A-Eingabeaufforderung. Wenn diese Aktionen auftreten, kann das
System von diesem Verfahren abweichen.

Dricken Sie Strg-C, um das Startmenu aufzurufen.
Wahlen Sie Option 4 fur saubere Konfiguration und Initialisieren Sie alle Festplatten.

Geben Sie y bis Zero Disks ein, setzen Sie die Konfiguration zurlick und installieren Sie ein neues
Dateisystem.

Geben Sie y ein, um alle Daten auf den Festplatten zu I6schen.

Die Initialisierung und Erstellung des Root-Aggregats kann je nach Anzahl und Typ der
verbundenen Festplatten 90 Minuten oder mehr dauern. Nach Abschluss der Initialisierung

@ wird das Storage-System neu gestartet. Beachten Sie, dass die Initialisierung von SSDs
erheblich schneller dauert. Sie kénnen mit der Node B-Konfiguration fortfahren, wahrend die
Festplatten fir Node A auf Null gesetzt werden.

Beginnen Sie wahrend der Initialisierung von Node A mit der Konfiguration von Node B.
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Konfigurieren Sie Node B

Flhren Sie die folgenden Schritte aus, um Node B zu konfigurieren:

1.

© N o g &

10.

1.

12.
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Stellt eine Verbindung mit dem Konsolen-Port des Storage-Systems her. Es sollte eine Loader-A-
Eingabeaufforderung angezeigt werden. Wenn sich das Storage-System jedoch in einer Reboot-Schleife
befindet, driicken Sie Strg-C, um die Autoboot-Schleife zu beenden, wenn Sie diese Meldung sehen:

Starting AUTOBOOT press Ctrl-C to abort..
Dricken Sie Strg-C, um das Startmenu aufzurufen.
autoboot

Driicken Sie bei der entsprechenden Aufforderung Strg-C.

Wenn ONTAP 9.6 nicht die Version der gerade gestarteten Software ist, fahren Sie mit den

@ folgenden Schritten fort, um neue Software zu installieren. Wenn ONTAP 9.6 die Version
wird gebootet, wahlen Sie Option 8 und y aus, um den Node neu zu booten. Fahren Sie
dann mit Schritt 14 fort.

Um neue Software zu installieren, wahlen Sie Option 7.A.

Geben Sie y ein, um ein Upgrade durchzufiihren.

Wahlen Sie EOM flir den Netzwerkport aus, den Sie fiir den Download verwenden mdchten.
Geben Sie y ein, um jetzt neu zu starten.

Geben Sie an den jeweiligen Stellen die IP-Adresse, die Netmask und das Standard-Gateway fir EOM ein.
<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

Geben Sie die URL ein, auf der die Software gefunden werden kann.

@ Dieser Webserver muss pingfahig sein.

<<var url boot software>>

Dricken Sie die Eingabetaste, um den Benutzernamen anzuzeigen, und geben Sie keinen Benutzernamen
an.

Geben Sie y ein, um die neu installierte Software als Standard festzulegen, die fur nachfolgende Neustarts
verwendet werden soll.

Geben Sie y ein, um den Node neu zu booten.



Beim Installieren der neuen Software flihrt das System moglicherweise Firmware-Upgrades

@ fur das BIOS und die Adapterkarten durch. Dies fuhrt zu einem Neustart und mdglichen
Stopps an der Loader-A-Eingabeaufforderung. Wenn diese Aktionen auftreten, kann das
System von diesem Verfahren abweichen.

13. Drlicken Sie Strg-C, um das Startmeni aufzurufen.
14. Wahlen Sie Option 4 fir saubere Konfiguration und Initialisieren Sie alle Festplatten.

15. Geben Sie y bis Zero Disks ein, setzen Sie die Konfiguration zurtick und installieren Sie ein neues
Dateisystem.

16. Geben Sie y ein, um alle Daten auf den Festplatten zu I6schen.

Die Initialisierung und Erstellung des Root-Aggregats kann je nach Anzahl und Typ der

@ verbundenen Festplatten 90 Minuten oder mehr dauern. Nach Abschluss der Initialisierung
wird das Storage-System neu gestartet. Beachten Sie, dass die Initialisierung von SSDs
erheblich schneller dauert.

Fortsetzung der Node A-Konfiguration und Cluster-Konfiguration

Flhren Sie von einem Konsolen-Port-Programm, das an den Storage Controller A (Node A)-Konsolenport
angeschlossen ist, das Node-Setup-Skript aus. Dieses Skript wird angezeigt, wenn ONTAP 9.6 das erste Mal
auf dem Node gebootet wird.

In ONTAP 9.6 wurde das Verfahren zur Einrichtung von Nodes und Clustern geringfligig

@ geandert. Der Cluster-Setup-Assistent wird nun zum Konfigurieren des ersten Knotens in einem
Cluster verwendet, und der ONTAP System Manager (ehemals OnCommand System Manager)
wird zum Konfigurieren des Clusters verwendet.

1. Befolgen Sie die Anweisungen zum Einrichten von Node A
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

. Navigieren Sie zur IP-Adresse der Managementoberflache des Knotens.

@ Das Cluster-Setup kann auch Uber die CLI durchgefiihrt werden. In diesem Dokument wird
die Cluster-Einrichtung mit der von System Manager geflhrten Einrichtung beschrieben.

3. Klicken Sie auf Guided Setup, um das Cluster zu konfigurieren.
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Eingabe <<var clustername>> Fur den Cluster-Namen und <<var nodeA>> Und <<var nodeB>>
Fir jeden der Nodes, die Sie konfigurieren. Geben Sie das Passwort ein, das Sie flir das Speichersystem
verwenden mochten. Wahlen Sie fur den Cluster-Typ Cluster ohne Switch aus. Geben Sie die Cluster-
Basislizenz ein.

AuRerdem kénnen Funktionslizenzen fur Cluster, NFS und iSCSI eingegeben werden.

Eine Statusmeldung, die angibt, dass das Cluster erstellt wird. Diese Statusmeldung durchlaufen mehrere
Statusarten. Dieser Vorgang dauert mehrere Minuten.

Konfigurieren des Netzwerks.



a. Deaktivieren Sie die Option IP-Adressbereich.

b. Eingabe <<var clustermgmt ip>> Im Feld Cluster-Management-IP-Adresse
<<var clustermgmt mask>>Im Feld ,Netzmaske® und <<var clustermgmt gateway>>Im
Feld Gateway. Verwenden Sie den ... Wahlen Sie im Feld Port die Option EOM fur Node A aus

C. Die Node-Management-IP fur Node A ist bereits gefillt. Eingabe <<var nodeA mgmt ip>> Flr
Node B.

d. Eingabe <<var domain name>> Im Feld DNS-Domain-Name. Eingabe <<var dns server ip>>
Im Feld IP-Adresse des DNS-Servers.

@ Sie kdnnen mehrere IP-Adressen des DNS-Servers eingeben.
e. Eingabe 10.63.172.162 Im Feld primarer NTP-Server.

@ Sie kdnnen auch einen alternativen NTP-Server eingeben. Die IP-Adresse
10.63.172.162 Von <<var ntp_ server ip>> Istdie Nexus Management IP.

8. Konfigurieren Sie die Support-Informationen.

a. Wenn in Ihrer Umgebung ein Proxy fiir den Zugriff auf AutoSupport erforderlich ist, geben Sie die URL
unter Proxy-URL ein.

b. Geben Sie den SMTP-Mail-Host und die E-Mail-Adresse fur Ereignisbenachrichtigungen ein.

@ Sie muissen mindestens die Methode fiir die Ereignisbenachrichtigung einrichten, bevor
Sie fortfahren kdnnen. Sie kénnen eine beliebige der Methoden auswahlen.
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NetApp OnCommand System Manager

| =5 Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your ciuster:

Cluster Metwork Support Surmmary

@ Autosupport @

& Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Metify me through:

SMTP Mall Host Emall Addresses

Email | Separate email addresses with 3

COMMA...

SNMP Trap Host

[] snmP
Syslog Server

[ | syslog

Wenn das System angibt, dass die Cluster-Konfiguration abgeschlossen ist, klicken Sie auf Manage Your
Cluster, um den Storage zu konfigurieren.



Fortsetzung der Storage-Cluster-Konfiguration

Nach der Konfiguration der Storage-Nodes und des Basis-Clusters konnen Sie die Konfiguration des Storage-
Clusters fortsetzen.

Alle freien Festplatten auf Null stellen

FUhren Sie den folgenden Befehl aus, um alle freien Festplatten im Cluster zu I16schen:

disk zerospares

Legen Sie die Personlichkeit der Onboard-UTA2-Ports fest

1. Uberpriifen Sie den aktuellen Modus und den aktuellen Typ fiir die Ports, indem Sie den ausfiihren
ucadmin show Befehl.

AFF C190::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF C190 A Oc cna target - - online
AFF C190 A 0d cna target - - online
AFF C190 A Oe cna target = = online
AFF C190 A 0f cna target - - online
AFF C190 B Oc cna target - - online
AFF C190 B 0d cna target = = online
AFF C190 B Oe cna target - - online
AFF C190 B 0f cnha target = = online

8 entries were displayed.

2. Uberpriifen Sie, ob der aktuelle Modus der verwendeten Ports cna ist und der aktuelle Typ auf Ziel gesetzt
ist. Wenn nicht, andern Sie die Portpersonlichkeit mit dem folgenden Befehl:

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -type target

(D Die Ports mussen offline sein, um den vorherigen Befehl auszufihren. Fihren Sie den
folgenden Befehl aus, um einen Port offline zu schalten:

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down
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@ Wenn Sie die Port-Personlichkeit geandert haben, missen Sie jeden Node neu booten,
damit die Anderung wirksam wird.

Benennen Sie die logischen Management-Schnittstellen um

Fihren Sie die folgenden Schritte aus, um die logischen Management-Schnittstellen (LIFs) umzubenennen:

1. Zeigt die aktuellen Management-LIF-Namen an.
network interface show -vserver <<clustername>>
2. Benennen Sie die Cluster-Management-LIF um.

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt
3. Benennen Sie die Management-LIF fir Node B um.

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF C190 B 1 -newname AFF C190-02 mgmtl

Legen Sie fiir das Cluster-Management den automatischen Wechsel zuriick

Legen Sie den Parameter ,Auto-revert” auf der Cluster-Managementoberflache fest.

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-

revert true

Richten Sie die Service Processor-Netzwerkschnittstelle ein

Um dem Service-Prozessor auf jedem Node eine statische IPv4-Adresse zuzuweisen, fihren Sie die
folgenden Befehle aus:

system service-processor network modify —-node <<var nodeA>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

@ Die Service-Prozessor-IP-Adressen sollten sich im gleichen Subnetz wie die Node-
Management-IP-Adressen befinden.
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Aktivieren Sie Storage-Failover in ONTAP

Fihren Sie die folgenden Befehle in einem Failover-Paar aus, um zu Uberprifen, ob das Storage-Failover
aktiviert ist:

1. Uberpriifen Sie den Status des Storage-Failovers.

storage failover show

Beides <<var nodeA>>Und <<var nodeB>> Muss in der Lage sein, ein Takeover
durchzufihren. Fahren Sie mit Schritt 3 fort, wenn die Knoten ein Takeover durchfihren
kdnnen.

2. Aktivieren Sie Failover bei einem der beiden Nodes.

storage failover modify -node <<var nodeA>> -enabled true

(D Durch die Aktivierung von Failover auf einem Node wird dies fur beide Nodes maoglich.
3. Uberpriifen Sie den HA-Status des Clusters mit zwei Nodes.

(D Dieser Schritt gilt nicht fur Cluster mit mehr als zwei Nodes.

cluster ha show

4. Fahren Sie mit Schritt 6 fort, wenn Hochverfligbarkeit konfiguriert ist. Wenn die Hochverfligbarkeit
konfiguriert ist, wird bei Ausgabe des Befehls die folgende Meldung angezeigt:

High Availability Configured: true

5. Aktivieren Sie nur den HA-Modus flur das Cluster mit zwei Nodes.

@ Fihren Sie diesen Befehl nicht flr Cluster mit mehr als zwei Nodes aus, da es zu
Problemen mit Failover kommt.

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. Uberpriifung der korrekten Konfiguration von Hardware-Unterstiitzung und ggf. Anderung der Partner-IP-

Adresse

storage failover hwassist show
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Die Nachricht Keep Alive Status: Error: Zeigt an, dass einer der Controller keine

(D hwassist-Warnungen von seinem Partner erhalten hat, was darauf hinweist, dass die
Hardware-Unterstutzung nicht konfiguriert ist. Flihren Sie die folgenden Befehle aus, um die
Hardware-Unterstutzung zu konfigurieren.

storage failover modify —-hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify -hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_nodeB>>

Erstellen Sie eine Jumbo Frame MTU Broadcast-Doméane in ONTAP

Um eine Data Broadcast-Domane mit einer MTU von 9000 zu erstellen, fuhren Sie die folgenden Befehle aus:

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

Entfernen Sie die Daten-Ports aus der Standard-Broadcast-Doméane

Die 10-GbE-Daten-Ports werden flir iISCSI/NFS-Datenverkehr verwendet, diese Ports sollten aus der
Standarddomane entfernt werden. Die Ports eOe und eOf werden nicht verwendet und sollten auch aus der
Standarddomane entfernt werden.

Fihren Sie den folgenden Befehl aus, um die Ports aus der Broadcast-Domane zu entfernen:

broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e(0d, <<var nodeA>>:ele,
<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

Deaktivieren Sie die Flusssteuerung bei UTA2-Ports

Eine NetApp Best Practice ist es, die Flusskontrolle bei allen UTA2-Ports, die mit externen Geraten verbunden
sind, zu deaktivieren. Um die Flusssteuerung zu deaktivieren, fihren Sie den folgenden Befehl aus:
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

Konfigurieren Sie LACP in ONTAP

Diese Art von Interface Group erfordert zwei oder mehr Ethernet-Schnittstellen und einen Switch, der LACP
unterstlitzt. Stellen Sie sicher, dass die Konfiguration auf der Grundlage der Schritte in diesem Handbuch in
Abschnitt 5.1 basiert.

FUhren Sie an der Cluster-Eingabeaufforderung die folgenden Schritte aus:
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ifgrp create -node <<var nodeA>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port elc
network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port e0d
ifgrp create -node << var nodeB>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port eOlc
network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port e0d

Konfigurieren Sie die Jumbo Frames in ONTAP

Um einen ONTAP-Netzwerkport zur Verwendung von Jumbo Frames zu konfigurieren (normalerweise mit einer
MTU von 9,000 Byte), fihren Sie die folgenden Befehle aus der Cluster-Shell aus:

AFF C190::> network port modify -node node A -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy
AFF C190::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy

Erstellen von VLANs in ONTAP

Gehen Sie wie folgt vor, um VLANs in ONTAP zu erstellen:

1. Erstellen von NFS-VLAN-Ports und Hinzufligen dieser zu der Data Broadcast-Domane

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var_ nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-
<<var nfs vlan id>>

2. Erstellen von iISCSI-VLAN-Ports und Hinzufligen dieser zu der Data Broadcast-Domane
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var iscsi vlan A id>>,<<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var iscsi vlan B id>>,<<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. ERSTELLUNG VON MGMT-VLAN-Ports

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<mgmt_ vlan id>>

Datenaggregate in ONTAP erstellen

Wahrend der ONTAP-Einrichtung wird ein Aggregat mit dem Root-Volume erstellt. Zum Erstellen weiterer
Aggregate ermitteln Sie den Namen des Aggregats, den Node, auf dem er erstellt werden soll, und die Anzahl
der enthaltenen Festplatten.

Fihren Sie zum Erstellen von Aggregaten die folgenden Befehle aus:

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var_ num disks>>

Bewahren Sie mindestens eine Festplatte (wahlen Sie die gréflite Festplatte) in der
@ Konfiguration als Ersatzlaufwerk auf. Als Best Practice empfiehlt es sich, mindestens ein
Ersatzteil fir jeden Festplattentyp und jede GroRRe zu besitzen.

@ Beginnen Sie mit finf Festplatten. Wenn zusatzlicher Storage erforderlich ist, kbnnen Sie einem
Aggregat Festplatten hinzufligen.
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Das Aggregat kann erst erstellt werden, wenn die Daten auf der Festplatte auf Null gesetzt
werden. Flhren Sie die aus aggr show Befehl zum Anzeigen des Erstellungsstatus des
Aggregats. Fahren Sie nicht fort, bis aggr1_nodeA online ist.

Konfigurieren Sie die Zeitzone in ONTAP

Flhren Sie den folgenden Befehl aus, um die Zeitsynchronisierung zu konfigurieren und die Zeitzone auf dem
Cluster festzulegen:

timezone <<var timezone>>

Im Osten der USA gilt beispielsweise die Zeitzone Amerika/New_York. Nachdem Sie mit der
Eingabe des Zeitzonennamens begonnen haben, driicken Sie die Tabulatortaste, um die
verfigbaren Optionen anzuzeigen.

Konfigurieren Sie SNMP in ONTAP

Flhren Sie die folgenden Schritte aus, um die SNMP zu konfigurieren:

1. Konfigurieren Sie SNMP-Basisinformationen, z. B. Standort und Kontakt. Wenn Sie abgefragt werden,
werden diese Informationen als angezeigt sysLocation Und sysContact Variablen in SNMP.

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on

2. Konfigurieren Sie SNMP-Traps zum Senden an Remote-Hosts.

snmp traphost add <<var snmp server fgdn>>

Konfigurieren Sie SNMPv1 in ONTAP

Um SNMPvV1 zu konfigurieren, stellen Sie das freigegebene geheime Klartextkennwort ein, das als Community
bezeichnet wird.

snmp community add ro <<var snmp community>>

@ Verwenden Sie die snmp community delete all Befehl mit Vorsicht. Wenn Community
Strings fiir andere Uberwachungsprodukte verwendet werden, entfernt dieser Befehl sie.

Konfigurieren Sie SNMPv3 in ONTAP

SNMPv3 erfordert, dass Sie einen Benutzer fiir die Authentifizierung definieren und konfigurieren. Gehen Sie
wie folgt vor, um SNMPvV3 zu konfigurieren:
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1. Flhren Sie die aus security snmpusers Befehl zum Anzeigen der Engine-ID.

2. Erstellen Sie einen Benutzer mit dem Namen snmpv3user.

security login create -username snmpv3user -—-authmethod usm -application
snmp

3. Geben Sie die Engine-ID der autoritativen Einheit ein und wahlen sie md5 als Authentifizierungsprotokoll
aus.

4. Geben Sie bei der Aufforderung ein Kennwort mit einer Mindestlange von acht Zeichen fir das
Authentifizierungsprotokoll ein.

5. Wahlen Sie als Datenschutzprotokoll das aus.

6. Geben Sie bei Aufforderung ein Kennwort mit einer Mindestlange von acht Zeichen fur das
Datenschutzprotokoll ein.

Konfigurieren Sie AutoSupport HTTPS in ONTAP

Das NetApp AutoSupport Tool sendet Zusammenfassung von Support-Informationen tGber HTTPS an NetApp.
Flhren Sie den folgenden Befehl aus, um AutoSupport zu konfigurieren:

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var storage admin email>>

Erstellen Sie eine Speicher-Virtual Machine

Um eine Storage Virtual Machine (SVM) flr Infrastrukturen zu erstellen, gehen Sie wie folgt vor:

1. Fihren Sie die aus vserver create Befehl.

vserver create —-vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. Das Datenaggregat wird zur Liste des Infrastruktur-SVM-Aggregats der NetApp VSC hinzugeflgt.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. Entfernen Sie die ungenutzten Storage-Protokolle der SVM, wobei NFS und iSCSI Gberlassen bleiben.

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. Aktivierung und Ausflhrung des NFS-Protokolls in der SVM Infrastructure
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nfs create -vserver Infra-SVM -udp disabled

5. Schalten Sie das ein SVM vstorage Parameter fiir das NetApp NFS VAAI Plug-in. Uberpriifen Sie dann,
ob NFS konfiguriert wurde.

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

(D Diese Befehle werden von ausgefilhrt vserver Befehlszeile, da SVMs zuvor Vserver
genannt wurden.

Konfigurieren Sie NFSv3 in ONTAP

In der folgenden Tabelle sind die Informationen aufgefiihrt, die zum AbschlieRen dieser Konfiguration
erforderlich sind.

Details Detailwert
ESXi hostet Eine NFS-IP-Adresse \<<var_esxi_hostA_nfs_ip>
ESXi Host B NFS-IP-Adresse \<<var_esxi_hostB_nfs_ip>

Flhren Sie die folgenden Befehle aus, um NFS auf der SVM zu konfigurieren:

1. Erstellen Sie eine Regel fir jeden ESXi-Host in der Standard-Exportrichtlinie.

2. Weisen Sie fur jeden erstellten ESXi Host eine Regel zu. Jeder Host hat seinen eigenen Regelindex. |hr
erster ESXi Host hat Regelindex 1, Ihr zweiter ESXi Host hat Regelindex 2 usw.

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3. Weisen Sie die Exportrichtlinie dem Infrastruktur-SVM-Root-Volume zu.

volume modify -vserver Infra-SVM -volume rootvol -policy default

Die NetApp VSC verarbeitet automatisch die Exportrichtlinien, wenn Sie sie nach der

@ Einrichtung von vSphere installieren méchten. Wenn Sie diese nicht installieren, missen Sie
Regeln fiir die Exportrichtlinie erstellen, wenn zusatzliche Server der Cisco UCS C-Serie
hinzugeflgt werden.
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Erstellen Sie den iSCSI-Dienst in ONTAP

Fihren Sie den folgenden Befehl aus, um den iSCSI-Service auf der SVM zu erstellen. Mit diesem Befehl wird
auch der iISCSI-Service gestartet und der iSCSI-IQN fiir die SVM festgelegt. Uberpriifen Sie, ob iSCSI

konfiguriert wurde.

iscsi create -vserver Infra-SVM

iscsi show

Spiegelung zur Lastverteilung von SVM-Root-Volumes in ONTAP erstellen

So erstellen Sie eine Spiegelung zur Lastverteilung des SVM-Root-Volumes in ONTAP:

1. Erstellen Sie ein Volume zur Lastverteilung der SVM Root-Volumes der Infrastruktur auf jedem Node.

volume create -vserver Infra Vserver —volume rootvol m0l —-aggregate

aggrl nodeA -size 1GB —-type DP

volume create -vserver Infra Vserver —-volume rootvol m0O2 -aggregate

aggrl nodeB -size 1GB -type DP

2. Erstellen Sie einen Job-Zeitplan, um die Spiegelbeziehungen des Root-Volumes alle 15 Minuten zu

aktualisieren.

job schedule interval create -name 15min

3. Erstellen Sie die Spiegelungsbeziehungen.

snapmirror create -source-path Infra-SVM:

Infra-SVM:rootvol m0l -type LS -schedule

snapmirror create -source-path Infra-SvM:

Infra-SvM:rootvol m02 -type LS -schedule

-minutes 15

rootvol -destination-path
15min
rootvol -destination-path
15min

4. Initialisieren Sie die Spiegelbeziehung und tberprifen Sie, ob sie erstellt wurde.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

Konfigurieren Sie HTTPS-Zugriff in ONTAP

Gehen Sie wie folgt vor, um den sicheren Zugriff auf den Storage Controller zu konfigurieren:

1. Erhéhen Sie die Berechtigungsebene, um auf die Zertifikatbefehle zuzugreifen.
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set -privilege diag
Do you want to continue? {yln}: vy

2. In der Regel ist bereits ein selbstsigniertes Zertifikat vorhanden. Uberpriifen Sie das Zertifikat, indem Sie
den folgenden Befehl ausfihren:

security certificate show

3. Bei jeder angezeigten SVM sollte der allgemeine Zertifikathame mit dem DNS-FQDN der SVM
Ubereinstimmen. Die vier Standardzertifikate sollten geldéscht und durch selbstsignierte Zertifikate oder
Zertifikate einer Zertifizierungsstelle ersetzt werden.

Das Loéschen abgelaufener Zertifikate vor dem Erstellen von Zertifikaten ist eine bewahrte

Vorgehensweise. Fihren Sie die aus security certificate delete Befehl zum
(D Léschen abgelaufener Zertifikate. Verwenden Sie im folgenden Befehl DIE

REGISTERKARTEN-Vervollstandigung, um jedes Standardzertifikat auszuwahlen und zu

I6schen.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

4. Um selbstsignierte Zertifikate zu generieren und zu installieren, fiihren Sie die folgenden Befehle als
einmalige Befehle aus. Ein Serverzertifikat fur die Infrastruktur-SVM und die Cluster-SVM generieren.
Verwenden Sie wieder die REGISTERKARTEN-Vervollstandigung, um Sie beim Ausfiillen dieser Befehle
zu unterstitzen.

security certificate create [TAB]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abc@netapp.com" -expire-days 3650 -protocol SSL -hash-function SHA256

-vserver Infra-SVM

5. Um die Werte fur die im folgenden Schritt erforderlichen Parameter zu erhalten, fihren Sie den Befehl
Security Certificate show aus.

6. Aktivieren Sie jedes Zertifikat, das gerade mit erstellt wurde -server-enabled true Und -client-
enabled false Parameter. Verwenden Sie erneut DIE REGISTERKARTEN-Vervollstandigung.
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security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true
—-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common

-name infra-svm.netapp.com
7. Konfigurieren und aktivieren Sie den SSL- und HTTPS-Zugriff und deaktivieren Sie den HTTP-Zugriff.

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yln}: y

system services firewall policy delete -policy mgmt -service http
—-vserver <<var clustername>>

@ Es ist normal, dass einige dieser Befehle eine Fehlermeldung ausgeben, die angibt, dass
der Eintrag nicht vorhanden ist.

8. Kehren Sie zur Berechtigungsebene des Administrators zurtick und erstellen Sie das Setup, damit die SVM
vom Web verflgbar ist.

set -privilege admin

vserver services web modify —name spi -vserver * -enabled true

Erstellen Sie in ONTAP ein NetApp FlexVol Volume

Um ein NetApp FlexVol® Volume zu erstellen, geben Sie den Namen, die GréRe und das Aggregat ein, auf
dem es vorhanden ist. Erstellung von zwei VMware Datastore Volumes und einem Server Boot Volume

volume create -vserver Infra-SVM -volume infra datastore -aggregate

aggrl nodeB -size 500GB -state online -policy default -junction-path
/infra_datastore -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
-efficiency-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

Erstellen Sie LUNs in ONTAP

Fihren Sie die folgenden Befehle aus, um zwei Boot-LUNs zu erstellen:
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lun create -vserver
15GB -ostype vmware
lun create -vserver

15GB -ostype vmware

Infra-sSvM -volume esxi boot -lun VM-Host-Infra-A -size
-space-reserve disabled
Infra-SVvM -volume esxi boot -lun VM-Host-Infra-B -size
-space-reserve disabled

(D Beim Hinzufligen eines zusatzlichen Cisco UCS C-Series Servers mussen Sie eine zusatzliche
Boot-LUN erstellen.

Erstellen von iSCSI LIFs in ONTAP

In der folgenden Tabelle sind die Informationen aufgefiihrt, die zum AbschlieRen dieser Konfiguration

erforderlich sind.

Details Detailwert

Speicherknoten A iSCSI LIFO1A <<var_nodeA iscsi_lif01a_ip>>
Speicherknoten A iISCSI-LIFO1A-Netzwerkmaske <<var_nodeA_iscsi_lif01a_Mask>>
Speicherknoten AiSCSI LIFO1B <<var_nodeA iscsi_lif01b_ip>>

Speicherknoten Eine iSCSI-LIFO1B-Netzwerkmaske  <<var_nodeA iscsi_lif01b_Mask>>

Storage-Node B iSCSI LIFO1A <<var_nodeB_.iscsi_lif01a_ip>>

Speicherknoten B iSCSI-LIFO1A-Netzwerkmaske <<var_nodeB_.iscsi_lif01a_Mask>>

Storage Node B iSCSI LIFO1B

<<var_nodeB iscsi_lif01b_ip>>

Speicherknoten B iSCSI-LIFO1B-Netzwerkmaske <<var_nodeB_.iscsi_lif01b_Mask>>

Erstellen Sie vier iSCSI LIFs, zwei pro Node.
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up -failover-policy disabled
—firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var_ iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up -failover-policy disabled
—-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status—-admin up —-failover-policy disabled
—firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up —-failover-policy disabled
—firewall-policy data —-auto-revert false

network interface show

Erstellen von NFS LIFs in ONTAP

In der folgenden Tabelle sind die Informationen aufgefiihrt, die zum AbschlieRen dieser Konfiguration
erforderlich sind.

Details Detailwert

Storage-Node ANFS LIF 01 IP <<var_nodeA nfs_lif 01_ip>>
Storage Node A NFS LIF 01-Netzwerkmaske <<var_nodeA nfs_lif 01_maska>>
Storage-Node B NFS LIF 02-IP <<var_nodeB_nfs_lif 02_ip>>
Storage Node B NFS LIF 02 Netzwerkmaske <<var_nodeB_nfs_lif 02_maska>>

Erstellen Sie ein NFS LIF.



network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<

var nodeA nfs 1if 01 mask>> -status-admin up -failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVvM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

Hinzufiigen eines Infrastruktur-SVM-Administrators

In der folgenden Tabelle sind die Informationen aufgefihrt, die zum Hinzufligen eines SVM-Administrators
erforderlich sind.

Details Detailwert

Vsmgmt-IP <<var_svm_mgmt_ip>>
Vsmgmt-Netzwerkmaske <<var_svm_mgmt_maska>>
Vsmgmt Standard-Gateway <<var_svm_mgmt_Gateway>>

So figen Sie dem Managementnetzwerk den SVM-Administrator und die logische SVM-
Administrationsoberflache der Infrastruktur hinzu:

1. FUhren Sie den folgenden Befehl aus:

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-
revert true

@ Die SVM-Management-IP sollte sich hier im selben Subnetz wie die Storage-Cluster-
Management-IP befinden.

2. Erstellen Sie eine Standardroute, damit die SVM-Managementoberflache die AuRenwelt erreichen kann.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>

network route show

3. Legen Sie ein Passwort fir den SVM vsadmin-Benutzer fest und entsperren Sie den Benutzer.
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"Weiter: Implementierung von Rack-Servern der Cisco UCS C-Serie"

Bereitstellung von Rack-Server der Cisco UCS C-Serie

Dieser Abschnitt enthalt ein detailliertes Verfahren zur Konfiguration eines Standalone-
Rack-Servers der Cisco UCS C-Serie zur Verwendung in der FlexPod Express-
Konfiguration.

Fiihren Sie das anféngliche Standalone-Server-Setup fiir den Cisco UCS C-Series fiir CIMC durch

Flhren Sie diese Schritte fir die Ersteinrichtung der CIMC-Schnittstelle fur Standalone-Server der Cisco UCS

C-Serie durch.

In der folgenden Tabelle sind die Informationen aufgefihrt, die fur die Konfiguration von CIMC fir jeden
Standalone-Server der Cisco UCS C-Serie erforderlich sind.

Details Detailwert
CIMC-IP-Adresse <<cimc_ip>>
CIMC-Subnetzmaske \<<cimc_Netzmaske
CIMC-Standard-Gateway <<cimc_Gateway>>

@ Die CIMC-Version, die in dieser Validierung verwendet wird, ist CIMC 4.0.(4).

Alle Server

1. Schliel3en Sie den Cisco Keyboard-, Video- und Mausdongle (KVM) (im Lieferumfang des Servers
enthalten) an den KVM-Port an der Vorderseite des Servers an. SchlieRen Sie einen VGA-Monitor und
eine USB-Tastatur an die entsprechenden KVM-Dongle-Ports an.

Schalten Sie den Server ein, und driicken Sie F8, wenn Sie dazu aufgefordert werden, die CIMC-
Konfiguration einzugeben.
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ching to AHCI mode.

2. Legen Sie im CIMC-Konfigurationsprogramm die folgenden Optionen fest:
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a. NIC-Modus (Network Interface Card):
Dediziert [X]
b. IP (Basis):
IPV4: [x]
DHCP aktiviert: [ 1]
CIMC-IP: <<cimc ip>>
Prafix/Subnetz: <<cimc netmask>>
Gateway: <<cimc gateway>>
c. VLAN (erweitert): Lassen Sie das Kontrollkastchen deaktiviert, um VLAN-Tagging zu deaktivieren.
NIC-Redundanz

Keine: [X]



on Utili

NIC Propertie

Smart Ac

iditional

3. Dricken Sie F1, um weitere Einstellungen anzuzeigen:

a. Allgemeine Eigenschaften:
Host-Name: <<esxi host name>>
Dynamisches DNS: [ ]
Werkseinstellungen: Loschen.

b. Standardbenutzer (Basic):
Standardpasswort: <<admin password>>
Kennwort erneut eingeben: <<admin password>>
Port-Eigenschaften: Standardwerte verwenden.

Portprofile: Lassen Sie das Léschen.

4. Dricken Sie F10, um die Konfiguration der CIMC-Schnittstelle zu speichern.

5. Dricken Sie nach dem Speichern der Konfiguration Esc, um den Vorgang zu beenden.
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Konfigurieren Sie den iSCSI-Start von Cisco UCS C-Series Servern

In dieser FlexPod-Express-Konfiguration wird der VIC1457 fiir das iSCSI-Booten verwendet.

In der folgenden Tabelle werden die Informationen aufgefiihrt, die fir die Konfiguration des iSCSI-Startens

erforderlich sind.

@ Eine kursiv formatierte Schriftart zeigt Variablen an, die fiir jeden ESXi-Host eindeutig sind.

Details

ESXi Host-Initiator Ein Name

ESXi Host, iISCSI A IP

ESXi-Host, iSCSI-A-Netzwerkmaske
ESXi Host iISCSI Ein Standard-Gateway
ESXi Host-Initiator B-Name
ESXi-Host, iSCSI-B-IP
ESXi-Host-iSCSI-B-Netzwerkmaske
ESXi Host iISCSI-B-Gateway
IP-Adresse iscsi_lif01a

IP-Adresse iscsi_lif02a

IP-Adresse iscsi_lif01b

IP-Adresse iscsi_lif02b

Infra_SVM IQN

Konfiguration der Startreihenfolge

Detailwert

<<var_ucs_Initiator Name A>>
<<var_esxi_Host_iscsiA_ip>>
<<var_esxi_Host_iscsiA_Maska>>
\<<var_esxi_Host_iscsiA_Gateway>
\<<var_ucs_Initiator_Name_B>
<<var_esxi_Host_iscsiB_ip>>
<<var_esxi_Host iscsiB_Maska>>
\<<var_esxi_Host_iscsiB_Gateway>
<<var_iscsi_lif01a>>
<<var_iscsi_lif02a>>
<<var_iscsi_lif01b>>
\<<var_iscsi_lif02b>

<<var_SVM_IQN>>

Gehen Sie wie folgt vor, um die Konfiguration der Startreihenfolge festzulegen:

1. Klicken Sie im Browser-Fenster der CIMC-Schnittstelle auf die Registerkarte Compute, und wahlen Sie

BIOS aus.

2. Klicken Sie auf Startreihenfolge konfigurieren, und klicken Sie dann auf OK.
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sl Cisco Integrated Management Controller

A / Compute / BIOS

BIOS Remote Management Troubleshooting

Enter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings

Configure BIOS Configure Boot Order

BIOS Properties
Running Version
UEFI Secure Boot
Actual Boot Mode
Configured Boot Mode
Last Configured Boot Order Source

Configured One time boot device

w Configured Boot Devices
Basic

» 0 Advanced

Configure BIOS Profile

C220M5.4.0.4g.0.0712190011
O
Uefi

BIOS

Save Changes

Power Policies

PID Catalog

Restore Defaults

Actual Boot Devices
UEFI: Built-in EFI Shell {NonPglicyTarget)
UEFI: FXE IP4 Intel(R) Ethernet Controller X550 (MonPolicyTarget)

UEFI: PXE IP4 Intel(R) Ethernet Controller X550 (NonPolicyTarget)

Configure Boot Order

3. Konfigurieren Sie die folgenden Gerate, indem Sie auf das Gerat unter Startgerat hinzufligen klicken und
zur Registerkarte Erweitert wechseln:

a. Virtuellen Datentrager Hinzufligen:

NAME: KVM-CD-DVD

UNTERTYP: KVYM GEMAPPTEN DVD

Status: Aktiviert
Bestellung: 1

b. ISCSI-Boot hinzuflgen:
Name: ISCSI-A
Status: Aktiviert

Bestellung: 2
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Schlitz: MLOM
Anschluss: 1
c. Klicken Sie auf iSCSI-Boot hinzufiigen:

Name: ISCSI-B

Status: Aktiviert

Bestellung: 3

Schlitz: MLOM

Anschluss: 3

4. Klicken Sie Auf Gerat Hinzufligen.

5. Klicken Sie auf Anderungen speichern und dann auf SchlieRen.

Configured Boot Level:  Advanced

Basic Advanced

Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Lozal HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add PXE Boot
Add SAN Boot Name Type Order State
g KyM-MAPPED-DWD WMEDIA 1 Enablad
Add UsE (] iscska I5Cs| 2 Enabled
Add Virtual Media —

|| isCcsLB I1SC5I 3 Enabled
Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MvME
Add Local COD
Reset Values Close

6. Starten Sie den Server neu, um mit lhrer neuen Startreihenfolge zu starten.

Deaktivieren des RAID-Controllers (falls vorhanden)

Fihren Sie die folgenden Schritte aus, wenn |hr C-Series-Server einen RAID-Controller enthalt. Beim Booten
der SAN-Konfiguration ist kein RAID-Controller erforderlich. Optional kbnnen Sie den RAID-Controller auch
physisch vom Server entfernen.

—_

. Klicken Sie unter der Registerkarte ,Computing® im linken Navigationsbereich in CIMC auf BIOS.
2. Wabhlen Sie BIOS konfigurieren.

3. Blattern Sie nach unten zu PCle Slot:HBA Option ROM.

4

. Wenn der Wert nicht bereits deaktiviert ist, setzen Sie ihn auf deaktiviert.
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BIOS Remote Management

Troubleshooting Power Policies PID Catalog
[lie} Server Management Security Processor Memory PoweriPerformance
Hote: Defaultvalues are shown in hald
Reboot Host Inmediately:

Intel T for directed [0: | Enabled L 4 Legacy USB Support: | Enabled
Intel WTD ATS support: | Enabled v Intel VTD coherency support: | Disabled
LOM Port 1 OptionRom: | Enabled b4 All Onboard LOM Ports: | Enahled
Pcie Slot 1 OptionRom: | Disabled - LOM Port 2 OptionRem: | Enabled
MLOM OptionRom: | Enabled L Pcie Slot 2 OptionRom: | Disabled
Front NVME 1 OptionRom: | Enabled v MRAID OptionRom: | Enabled
MRAID Link Speed: | Auta R Front NVME 2 OptionRom: | Enabled

PCle Slot 1 Link Speed: | Auto - MLOM Link Speed: | Auto

Front NVME 1 Link Speed: | Auto L 4 PCle Slot 2 Link Speed: | Auto

YGA Priority: | Onboard R Front NVME 2 Link Speed: | Auto

P_SATA OptionROM: | LS| 5w RAID v .2 SATA OptionROM: | AHCI
USB Port Rear: | Enabled A4 USB Port Front: | Enabled
USB Port Internal: | Enabled 4 USE Port KW¥M: | Enabled
IPY6 PXE Support: | Disabled r USB Port:M.2 Storage: | Enabled

Konfigurieren Sie Cisco VIC1457 fir iISCSI-Boot

Die folgenden Konfigurationsschritte gelten fiir den Cisco VIC 1457 fiir iSCSI Boot.

Das Standard-Port-Channeling zwischen den Ports 0, 1, 2 und 3 muss deaktiviert werden, bevor

@ die vier einzelnen Ports konfiguriert werden kénnen. Wenn das Port-Channeling nicht
ausgeschaltet wird, werden nur zwei Ports fur den VIC 1457 angezeigt. Fuhren Sie die
folgenden Schritte durch, um den Port-Kanal auf dem CIMC zu aktivieren:

1. Klicken Sie auf der Registerkarte Netzwerk auf die Adapterkarte MLOM.
2. Deaktivieren Sie auf der Registerkarte Allgemein den Port-Kanal.

3. Speichern Sie die Anderungen, und starten Sie den CIMC neu.



A/ .../ Adapter Card MLOM [/ General

o B y ——
Chassis General External Ethernet Interfaces vNICs vHBAs
(";anputg Export vNIC | Import vNIC | Reset | Reset To Defaults
Networking - v Adapter Card Properties
PCl-Slot: A ISCSI Boot Capable: T
Adapter Card MLOM o MLOM oot apable e
Vendor:  Cisco Systems Inc CDN Capable: True
SIOH]GO » Product Name: UCS VIC 1457 usNIC Capable:  True
ProductID:  UCSC-MLOM-C25Q-04 Port Channel Capable:  True
Admin » Serial Number:  FCH223974Q1 Description:
Version ID: V01 Enable FIP Mode: (/]

Enable LLDP: (v
Enable VNTAG Mode:

Hardware Revision: 4

Cisco IMC Management Enabled: no

Port Channel: |_|
Configuration Pending:  yes
v Firmware
Running Version: 5 0(3c) Bootloader Version: 5 0(2a)
Backup Version:  5.0(2b) Status:  Fwupdate never issued

Startup Version:  50(3c)

External Ethernet Interfaces

Erstellen von iSCSI-vNICs

Gehen Sie wie folgt vor, um iSCSI-vNICs zu erstellen:

1. Klicken Sie auf der Registerkarte Netzwerk auf Adapterkarte MLOM.
2. Klicken Sie auf vNIC hinzufiigen, um eine vNIC zu erstellen.
3. Geben Sie im Abschnitt vNIC hinzufligen die folgenden Einstellungen ein:
o Name: Eth1
o CDN-Name: ISCSI-vNIC-A
> MTU: 9000
° Standard-VLAN: <<var iscsi vlan a>>
VLAN-Modus: TRUNK
o PXE-Start aktivieren: Prifen

o

4. Klicken Sie auf vNIC hinzufligen und dann auf OK.

5. Wiederholen Sie den Vorgang, um einen zweiten vNIC hinzuzuftigen:
> Benennen Sie die vNIC eth3.
o CDN-Name: ISCSI-vNIC-B
° Eingabe <<var iscsi vlan b>>Als VLAN.

o Stellen Sie den Uplink-Port auf 3 ein.
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+ General

Name:

CDN: | VIC-SCSI-A |

MTU: | 9000

| (1500 - 9000)

Uplink Port: | 1

v]

MAC Address: O Auto

@ | D4C9:3CT06CCD |

Class of Service: | 0

Trust Host CoS: E|

PCl Order: | 1

Default VLAN: () None

® | 3439

6. Wahlen Sie links die vVNIC eth1 aus.

External Ethernet Interfaces vNICs

vHBAs

General
¥ VNICs » vNIC Properties
ethd
eth1 v iSCS| Boot Properties
eth2
» General
ethd
» |nitiator

Name: | iqn.1992-01.com.ciscoiucsA-01

IP Address: | 17221.183. 110

Subnet Mask: | 2552552550

Gateway: | 17221183 1

Primary DNS: |

:‘ » Primary Target

» Secondary Target

Unconfigure iSCSI Boot

o
|
|
|
|

0 - 222) chars
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7. Geben Sie unter iISCSI Boot Properties die Initiator-Details ein:
° Name: <<var ucsa initiator name a>>
° |P-Adresse: <<var esxi hostA iscsiA ip>>
° Subnetzmaske: <<var esxi hostA iscsiA mask>>

° Gateway: <<var esxi hostA iscsiA gateway>>

« vNICs » VNIC Properties
etho
eth1 ~ iSCSI Boot Properties

eth2

» General
ethd
v Initiator
Name: | ign.1992-01.com cisco'ucsA-01 (0 -222) chars Initiator Priority: | primary v
IP Address: | 172.21.183.110 Secondary DNS:
Subnet Mask: | 255.255.255.0 TCP Timeout: | 15 (0-255)
Gateway: | 172.21.183.1 CHAP Name: (0 - 49) chars
Primary DNS: CHAP Secret: (0 - 49) chars

+» Primary Target

Name: | ign.1992-08 com.netapp:sn.e42fabb2d2: | (0 -222) chars BootLUN: | 0 (0 - 65535)
IP Address: | 172.21.183.105 CHAP Name: (0 - 49) chars
TCPPort 3260 CHAP Secret: (0 - 49) chars

» Secondary Target

Name: | iqn.1992-08.com.netapp:sn.e42fabb2d2: | (0 - 222) chars BootLUN: | 0 (0 - 65535)
IP Address: | 172.21.183.106 CHAP Name: (0 - 49) chars
TCP Port 3260 CHAP Secret: (0 - 49) chars
Unconfigure iSCSI Boot

8. Geben Sie die Details des priméaren Ziels ein:
o Name: IQN-Nummer der Infrastruktur-SVM
o |P-Adresse: IP-Adresse von iscsi_lif01a
o Boot-LUN: 0

9. Geben Sie die Details des sekundaren Ziels ein:

o Name: IQN-Nummer der Infrastruktur-SVM
o |P-Adresse: IP-Adresse von iscsi_lif02a
o Boot-LUN:0

@ Sie kénnen die Speicher-IQN-Nummer abrufen, indem Sie den ausflihren vserver
iscsi show Befehl.

Achten Sie darauf, die IQN-Namen fiir jede vNIC aufzuzeichnen. Sie brauchen sie fir einen
@ spateren Schritt. Dartiber hinaus mussen die IQN-Namen fur Initiatoren fiir jeden Server und
fur die iISCSI-vNIC eindeutig sein.

10. Klicken Sie Auf Anderungen Speichern.

11. Wahlen Sie die vNIC eth3 aus, und klicken Sie auf die iISCSI-Boot-Schaltflache oben im Abschnitt Host-
Ethernet-Schnittstellen.

12. Wiederholen Sie den Vorgang, um eth3 zu konfigurieren.
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13. Geben Sie die Initiator-Details ein:

° Name: <<var ucsa initiator name b>>

° IP-Adresse: <<var esxi hostb iscsib ip>>
° Subnetzmaske: <<var esxi hostb iscsib mask>>

° Gateway: <<var esxi hostb iscsib gateway>>

A/ ../ Adapter Card MLOM / vNICs

rrrrr r | Launch KVM | Ping | CIMC Rebaat | Locator LET
General External Ethernet Interfaces vNICs vHBAs
w wNICs » vNIC Properties
etho
thi w iSCSI Boot Properties
eth2
= » General
v Initiator
Name: | ign.1992-01.com.cisco:ucsA-02 (0 -222) chars. Initiator Priority: | primary v
IP Address: | 172.21.184.110 Secondary DNS:
Subnet Mask: | 255.255255.0 TCP Timeout: | 15 (0 -255)
Gateway: | 172.21.184.1 CHAP Name: (0 - 49) chars.
Primary DNS: CHAP Secret: (0 - 49) chars
v Primary Target
Name: | ign.1992-08.com netapp:sn.ed2fabb2d2i (0 -222) chars BootLUN: | 0 (0 -65535)
IP Address: | 172.21.184.105 CHAP Name: (0 - 49) chars
TCPPort 3260 CHAP Secret: (0 - 49) chars.
» Secondary Target
Name: | ign.1992-08.com.netapp:sn.e42fa6b2d2: | (0 - 222) chars Boot LUN: | 0 (0-65535)
IP Address: | 172.21.164.106 CHAP Name: (0 - 49) chars
TCPPort 3280 CHAP Secret: (0 - 49) chars.
14. Geben Sie die Details des primaren Ziels ein:
o Name: IQN-Nummer der Infrastruktur-SVM
o |P-Adresse: IP-Adresse von iscsi_lif01b
o Boot-LUN: 0
15. Geben Sie die Details des sekundéren Ziels ein:
o Name: IQN-Nummer der Infrastruktur-SVM
o |P-Adresse: IP-Adresse von iscsi_lif02b
o Boot-LUN: 0
@ Sie kdnnen die Speicher-IQN-Nummer mit dem abrufen vserver iscsi show Befehl.

@ Achten Sie darauf, die IQN-Namen fir jede vNIC aufzuzeichnen. Sie brauchen sie flr einen

spateren Schritt.

16. Klicken Sie Auf Anderungen Speichern.

17. Wiederholen Sie diesen Vorgang, um iSCSI-Boot fir Cisco UCS-Server B zu konfigurieren

Konfigurieren Sie vNICs fiir ESXi

Gehen Sie wie folgt vor, um vNICs fir ESXi zu konfigurieren:
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1. Klicken Sie im CIMC-Schnittstellenbrowser-Fenster auf Inventar und anschlie3end im rechten
Fensterbereich auf Cisco VIC-Adapter.

2. Wahlen Sie unter Netzwerk > Adapterkarte MLOM die Registerkarte vNICs aus, und wahlen Sie
anschlieRend die darunter liegende vNICs aus.

3. Wahlen Sie eth0 aus, und klicken Sie auf Eigenschaften.
4. Setzen Sie die MTU auf 9000. Klicken Sie Auf Anderungen Speichern.
5. Setzen Sie das VLAN auf natives VLAN 2.

1l Cisco Integrated Management Controller

cisco

A / ... /| Adapter Card MLOM / vNICs

General External Ethernet Interfaces vNICs vHBAs

v VNICs v VNIC Properties
eth0
eth1 v General
eth2 Name:
i CDN: | VIC-MLOM-eth0
MTU: | 9000 (1500 - 9000)
Uplink Port: | 0 v
MAC Address: (O  Auto
@® | Fe.0F:6F:89:26:.CE
Class of Service: | 0 (0-6)
Trust Host CoS: |
PCI Order: 0-7)

Default VLAN: None

® Ol
®

6. Wiederholen Sie die Schritte 3 und 4 fiir eth1. Uberprifen Sie, ob der Uplink-Port fiir eth1 auf 1 gesetzt ist.

= el Cisco Integrated Ma ment Controller

A/ ... | Adapter Card MLOM / vNICs Ref Hast Power | Launch KvM | Ping | CIME Reboot | L 0| @ a

General External Ethemet Interfaces vNICs vHBAS

w VNICs Host Ethernet Interfaces Selected 0/ Total 4  LF ~
eino Add vNIC
eth1
€th2 Name CDN MAC Address MTU usNIC Uplink Port CoS VLAN VLAN Mode iSCSI Boot PXE Boot Channel Port Profile Uplink Failover
eth3 z ethl VIC-MLO. F8.0F 6F 89-26:CE 9000 0 0 0 ? TRUNK disabled anabled NIA NIA N/A
ethi VICASCS. F8.0F 6F 89:26.CF 9000 0 1 0 3439 TRUNK enabled enabled NA NA N/A
eth2 VIC-MLO. F8.0F 6F 89:26:D0 9000 0 2 0 TRUNK disabled enabled NA NA N/A
eth3 VIC4SCS. F8.0F-6F 89:26:01 9000 0 3 0 3440 TRUNK enabled anabled NiA NiA N/A
@ Dieses Verfahren muss fur jeden ersten Cisco UCS Server-Knoten und jeden zusatzlichen
Cisco UCS Server-Node, der der Umgebung hinzugefligt wurde, wiederholt werden.

"Weiter: NetApp Verfahren zur AFF Storage-Implementierung (Teil 2)."
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NetApp AFF Storage-Implementierung (Teil 2)
ONTAP-SAN-Boot-Storage einrichten
Erstellen von iSCSlI-Initiatorgruppen

@ Fir diesen Schritt bendtigen Sie die iISCSI-Initiator-IQNs aus der Serverkonfiguration.

Flhren Sie zum Erstellen von Initiatorgruppen die folgenden Befehle Gber die SSH-Verbindung des Cluster-
Management-Node aus. Um die drei in diesem Schritt erstellten Initiatorgruppen anzuzeigen, fihren Sie den
aus igroup show Befehl.

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware -initiator <<var vm host infra a iSCSI-
A vNIC IQN>>,<<var vm host infra a iSCSI-B vNIC IQN>>
igroup create -vserver Infra-SVM -—-igroup VM-Host-Infra-B -protocol iscsi
-ostype vmware -initiator <<var vm host infra b iSCSI-
A vNIC IQN>>,<<var vm host infra b iSCSI-B vNIC IQN>>

(D Dieser Schritt muss abgeschlossen sein, wenn zusatzliche Cisco UCS C-Series Server
hinzugefugt werden.

Zuordnen von Boot-LUNs zu Initiatorgruppen

To map boot LUNs to igroups, run the following commands from the cluster

management SSH connection:

lun map —-vserver Infra-SVM -volume esxi boot —lun VM-Host-Infra-A —-igroup
VM-Host-Infra-A -lun-id 0

lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-B -igroup

VM-Host-Infra-B —-lun-id O

(D Dieser Schritt muss abgeschlossen sein, wenn zusatzliche Cisco UCS C-Series Server
hinzugeflgt werden.

"Weiter: VMware vSphere 6.7U2 Bereitstellungsverfahren."

Implementierungsverfahren fiir VMware vSphere 6.7U2

Dieser Abschnitt enthalt ausfuhrliche Verfahren zur Installation von VMware ESXi 6.7U2
in einer FlexPod Express-Konfiguration. Die folgenden Implementierungsverfahren
werden so angepasst, dass sie die in vorherigen Abschnitten beschriebenen
Umgebungsvariablen enthalten.

Fir die Installation von VMware ESXi in einer solchen Umgebung sind mehrere Methoden vorhanden. Dieses
Verfahren verwendet die virtuelle KVM-Konsole und die virtuellen Medienfunktionen der CIMC-Schnittstelle fur

Server der Cisco UCS C-Serie, um Remote-Installationsmedien jedem einzelnen Server zuzuordnen.
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@ Diese Prozedur muss flir Cisco UCS Server A und Cisco UCS Server B abgeschlossen sein

@ Fur alle zusatzlichen Nodes, die dem Cluster hinzugefugt werden, muss dieser Vorgang

abgeschlossen sein.

Melden Sie sich bei der CIMC-Schnittstelle fiir Standalone-Server der Cisco UCS C-Serie an

Die folgenden Schritte beschreiben die Methode zur Anmeldung an der CIMC-Schnittstelle fir Standalone-
Server der Cisco UCS C-Serie. Sie mussen sich bei der CIMC-Schnittstelle anmelden, um die virtuelle KVM
auszufliihren, die es dem Administrator ermdglicht, die Installation des Betriebssystems iber Remote-Medien
zu starten.

Alle Hosts

1.

Navigieren Sie zu einem Webbrowser, und geben Sie die IP-Adresse fiir die CIMC-Schnittstelle fur die
Cisco UCS C-Serie ein. In diesem Schritt wird die CIMC GUI-Anwendung gestartet.

Melden Sie sich bei der CIMC-UI mit dem Admin-Benutzernamen und den Anmeldedaten an.

3. Wahlen Sie im Hauptmeni die Registerkarte Server aus.

Klicken Sie auf KVM-Konsole starten.

] ."r COmpUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | (70 ]

BIOS Femote Management Troubleshoating Power Policies PID Catalog

Wahlen Sie in der virtuellen KVM-Konsole die Registerkarte Virtueller Datentrager aus.

Wahlen Sie Karte CD/DVD.

@ Sie mussen eventuell zuerst auf virtuelle Gerate aktivieren klicken. Wahlen Sie die Option
Diese Sitzung akzeptieren, wenn Sie dazu aufgefordert werden.

Offnen Sie die ISO-Image-Datei des VMware ESXi 6.7U2-Installationsprogramms, und klicken Sie auf
Offnen. Klicken Sie Auf Kartengerét.

Wahlen Sie das Menl Power (aus) und dann Power Cycle System (Kaltstart). Klicken Sie Auf Ja.

VMware ESXi installieren

In den folgenden Schritten wird die Installation von VMware ESXi auf jedem Host beschrieben.

Laden Sie DAS benutzerdefinierte ESXI 6.7U2 Cisco Image herunter

1.
2.

Navigieren Sie zum "Download-Seite fur VMware vSphere" Fir benutzerdefinierte ISOs.

Klicken Sie auf ,,Go to Downloads” neben dem benutzerdefinierten Cisco Image fur die ESXi 6.7U2-
Installations-CD.

3. Laden Sie das benutzerdefinierte Cisco Image fir die ESXi 6.7U2 Installations-CD (ISO) herunter.

Beim Systemstart erkennt die Maschine die VMware ESXi Installationsmedien.

5. Wahlen Sie das VMware ESXi-Installationsprogramm aus dem angezeigten Menu aus. Das
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Installationsprogramm ladt, was mehrere Minuten dauern kann.


https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7

6. Driicken Sie nach dem Laden des Installers die Eingabetaste, um mit der Installation fortzufahren.

7. Nachdem Sie die Endbenutzer-Lizenzvereinbarung gelesen haben, akzeptieren Sie sie und fahren Sie mit
der Installation fort, indem Sie auf F11 drlicken.

8. Wahlen Sie die NetApp LUN aus, die zuvor als Installationsfestplatte fur ESXi eingerichtet wurde, und
dricken Sie die Eingabetaste, um die Installation fortzusetzen.

. HETAFP  LUN C-PMaode (rian  GHHAIEEHIEINAMRS6HEI0Y .. o) 15 B0 GiH

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort s

9. Wahlen Sie das entsprechende Tastaturlayout aus, und driicken Sie die Eingabetaste.
10. Geben Sie das Root-Passwort ein und bestatigen Sie es, und driicken Sie die Eingabetaste.

11. Der Installer warnt Sie, dass vorhandene Partitionen auf dem Volume entfernt werden. Fahren Sie mit der
Installation fort, indem Sie auf F11 drlicken. Der Server startet nach der Installation von ESXi neu.

Einrichten des VMware ESXi Host-Managementnetzwerkes

Bei den folgenden Schritten wird beschrieben, wie das Management-Netzwerk fir jeden VMware ESXi Host
hinzugefugt wird.

Alle Hosts

1. Geben Sie nach dem Neustart des Servers die Option zum Anpassen des Systems ein, indem Sie F2
dricken.

2. Melden Sie sich mit root als Anmeldenamen und dem Root-Passwort an, das zuvor wahrend des
Installationsprozesses eingegeben wurde.

Wahlen Sie die Option Managementnetzwerk konfigurieren.

Wahlen Sie Netzwerkadapter aus, und driicken Sie die Eingabetaste.

Wahlen Sie die gewlinschten Ports flr vSwitchO aus. Dricken Sie Die Eingabetaste.
Wabhlen Sie die Ports aus, die ethO und eth1 im CIMC entsprechen.

R
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10.

1.
12.
13.
14.

15.
16.

17.
18.

19.
20.
21.
22.
23.
24,
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Network Adapters

Select the adapters for this host s default management network
connection. Use two or more adapters for fault-tolerance and
load-balancing.

Device Mane Harduware Label (MAC Address) 5Status

vnn icl LOM Port 1 (...:5a:b5:8d:6e) Connected
vhnicl LOM Port 2 (...:5a:b5:8d:6f) Disconnected
vnnic? VIC-MLOM-ethO (...:70:6c: Connected
vnnicd VIC-iSCS5I-A (...3c:70:6c: Connected
vnn icd YIC-HLOM-ethZ (...:70:6c: Connected
vnnich VIC-iSCS5I-B (...3c:70:6C: Connected

«<D> View Details <Space> Toggle Selected <Enter> {Esc> Cancel

Wahlen Sie VLAN (optional) aus, und driicken Sie die Eingabetaste.
Geben Sie die VLAN-ID ein <<mgmt vlan_ id>>. Dricken Sie Die Eingabetaste.

Wahlen Sie im Menl Managementnetzwerk konfigurieren die Option IPv4-Konfiguration aus, um die IP-
Adresse der Managementoberflache zu konfigurieren. Driicken Sie Die Eingabetaste.

Markieren Sie mit den Pfeiltasten die Option statische IPv4-Adresse festlegen, und wahlen Sie diese
Option mithilfe der Leertaste aus.

Geben Sie die IP-Adresse zum Verwalten des VMware ESXi-Hosts ein <<esxi host mgmt ip>>.
Geben Sie die Subnetzmaske fur den VMware ESXi-Host ein <<esxi host mgmt netmask>>.
Geben Sie das Standard-Gateway fir den VMware ESXi-Host ein <<esxi host mgmt gateway>>.
Driicken Sie die Eingabetaste, um die Anderungen an der IP-Konfiguration zu akzeptieren.

Rufen Sie das IPv6-Konfigurationsmenl auf.

Deaktivieren Sie IPv6 ber die Leertaste, indem Sie die Option IPv6 aktivieren (Neustart erforderlich)
deaktivieren. Driicken Sie Die Eingabetaste.

Rufen Sie das Menu auf, um die DNS-Einstellungen zu konfigurieren.

Da die IP-Adresse manuell zugewiesen wird, missen auch die DNS-Informationen manuell eingegeben
werden.

Geben Sie die IP-Adresse des primaren DNS-Servers ein <<nameserver ip>>.

(Optional) Geben Sie die IP-Adresse des sekundaren DNS-Servers ein.

Geben Sie den FQDN fir den VMware ESXi-Hostnamen ein: <<esxi host fgdn>>.
Driicken Sie die Eingabetaste, um die Anderungen an der DNS-Konfiguration zu akzeptieren.
Beenden Sie das Untermeni Verwaltungsnetzwerk konfigurieren, indem Sie Esc driicken.

Driicken Sie Y, um die Anderungen zu bestatigen und den Server neu zu starten.



25. Wahlen Sie Fehlerbehebungsoptionen aus, und aktivieren Sie dann ESXi Shell und SSH.

@ Diese Fehlerbehebungsoptionen kdnnen nach der Validierung gemafn der
Sicherheitsrichtlinien des Kunden deaktiviert werden.

26. Driicken Sie zweimal Esc, um zum Hauptbildschirm der Konsole zurtickzukehren.

27. Klicken Sie im Dropdown-Menl CIMC-Makros > statische Makros > Alt-F oben auf dem Bildschirm auf Alt-

F1.

28. Melden Sie sich mit den richtigen Anmeldedaten fiir den ESXi Host an.

29. Geben Sie an der Eingabeaufforderung die folgende Liste von esxcli-Befehlen nacheinander ein, um die

Netzwerkverbindung zu ermoglichen.

esxcli network vswitch standard policy failover set -v vSwitchO -a

vmnic2,vmnic4 -1 iphash

Konfigurieren Sie den ESXi-Host

Verwenden Sie die Informationen in der folgenden Tabelle, um jeden ESXi Host zu konfigurieren.

Details

ESXi Hostname

ESXi Host-Management-IP
ESXi Host-Managementmaske
ESXi Host-Management-Gateway
ESXi Host, NFS-IP

ESXi Host-NFS-Maske

ESXi Host-NFS-Gateway

ESXi Host vMotion IP

ESXi Host vMotion Maske

ESXi Host vMotion Gateway
ESXi Host, iSCSIA IP

ESXi Host iISCSI-A-Maske
ISCSI-A-Gateway flr ESXi Host
ESXi-Host, iSCSI-B-IP
ISCSI-B-Maske fur ESXi Host
ESXi Host iISCSI-B-Gateway

Melden Sie sich beim ESXi-Host an

So melden Sie sich beim ESXi-Host an:

Detailwert

\<<esxi_Host_fqdn>
\<<esxi_Host_Mgmt_ip>
<<esxi_Host_mgmt_Netzmaske>>
\<<esxi_Host_ mgmt_Gateway>
\<<esxi_Host_NFS_ip>
<<esxi_Host NFS_Netmask>>
\<<esxi_Host NFS_Gateway>
<<esxi_Host_vMotion_ip>>
<<esxi_Host_vMotion_Netzmaske>>
\<<esxi_Host_vMotion_Gateway>
\<<esxi_Host_iSCSI-A_ip>
\<<esxi_Host iSCSI-A_Netzmaske>
\<<esxi_Host_iSCSI-A_Gateway>
\<<esxi_Host_iSCSI-B_ip>
\<<esxi_Host iSCSI-B_Netmask>
\<<esxi_Host_SCSI-B_Gateway>
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1. Offnen Sie die Management-IP-Adresse des Hosts in einem Webbrowser.

2. Melden Sie sich beim ESXi-Host mit dem Root-Konto und dem Passwort an, das Sie wahrend des
Installationsvorgangs angegeben haben.

3. Lesen Sie die Aussage zum VMware Customer Experience Improvement Program. Klicken Sie nach
Auswabhl der richtigen Antwort auf OK.

Konfigurieren Sie den iSCSI-Bootvorgang

Gehen Sie wie folgt vor, um iSCSI-Starts zu konfigurieren:

1. Wahlen Sie links die Option Netzwerk.

2. Wabhlen Sie rechts die Registerkarte Virtuelle Switches aus.

I Navigator | @. VM-Host-Infra-01 - Networking
~ [g Host Port groups | Virtual switches |
Manage

Monitor #= Add standard virtual switch

{51 Virtual Machines Name

[ storage 3 vSwitchd
& iScsiBootvSwitch
= vSwitch |
B vmk1
B vmk0

More networks...

3. Klicken Sie auf iScsiBootvSwitch.

4. Wahlen Sie Einstellungen bearbeiten aus.

5. Andern Sie die MTU in 9000, und klicken Sie auf Speichern.
6. Benennen Sie den iISCSIBootPG-Port in iSCSIBootPG-A um

Fir das Booten Uber iSCSI werden in dieser Konfiguration Vmnic3 und vmnic5 verwendet.
Wenn Sie zusatzliche NICs in Ihrem ESXi Host haben, haben Sie mdglicherweise

@ unterschiedliche vmnic-Zahlen. Um zu tberprifen, welche NICs fir das Booten von iSCSI
verwendet werden, stimmen Sie die MAC-Adressen auf den iSCSI vNICs in CIMC den
vmnics in ESXi ab.

~

. Wahlen Sie im mittleren Fensterbereich die Registerkarte VMkernel NICs aus.

oo

. Wahlen Sie VMkernel NIC hinzufligen aus.
a. Geben Sie einen neuen Portgruppennamen von iScsiBootPG-B an
b. Wahlen Sie iScsiBootvSwitch fur den virtuellen Switch aus.

C. Eingabe <<iscsib vlan id>> Furdie VLAN-ID.
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d. Andern Sie die MTU in 9000.

e. |IPv4-Einstellungen erweitern.

f. Wahlen Sie Statische Konfiguration.

g- Eingabe <<var hosta iscsib_ ip>> FlrAdresse.

h. Eingabe <<var hosta iscsib_mask>> Fir Subnetzmaske.

i. Klicken Sie auf Erstellen .
@ Stellen Sie die MTU auf iScsiBootPG-A auf 9000 ein

9. Fuhren Sie die folgenden Schritte aus, um das Failover festzulegen:

a. Klicken Sie auf Einstellungen bearbeiten auf iSCSIBootPG-A > Tiering und Failover > Failover Order >
Vmnic3. Vmnic3 sollte aktiv sein und vmnic5 nicht verwendet werden.

b. Klicken Sie auf Einstellungen bearbeiten auf iSCSIBootPG-B > Teaming und Failover > Failover-
Reihenfolge > Vmnic5. Vmnic5 sollte aktiv sein und vmnic3 sollte nicht verwendet werden.

1ScsiBootPG-A - Edit Settings

Properties
. Load balancing
Security
Traffic shaping Network failure detection

Teaming and fallover

Motify switches

Faillback
Failover order

ﬂ Cverride

Active adapters =
vmnic3

Standby adapters

Unused adapters

vmnics

-

Select active and standby adapters
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Konfigurieren Sie iSCSI-Multipathing

Gehen Sie wie folgt vor, um iSCSI-Multipathing auf den ESXi-Hosts einzurichten:

1. Wahlen Sie im linken Navigationsbereich Storage aus. Klicken Sie Auf Adapter.

2. Wahlen Sie den iSCSI-Software-Adapter aus, und klicken Sie auf iSCSI konfigurieren.

‘T3 Navigator | B VM-Host-Infra-01 - Storage
Al s Datastores | Adapters | Devices  Persistent Memory
Manage
Manitor E configure i5CS| B Software iSCSI Rescan | (@ Refresh | £} Actions
{51 Virtual Machines E Name
vl #a vmhba0
v£3 Networking [ 1] W vrinbat
v Switchd W viiiba2
- & vmhba3
el #& vmhbad
More networks...
B vmnibatd
#@ vmhbas

n vmhbag4
Model

Driver

3. Klicken Sie unter dynamische Ziele auf dynamische Ziele hinzuftigen.
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= configure iSCSI - vinhbat4

iSC3I enabled

b Name & alias

» CHAP authentication

b Mutual CHAP authentication

b Advanced seitings

Disabled '® Enabled

ign. 1992-01_com cisco:ucsA-01

Do notuse CHAP

Do not use CHAP

Click to expand

Network port bindings No port bindings

Static targets Add static target (@ search )
Target v | Address v | Port e
ign.1992-08 com.netapp:sn.e42fatb2d2el11e9a68d00a00887 .  172.21.183.1058 3260
ign.1992-08 com netapp:sn.ed2fabb2d2e011e9a68d00a0987. . 172.21.184.106 3260
ign.1992-08 com.netapp:sn.e42iatb2d2el11e9a68d00a0087. .  172.21.183.106 3260
ign:1992-08.com.netapp:sn.e42fatb2d2e011e9a68d00al081...  172.21.184.105 3260

Dynamic targets g Add dynamic target | Q Search |
Address v | Port v
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260

Save configuration | | Cancel

4. Geben Sie die IP-Adresse ein iscsi_1if0la.

a. Wiederholen Sie diesen Vorgang mit den IP-Adressen iscsi 1if0lb, iscsi 1if02a, und

iscsi 1if02b.

b. Klicken Sie Auf Konfiguration Speichern.

Dynamic targets

& Add dynamic target

I:Q Search I
Address ~  Port ~
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
| Save configuration || Cancel

@ Sie konnen die iISCSI LIF IP-Adressen finden, indem Sie den Befehl show der

Netzwerkschnittstelle auf dem NetApp Cluster ausfiihren oder sich in System Manager auf
der Registerkarte Netzwerkschnittstellen ansehen.

Konfigurieren Sie den ESXi-Host

Fuhren Sie die folgenden Schritte aus, um ESXi-Starts zu konfigurieren:

4
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1. Wahlen Sie im linken Navigationsbereich die Option Netzwerk.
2. Wahlen Sie vSwitch0 aus.

vmware ESXi oo@17221.181.100 « | Heip ~ | (CEIed
7% Navigator (2 vSwitchd
~ [ Host
Vi & Adduplink  Editsettings | (3 Refresh | & Actions
Mo ___ vSwitch0
kT e Type Standard vSwitch
(51 Virtual Machines i T .
H Sstorage Upiinks: 2
~ @ Networking
W vmkQ = vSwitch Details - vSwitch topology
L W] MTU 9000
= vSwilchO MGMT-Network e Physical adaplers
pons preep— e 7 =
= iscsiBootvSwitch VLAN ID: 3437 = vmnicd , 10000 Mbps, Full
SR Link discovery Listen | Cisco discovery protocol (COP) + Virtual Machines (3) i s 0D o vk
Attached VMs 3 (3 active) { 10meter-Vi-testi L
VAT Adtress 00:50 582 ee
Beacon interval 1 FA——
T MAC Address 00:00.80:30:60:81
- iming polic
'g policy {5 10meter-vi
Notiy switches Yes MAC Address 00:50,50:86:2203
1 Policy Route based on IP hash

3. Wahlen Sie Einstellungen Bearbeiten.
4. Andern Sie die MTU in 9000.

5. Erweitern Sie NIC Teaming und stellen Sie sicher, dass sowohl vmnic2 als auch vmnic4 auf aktiv
eingestellt sind und NIC Teaming und Failover auf Weiterleiten auf Grundlage von IP-Hash eingestellt sind.

Fir die IP-Hash-Methode zum Lastausgleich muss der zugrunde liegende physische Switch
mithilfe von SRC-DST-IP EtherChannel mit einem statischen (Mode- ein) Port-Kanal
ordnungsgemaf konfiguriert werden. Aufgrund einer moglichen Switch-Fehlkonfiguration ist

CD die Konnektivitat moglicherweise zeitweise nicht mehr verfiigbar. Wenn ja, fahren Sie dann
vorlibergehend einen der beiden verbundenen Uplink-Ports auf dem Cisco Switch herunter,
um wahrend der Fehlerbehebung flr die Port-Channel-Einstellungen die Kommunikation mit
dem ESXi Management vmKernel Port wiederherzustellen.

Konfigurieren Sie die Portgruppen und VMkernel NICs

Flhren Sie die folgenden Schritte aus, um die Portgruppen und VMkernel-NICs zu konfigurieren:

1. Wahlen Sie im linken Navigationsbereich die Option Netzwerk.

2. Klicken Sie mit der rechten Maustaste auf die Registerkarte Portgruppen.
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vmware ESXi

| "z Navigator

» [g Host

Manage

| Port groups | Virtual switches

%3 Add portgroup ' Ediisettings |

Manitor

£ Virtual Machines Name v
EH storage €3 VM Network [
f Networking g Management Network 1

2 ScsiBootv Switch €9 iScsiBootPG 1

&8 v Switchi
More networks...

3. Klicken Sie mit der rechten Maustaste auf VM Network, und wahlen Sie Bearbeiten aus. Andern Sie die
VLAN-ID in <<var vm traffic vlan>>.

4. Klicken Sie Auf Portgruppe Hinzuflgen.

a.
b.

C.
d.

Geben Sie den Namen der Portgruppe MGMT-Network an.
Eingabe <<mgmt vlan>> Fir die VLAN-ID.
Stellen Sie sicher, dass vSwitchO ausgewahlt ist.

Klicken Sie auf Speichern.

5. Klicken Sie auf die Registerkarte VMkernel NICs.

|5 Navigator

|| 2 VM Hostinfra-01 - Networking
~ [ Host Port groups Virtual switches Physical NICs | VMkemnel NICs

Manage

Motitor ¥ Add VMkernel NIC 7 Editzettinos | (G Refresh |
(51 Virtual Machines E Neime ) | oy

|

& storage i vmko €3 Management Network =
£ Networking L1 s 6 iScsiBootPG-A =

6. Wahlen Sie VMkernel NIC hinzufligen aus.

a.
b.
- Eingabe <<nfs_vlan id>> Fur die VLAN-ID.

-~ ©® o

@

Wahlen Sie Neue Portgruppe.
Benennen Sie die Portgruppe NFS-Network.

Andern Sie die MTU in 9000.
IPv4-Einstellungen erweitern.
Wahlen Sie Statische Konfiguration.

Eingabe <<var hosta nfs ip>> FirAdresse.

TCP/IP stacks f

~ | TCP/IP stack

Default TCPAP stack
Default TCPAP stack
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h. Eingabe <<var hosta nfs_mask>> Flr Subnetzmaske.

i. Klicken Sie auf Erstellen .
7. Wiederholen Sie diesen Prozess flr die Erstellung des vMotion VMkernel Port.
8. Wahlen Sie VMkernel NIC hinzufiigen aus.

a. Wahlen Sie Neue Portgruppe.

b. Benennen Sie vMotion fiir die Portgruppe.

C. Eingabe <<vmotion vlan id>> Firdie VLAN-ID.
d. Andern Sie die MTU in 9000.

e. IPv4-Einstellungen erweitern.

—h

Wahlen Sie Statische Konfiguration.

Eingabe <<var hosta vmotion ip>> FurAdresse.

5 @«

Eingabe <<var hosta vmotion mask>> Flr Subnetzmaske.

Stellen Sie sicher, dass das Kontrollkdstchen vMotion nach den IPv4-Einstellungen ausgewahlt ist.

8 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID | 3441 |
MTU | 9000 |
IF version IPv4 only v
= |Pvd setlings
Configuration | DHCP '® Static
Address 1722118563 |
Subnet mask | 255255 2550 |
TCFIP stack Default TCP/IP stack v
Senvices - -
# yiMotion ! Provisioning ! Fault tolerance logging
) Management U Replication ! NFC replication
Create || Cancel
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Monti

Es gibt viele Moglichkeiten, ESXi Networking zu konfigurieren, einschlieRlich der

@ Verwendung des VMware vSphere Distributed Switches, wenn lhre Lizenzierung es zulasst.
In FlexPod Express werden alternative Netzwerkkonfigurationen untersttitzt, wenn sie zur
Erflllung der geschaftlichen Anforderungen erforderlich sind.

eren Sie die ersten Datenspeicher

Die ersten Datenspeicher, die gemountet werden sollen, sind die infra datastore Datastore fur VMs und
das infra_ swap Datenspeicher fir VM-Auslagerungsdateien:

1. Klicken Sie im linken Navigationsbereich auf ,Storage“ und dann auf New Datastore.

2. W

ahlen Sie Mount NFS Datastore aus.

3
|5 Novour || 3 ucsesxia.cie.netapp.com - Storage
~ [ Host | Datastores | Adapters Devices
Manage
Monitor 3 New datastore
(%1 Virtual Machines | 0 Name
Orage B datastore
e I =0

3 New datastore

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMFS datastore

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

Create a new datastore by mounting a remote NFS volume

Back | | Mext | Finlsh | | Cancel

4

3. Geben Sie die folgenden Informationen auf der Seite ,NFS Mount Details angeben* ein:

° Name: infra datastore
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4.
5.

° NFS-Server: <<var nodea nfs 1if>>

° Weitersagen: /infra datastore

o Stellen Sie sicher, dass NFS 3 ausgewahlt ist.
Klicken Sie Auf Fertig Stellen. Die Aufgabe wird im Fenster Letzte Aufgaben ausgefihrt.
Wiederholen Sie diesen Vorgang, um den zu mounten infra swap Datenspeicher:

° Name: infra swap

° NFS-Server: <<var nodea nfs 1if>>

° Weitersagen: /infra swap

o Stellen Sie sicher, dass NFS 3 ausgewahlt ist.

Konfigurieren Sie NTP

Gehen Sie wie folgt vor, um NTP fur einen ESXi-Host zu konfigurieren:

1.

o > 0D

Klicken Sie im linken Navigationsbereich auf Verwalten. Wahlen Sie im rechten Fensterbereich System
aus, und klicken Sie anschlieRend auf Zeit und Datum.

Wahlen Sie Network Time Protocol (Network Time Protocol verwenden) (NTP Client aktivieren) aus.
Wabhlen Sie Start und Stopp mit Host als Startrichtlinie fir den NTP-Dienst aus.
Eingabe <<var ntp>> Als NTP-Server. Sie konnen mehrere NTP-Server festlegen.

Klicken Sie auf Speichern .

"3 Navigator 1 || [@ vM-Host-Infra-01 - Manage
4. @ Host ! System . Hardware Licensing Packages Services Securily & users
Monitor Advanced settings ¢ Editsettings | (& Refresh | ¥ Actions
1 Virtural Machines mel  Atestan Current date and fime Monday, October 14, 2019, D8:50:27 UTC
& st Swap
Iane NTP service status Runnin
: Time & date 4
~ &3 Networking A
. VKo — NTP servers 1.10.54.17.30
2.1061.184.233
B vmk1
3.1061.184.234
== vSwitchD

= iScsiBootvSwitch
More networks...

Verschieben Sie den Speicherort der VM-Auslagerungsdatei

Diese Schritte bieten Details zum Verschieben der VM-Auslagerungsdatei.

1.
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“I Navigator ‘| || [J ucsesxia.cie.netapp.com - Manage
x Q Host | System Hardware Licensing Packages Services Securit
Manitar Advanced settings & Editsettings | (@ Refresh
= Autostart
{1 Virtual Machines 0 Elanicd Lz
- Swap
E storage :I I"] . Datastore Mo
> — Time & date
~ 3 Networking I ::'_3
Host cache Yes
vSwitchi
= iScsiBootvSwitch Local swap fes
More networks...

2. Klicken Sie Auf Einstellungen Bearbeiten. Wahlen Sie infra_swap In den Datastore-Optionen.

| [ Edit swap configuration
Enabled ® ves @ No
Datastore infra_swap v
Local swap enabled ® ves @ No
Host cache enabled 8 vaz (0 No

Save || Cancel

3. Klicken Sie auf Speichern .

"Weiter: VMware vCenter Server 6.7U2 Installationsverfahren."

Installationsverfahren fiir VMware vCenter Server 6.7U2

Dieser Abschnitt enthalt ausfuhrliche Verfahren zur Installation von VMware vCenter
Server 6.7 in einer FlexPod Express-Konfiguration.

CD FlexPod Express verwendet die VMware vCenter Server Appliance (VCSA).

Laden Sie die VMware vCenter Server Appliance herunter

So laden Sie die VMware vCenter Server Appliance (VCSA) herunter:

1. Laden Sie die VCSA herunter. Offnen Sie den Download-Link, indem Sie bei der Verwaltung des ESXi-
Hosts auf das Symbol vCenter Server abrufen klicken.

2. Laden Sie die VCSA von der VMware-Website herunter.
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w

. Obwohl die installierbare Microsoft Windows vCenter Server unterstitzt wird, empfiehlt VMware VCSA flr
neue Implementierungen.

. Mounten Sie das ISO-Image.

. Navigieren Sie zum verzeichnis vcsa- ui-Installer > win32. Doppelklicken installer.exe.

. Klicken Sie Auf Installieren.

. Klicken Sie auf der Seite Einfiihrung auf Weiter.

i

Installer

VCenter Server Appliance Installer [= o

vim Install - Stage 1: Deploy appliance

[+

Select datastore

End user license agreement

Read and accept the following license agreement

VMWARE END USER LICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN
YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING
THE INSTALLATION OF THE SOFTWARE.

EVALUATION LICENSE. if You are

Software is onlv nermitfed in a nor

@ | acc

ccept the terms of the license agreement

CANCEL ‘ BACK ‘ NEXT

8. Wahlen Sie als Bereitstellungstyp den Embedded Platform Services Controller aus.
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3 vCenter Server Appliance Installer |;|E-
Instalier
vm Install - Stage 1: Deploy appliance
e Select deployment type
Select the deployment type you want to configure on the appliance
2 End user license agreement
3 Select deployment type F e informa e en es, refe e vsphere 6.7 mentati
4 Appliance deplovment target Embedded Platform Services Controller Appliance
rwith an Embedded Plat Platform Services
= " - e e = Controller
S Setup appliance A -
vCenter
Server
Se e ment size
8 nfiqure network settings External Platform Services Controlier Appilance
Platform Services
_ Controller
Read mplete stage
& Pla
Appliance
vCenter
Server
@ Falls erforderlich wird auch die Controller-Implementierung fiir externe Plattformen im
Rahmen der FlexPod Express Losung unterstitzt.

9. Geben Sie im Appliance Deployment Target die IP-Adresse eines bereitgestelltem ESXi-Hosts, den Root-
Benutzernamen und das Root-Passwort ein.
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7 vCenter Server Appliance Installer | == %

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Appliance deployment target

- Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server

2 End user license agreeme
ance hich the appliance e de ed
elect deployme pe
ESXi host or vCenter Server 17221181100 @
4 Appliance deployment target name
5 Set up appliance VM HTTPS port 443
6 Select deployment size User name oot @
elect datastore Password

8 Conhgure network settings
9 Rea mplete stage 1

10. Legen Sie die Appliance-VM fest, indem Sie VCSA als VM-Name und das Root-Passwort eingeben, das
Sie fur VCSA verwenden mdchten.
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7] VCenter Server Appliance Installer [- =T

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Set up appliance VM

End user license agreemel Spe e
3 Select deployment type VM name FlexPod-VCSA, @
o et targeL Setrootpassword 0 sssssssss
5 Setup appliance VM T

CANCEL ‘ BACK ‘ NEXT

11. Wahlen Sie die Implementierungsgrélie aus, die am besten zu lhrer Umgebung passt. Klicken Sie Auf
Weiter.
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3 vCenter Server Appliance Installer [= o

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Select deployment size

Deployment size

4 A e de nent targe
5 Setup appliance VM Storage size Default @
6 Select deployment size Resources required for different deployment sizes
7 celect datastore Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (up to) VMs (up to)
Tiny 2 10 300 10 100
onfi e k settings
Small 4 16 340
9 Ready i e stag . 24 ') 400 4
Large € 32 74

CANCEL BACK ‘ NEXT

12. Wahlen Sie die aus infra_datastore Datenspeicher: Klicken Sie Auf Weiter.

13. Geben Sie die folgenden Informationen auf der Seite Netzwerkeinstellungen konfigurieren ein, und klicken
Sie auf Weiter.

a. Wahlen Sie MGMT-Network fir Netzwerk.

b. Geben Sie den FQDN oder die IP ein, die fur den VCSA verwendet werden sollen.
c. Geben Sie die zu verwendenden IP-Adresse ein.

d. Geben Sie die zu verwendenden Subnetzmaske ein.

e. Geben Sie das Standard-Gateway ein.

f. Geben Sie den DNS-Server ein.

14. Uberpriifen Sie auf der Seite bereit zum AbschlieRen von Phase 1, ob die von Ihnen eingegebenen
Einstellungen korrekt sind. Klicken Sie Auf Fertig Stellen.

84



3 VCenter Server Appliance Installer [=T=

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Configure network settings
on
g network set t ]
E Se ense agreemer
3 Select deployment type Network MGMT-Network @
4 A ia deployment target IP version 1Pva
5 Setup appliance VM IP assignment static
O SEeclacpioyment sze FQDN FlexPod-VCSA cie netapp.com @
7 Select da a
- IP address 172.21.181.105
onfigure network settin
g gu WOk SSidngs Subnet mask or prefix length 2552552550 @
9 Read & stage
: Default gateway 172.21181.1

DNS servers 10.61.184.251,10.61.184 252‘!

HTTP 80

HTTPS 443

15. Uberprifen Sie Ihre Einstellungen in Phase 1, bevor Sie mit der Bereitstellung der Appliance beginnen.
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v VCenter Server Appliance Installer [-[=

Instalier

vim Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Ready to complete stage 1

Deployment Details

Target ESXi host 17221181100

T
T
U

VM name
Deployment type Center Server with an Embedded Platform Services Controller
6 Select deployment size Deployment size

Storage size Default

Datastore Detalls

Datastore, Disk mode nfra_swap (1), thin

9 Ready to complete stage 1 Network Details
Network MGMT-Network
IP settings Pv4 | static
IP address 172 21181105
System name FlexPod-VCSA cie netapp.com
Subnet mask or prefix length
Default gateway
DNS servers 10.61184 25110 61184252
HTTP Port

HTTPS Port

Die VCSA wird jetzt installiert. Dieser Vorgang dauert mehrere Minuten.

16. Wenn Phase 1 abgeschlossen ist, wird eine Meldung angezeigt, die angibt, dass sie abgeschlossen ist.
Klicken Sie auf Weiter, um die Konfiguration von Phase 2 zu beginnen.

17. Klicken Sie auf der Seite Einfihrung in Phase 2 auf Weiter.

86



= VCenter Server Appliance Installer

Installer

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

Introduction Introduction

- N _ vCenter Server Appliance installation overview
ppliance configuration

S50 configuration

Configure CEIP Q

Ready to complete

Set up vCenter Server Appliance

nstalling the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the vCenter Server Appliance

CANCEL NEXT

18. Eingabe <<var ntp_ id>> Fir die NTP-Serveradresse. Sie kdnnen mehrere NTP-IP-Adressen eingeben.

19. Wenn Sie Hochverfugbarkeit (HA) in vCenter Server verwenden mochten, stellen Sie sicher, dass der
SSH-Zugriff aktiviert ist.

20. Konfigurieren Sie den SSO-Domanennamen, das Passwort und den Standortnamen. Klicken Sie Auf
Weiter.

87



Il Installer

vm Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

mocadchen ® Create a new SSO domain
Appliance configuration Single Sign-On domain name vsphere.local

SSO configuration Single Sign-On user name administrator

Configure CEIP Single Sign-On password [r—

I Confirm password
Ready to complete

Join an existing SSO domain

CANCEL | BACK NEXT

@ Notieren Sie diese Werte fur lhre Referenz, insbesondere wenn Sie vom abweichen
vsphere.local Domain-Name:

21. Treten Sie auf Wunsch dem VMware Customer Experience-Programm bei. Klicken Sie Auf Weiter.
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Installer

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controlier

Configure CEIP

Join the VMware Customer

Introduction
Appliance configuration

SSO configuration
VMware's Customer Experience Improvement Program (“CEIP") provides
Configure CEIP VMware with information that enables VMware tc improve its products and
services, to fix problems, and to advise you on how best to deploy and use our
Ready 1o complete products. As part of the CEIP, VMware collects technical information about your
organization’s use of VMware products and services on a regular basis in
association with your organization's VMware license key(s). This information
does not personally identify any individual
Additional information regarding the data collected through CEIP and the

purposes for which it is used by VMware is set forth in the Trust & Assurance

Center at http./www.vmware.com/trustvmware/ceip.html

If you prefer not to participate in VMware's CEIP for this product, you should
uncheck the box below. You may join or leave VMware’s CEIP for this product at
any time

¥ Join the VMware's Customer Experience Improvement Program (CEIP)

22. Zeigen Sie die Zusammenfassung lhrer Einstellungen an. Klicken Sie auf Fertig stellen oder verwenden
Sie die Schaltflache Zurlck, um die Einstellungen zu bearbeiten.

23. Es wird eine Meldung angezeigt, die besagt, dass Sie die Installation nach dem Start nicht unterbrechen
oder beenden konnen. Klicken Sie auf OK, um fortzufahren.
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Warning

You will not be able 1o pause or stop the install from
completing once its started. Click OK to continue, or Cancel 1o

stop the install

-

Die Einrichtung der Appliance wird fortgesetzt. Dies dauert einige Minuten.
Es wird eine Meldung angezeigt, die angibt, dass das Setup erfolgreich war.
24. Die Links, die der Installer zum Zugriff auf vCenter Server bereitstellt, sind anklickbar.

"Als Nachstes: VMware vCenter Server 6.7U2 und vSphere Clustering-Konfiguration."

Clustering-Konfiguration fiir VMware vCenter Server 6.7U2 und vSphere

Gehen Sie wie folgt vor, um VMware vCenter Server 6.7- und vSphere-Clustering zu
konfigurieren:

1. Navigieren Sie zu https://<<FQDN or IP of vCenter>>/vsphere-client/.
2. Klicken Sie auf vSphere Client starten.

3. Melden Sie sich mit dem Benutzernamen Administrator@vsphere.local und dem SSO-Passwort an, das
Sie wahrend des VCSA-Setups eingegeben haben.

4. Klicken Sie mit der rechten Maustaste auf den vCenter-Namen, und wahlen Sie New Datacenter aus.

5. Geben Sie einen Namen flir das Datacenter ein, und klicken Sie auf OK.
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Erstellen eines vSphere Clusters
Gehen Sie zum Erstellen eines vSphere-Clusters wie folgt vor:

1. Klicken Sie mit der rechten Maustaste auf das neu erstellte Datacenter, und wahlen Sie Neuer Cluster aus.

2. Geben Sie einen Namen fiir das Cluster ein.

3. Aktivieren Sie DR und vSphere HA, indem Sie die Kontrollkastchen auswahlen.

4. Klicken Sie auf OK.

New Cluster FlexPod-Datacenter

Name FlexPod-Cluster

Location B8 FlexPod-Datacenter

DRS ()

vSphere HA o
vSAN C’

These services will have default settings - these can be changed later in the

Cluster Quickstart workflow

Fiigen Sie die ESXi-Hosts dem Cluster hinzu

Fuhren Sie die folgenden Schritte aus, um dem Cluster die ESXi-Hosts hinzuzufligen:

1. Klicken Sie mit der rechten Maustaste auf das Cluster, und wahlen Sie Host hinzufligen aus.
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Add hosts

Add new and existing hosts to your cluster

1 Add hosts New hosts (1)

2 HOSt summary

rReady to complete

RARSS

2. Gehen Sie wie folgt vor, um dem Cluster einen ESXi-Host hinzuzuflgen:
a. Geben Sie die IP oder den FQDN des Hosts ein. Klicken Sie Auf Weiter.
b. Geben Sie den Benutzernamen und das Kennwort flir den Root-Benutzer ein. Klicken Sie Auf Weiter.

c. Klicken Sie auf Ja, um das Host-Zertifikat durch ein vom VMware-Zertifikatsserver signiertes Zertifikat
Zu ersetzen.

d. Klicken Sie auf der Seite Host Summary auf Next.

e. Klicken Sie auf das grine Symbol +, um dem vSphere-Host eine Lizenz hinzuzuflgen.
3. Dieser Schritt kann auf Wunsch spater abgeschlossen werden.

a. Klicken Sie auf Weiter, um den Sperrmodus deaktiviert zu lassen.

b. Klicken Sie auf der Seite VM-Speicherort auf Weiter.

c. Uberpriifen Sie die Seite ,bereit fur Fertigstellung“. Verwenden Sie die Zuriick-Taste, um Anderungen
vorzunehmen, oder wahlen Sie Fertig stellen.

4. Wiederholen Sie die Schritte 1 und 2 fiir Cisco UCS Host B.

@ Dieser Prozess muss fur alle zusatzlichen Hosts abgeschlossen werden, die zur
Konfiguration von FlexPod Express hinzugefiigt werden.

Konfigurieren Sie coredump auf den ESXi-Hosts

Flhren Sie die folgenden Schritte aus, um coredump auf den ESXi-Hosts zu konfigurieren:

1. Melden Sie sich bei HTTPS an:// "VCenter" IP:5480/, geben Sie Root fur den Benutzernamen ein, und
geben Sie das Root-Passwort ein.
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https://172.21.181.105:5480/ui/services

2. Klicken Sie auf Services und wahlen Sie VMware vSphere ESXI Dump Collector.

3. Starten Sie den VMware vSphere ESXI Dump Collector Service.

< C A Notsecure | 172.21.181.105:5480/ui/services

vm Appliance Management Mon 10-28-2019 06:51 AM UTC

Summary START
Monitor Name L
SAN health Se| e
Access
Mware vSphere Web Clier
Networking
VMware ere Update Manage
Firewall VMware vSphere Profile-Driven Storage Service
© VMware vSphere ESXi Dump Collector
Time
VMware vSphere Client
Services
VMware vSphere Authentication Proxy
Update VMware vService Manager
. Viwa SAN Data Protection Se =
Administration
VMware vCenter-Services
Syslog
VMware vCenter Server
Backup VMware vCenter High Availability
VMware Topology Service

4. Stellen Sie mithilfe von SSH eine Verbindung zum Management-IP-ESXi-Host her, geben Sie Root fiir den
Benutzernamen ein und geben Sie das Root-Passwort ein.

5. Fuhren Sie folgende Befehle aus:

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

6. Die Nachricht verified the configured netdump server is running Wird angezeigt, nachdem
Sie den letzten Befehl eingegeben haben.
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@ Dieser Prozess muss fur alle zusatzlichen, FlexPod Express hinzugeflgten Hosts
abgeschlossen sein.

@ ip address of core dump collector In dieser Validierung befindet sich die vCenter
IP.

"Weiter: Implementierungsverfahren fur NetApp Virtual Storage Console 9.6."

Implementierungsverfahren fiir NetApp Virtual Storage Console 9.6

Dieser Abschnitt beschreibt die Implementierungsverfahren fir die NetApp Virtual
Storage Console (VSC).

Installieren Sie Virtual Storage Console 9.6

Gehen Sie wie folgt vor, um die VSC 9.6-Software mithilfe einer OVF-Implementierung (Open Virtualization
Format) zu installieren:

1. Wechseln Sie zu vSphere Web Client > Host Cluster > Deploy OVF Template.
2. Offnen Sie die VSC OVF-Datei, die von der NetApp Support-Website heruntergeladen wurde.
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Deploy OVF Template
Select an OVF template

Select an OVF template from remote URL or local file system

from the Internet

ard drive, a network s

T | B Desktop » v G| [Sear © |Pestore

Move

QOrganize v New folder Size

r - Choose Files | No fi

H Favorites = p-s12-0.6-4209-20190812_0930 (2)....
B Desktop | ovaFile =l

# Downloads

s
% Recent places 4 VMware-Tools-core-10.3.2-0925305
i

[ . E WarrineeTartRad b

™

File name: | unified-virtual-appliance-for-vsc- | [AllFiles v|

3. Geben Sie den VM-Namen ein, und wahlen Sie ein Datacenter oder einen Ordner aus, in dem die
Bereitstellung erfolgen soll. Klicken Sie Auf Weiter.

Deploy OVF Template

+ 1Select an OVF template Select a name and folder

¥4 2 Select a name and folder Specify a unique name and target location

+ 3 Select a compute resource

. . Virtual mach me: F -
« 4 Review details Virtual machine name lexPod-VSC

5 License agreements

+ 6 Select storage Select a location for the virtual machine

7 Select networks

v [ warriorsvcsa.cie.netapp.com

8 Customize template > [E8 FlexPod-Datacenter

4. Wahlen Sie das FlexPod Cluster ESXi Cluster aus und klicken Sie auf Weiter.

5. Uberpriifen Sie die Details und klicken Sie auf Weiter.
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Deploy OVF Template

v 15Select an OVF template Review details
v 2 Select a name and foider Verify the template details.

+ 3 Select a compute resource

4 Review details

5 License agreements Publisher No certificate present
6 Select storage
9 Product Virtual Appliance - NetApp VSC, VASA Provider and SRA for ONTAP
7 Select networks
8 Customize template Varsion See appliance for version
9 Ready to complete Viandar NetApp Inc
Description Virtual Appliance - NetApp VSC, VASA Provider, and SRA virtual

appliance for NetApp storage systems. For more information or support
please visit http//www netapp.com/

Download size | 10 GB
Size on disk 2.1 GB (thin provisioned)

53.0 GB (thick provisioned)

CANCEL BACK NEXT

6. Klicken Sie auf Akzeptieren, um die Lizenz zu akzeptieren, und klicken Sie auf Weiter.

7. Wahlen Sie das Format der virtuellen Thin Provisioning-Festplatte und einen der NFS-Datenspeicher aus.
Klicken Sie Auf Weiter.
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Deploy OVF Template

+ 1Select an OVF template Select storage

+ 3 Select a compute resource

+ 4 Review details |

+ 5 License agreements

Select virtual disk format
6 Select storage

7 Select networks VM Storage Policy:
8 Customize template Name

9 Ready to complete ] Infra_datastore

& infra_datastoret

& infra_swap (1)

Compatibility

+ 2 Select a name and folder Select the storage for the configuration and disk files

Thin Provision

Datastore Default

Capacity
75 GB
475 GB
100 GB

Provisioned
360 KB
6399 GB
498GB

Free
75GB
276.86 GB
9502 GB

%3
NF =

NF

v Compatibility checks succeeded

CANCEL BACK NEXT

8. Wahlen Sie unter Netzwerke auswahlen ein Zielnetzwerk aus, und klicken Sie auf Weiter.
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Deploy OVF Template

1 Select an OVF template Select networks

2 Select a name and folder Select a destination network for each source network

< - Source Network ) Destination Network T
4 Review details

5 License agreements nat MGMT-Network : -

v
v
+ 3 Select a compute resource
v
v
v

6 Select storage

7 Select networks

8 Customize template

1items

IP Allocation Settings

9 Ready to complete

IP allocation Static - Manual

IP protocol IPva

9. Geben Sie in der Vorlage ,Anpassen“ das VSC Administratorpasswort, den vCenter-Namen oder die IP-
Adresse und andere Konfigurationsdetails ein, und klicken Sie auf ,Weiter".

98



Deploy OVF Template
-
v 1Select an OVF template
P vCenter Server Address (")
+ 2 Select a name and folder
+ 3 Select a compute resource SD'E::ify the IP address/hostname of an existing vCenter to register to
+ 4 Review details 17221181105
+ 5 License agreements
v 6 Select storage Port (%)
v 7 Select networks
Specify the HTTPS port of an existing vCenter to register to
'd 8 Customize template
9 Ready to complete 443
Username (%)
Specify the username of an existing vCenter to reagister to
administrator@vsphere.lot
Password (%)
Specify the password of an existing vCenter to register to
Password
Confirm Password = meseseees |
- Network Properties 8 settings
Host Name
Specify the hostname for the appliance. (Leave blank if DHCP is desired) X
CANCEL BACK NEXT

10. Uberprifen Sie die eingegebenen Konfigurationsdetails und klicken Sie auf ,Fertig stellen, um die
Implementierung der NetApp-VSC VM abzuschlief3en.

11. Schalten Sie die NetApp-VSC VM ein und 6ffnen Sie die VM-Konsole.

12. Wahrend des Bootens von NetApp-VSC VMs sehen Sie eine Eingabeaufforderung zur Installation von

VMware Tools. Wahlen Sie in vCenter NetApp-VSC VM > Gastbetriebssystem > VMware Tools installieren

aus.
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Booting VUSC, UASA Provider, and SRA virtual appliance...Please wait...
UMware Tools OUF uvCenter configuration not found.
UMuware Tools OUF uvCenter configuration not found.
Ufware Tools OUF vCenter configuration not found.
UMuare Tools installation
Before you can continue the USC, UASA Prouider, and SRA virtual appliance
installation, you must install the UNware Tools:

1. Select UM > Guest 0S5 > Install UMware Tools.

OR

Click on "Install UHware Tools" pop-up box on the uSphere UWeb Client.

Follow the prompts provided by the UHuware Tools wizard.

Once you click on mount, the installation process will automatically continue.

13. Wahrend der Anpassung der OVF-Vorlage wurden Informationen zur Netzwerkkonfiguration und
Registrierung fur vCenter bereitgestellt. Nach der Ausfiihrung der NetApp-VSC VM sind VSC, vSphere API
for Storage Awareness (VASA) und VMware Storage Replication Adapter (SRA) bei vCenter registriert.

14. Melden Sie sich vom vCenter Client ab, und melden Sie sich erneut an. Bestatigen Sie im Home Mend,
dass die NetApp VSC installiert ist.
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/\\ There are expired or expirin

vmm vSphere Client

= @] Home trl + alt + hor
= $ o -DC ACTIONS v

& Shortcuts

v 7 warriorsvcsa.cienetapp.cc itor Configure Permi
v [ Warriors-DC [J Hosts and Clusters
[T warrior e ar iosts 2
> i Warriors-Clustes @ VMs and Templates brvual Macines: 6
Storage trl + alt + 4  ‘lusters
Jetworks
¥ Networking )atastores 5
& Content Libraries
&5 Global Inventory Lists
[® Policies and Profiles b
ZA Auto Deploy
Ve
<|> Developer Center
(®) vRealize Operations
P Vvirtual Storage Console
& Administration
S Update Manager
] Tasks
Cg Events
= =Ta L= 1 A*trilvgitac .
& Tags & Custom Attributes s Compliance @ Com
Precheck Remediation State () Remu

Laden Sie das NetApp NFS VAAI Plug-in herunter und installieren Sie es

So laden Sie das NetApp NFS VAAI Plug-in herunter und installieren es:

1. Laden Sie das NetApp NFS Plug-in 1.1.2 fir VMware herunter . vib Datei von der NFS Plugin
Download-Seite und speichern Sie sie auf lnrem lokalen Computer oder Admin-Host.
2. Laden Sie das NetApp NFS Plug-in fir VMware VAAI herunter:

a. Wechseln Sie zum "Software Download Seite".
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b. Scrollen Sie nach unten und klicken Sie auf NetApp NFS Plug-in for VMware VAAI.
c. Wahlen Sie im Startbildschirm des vSphere Web Client die Option Virtual Storage Console aus.

d. Laden Sie unter Virtual Storage Console > Einstellungen > NFS VAAI Tools das NFS-Plug-in hoch,
indem Sie die Option Datei auswahlen und dort navigieren, wo das heruntergeladene Plug-in
gespeichert ist.

vm vSphere Client

Virtual Storage Conscle
& overview
§ Storage Systems
&, Storage Capability Profiles
&, Storags Mapping
T T——
~ Reports
Datastore Report
Virtual Machine Report
WVal Datastore Report

Vol Virtual Machine Report

Settings vCenter server w
Administrative Settings Unified Appliance Settings NFS VAAI Tools

NFS Plug-in for VMWare VAAI

The NFS plug-in for VMware VAAI is a software library that integrates with VMware's Virtual Disk Libraries, which are installed on the ESXi ho!
execute various primitives on files stored on NetApp storage systems. You can install the plug-in en a host using VSC. You can download NFS

site.

Existing version: 1.1.2-3 CHANGE

Upload NFS plug-in for VMware VAAI

Note: Before you install NFS plug-in for V| .
giaibic e ¢ Open (3]
1 |BE Desktop » v c| [ Search Desktap 2]
Install on ESXi Hosts -
Organize +  Newfolder B I @
. ~ ot ~
Select the compatible hosts an which Ar Favorites =l
= OpenOffice 4.1.1 (en-US)
B Desktop ' Installation Files
4 Downloads

Name =
NetAppHasPlugin.vib

VIB File
~ 360 KB
File name: | NetAppNasPlugin.ib v| [wFie v

] Recent places

<]

.

3. Klicken Sie auf Hochladen, um das Plug-in nach vCenter zu (bertragen.

4. Wahlen Sie den Host aus, und wahlen Sie dann NetApp VSC > NFS-Plug-in fir VMware VAAI installieren
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v [ warriorsvesa.cie.netapp.com

v Warriors-DC
v Warriors-Clusi
[ 722118118 151 New Virtual Machine..

[ 1722118119

{3 [Ometer-VN

& Iometer-vy &

(3 [Ometer-VN %

[ [Ometer-vN

El Actions - 17221181100

Y3 Deploy OVF Template...

'
|}
IJ_;'H WErferiyed Maintenance Mode

(B warriorsVst Connection
Power
Certificates
Storage

£ Add Networking...
Host Profiles

Export System Logs...

W Assign License..
Settings
Move To...
Tags & Custom Attributes
Remoyve from Inventory
Add Perrnission...
Alarms

Lipdate Manager

Recent Tasks Alari I NetApp VSC

Summary Monitor Configure

g Stersde g Virtual

Storage Adaplers

Storage Devices “ Standa
Host Cache Configur. g

Protocol Endpoints

/O Filters

r MNetworking

Viriual switches
Wkernel adapters
Physical adapters
TCP/IP configuration

r Airtual Machines

WM Startup/Shutdo.,
Agent VM Settings
Default VM Compati..f

Swap File Location

r System

Licensing

Host Profile

Time Configuration
Authentication Servi..|
Certificate

Power Management

Advanced Svstem S

Host Monitoring

Install NFS Plug-in for WMware WAl

Update Host and Storage Data

Set Hecommendad Values

Mount Datastores

Frovision Datastore

Optimale Speichereinstellungen fiir die ESXi Hosts verwenden

VSC ermdglicht die automatisierte Konfiguration der Storage-Einstellungen fur alle ESXi Hosts, die mit NetApp
Storage Controllern verbunden sind. Gehen Sie wie folgt vor, um diese Einstellungen zu verwenden:
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1. Wahlen Sie im Hauptmeni die Option vCenter > Hosts und Clusters aus. Klicken Sie fur jeden ESXi Host
mit der rechten Maustaste, und wahlen Sie NetApp VSC > Empfohlene Werte festlegen aus.

vm vSphere Client

v [ warriorsvcsa cisnetapp.

v [Eg Warriors-DC

W Warriors-Cluster
[ 172.21181.100
[ 172.21.181.101
(R Iometer-vM
3 I0meter-VM-tes
(5 Iometer-VM-tes
£ [Ometer-VM-tes
£ warriorsvcsa

£ warriorsVsC

Recent Tasks Alarms

Q & 1/2.21181.100 | AcTions~
com Summary Monitor Configure Permissions
[4, Actions - 172 21181100 m
Distribbuted Switches
51 New Virtual Machine...
3 Deploy OVF Template..
. T
A MGMT-Network
Maintenance Mode >
Connection L
Power >
Certificates 3
Storagse >
£ Add Networking ..
Host Profiles >
Export System Logs..
Gls Assign License..
Settings
Maowve To.,
Tags & Custom Attributes l- Host Monitoring
Remave from Inventory Install NFS Plug-in for WMware WVAAI
Add Permission Update Host and Storage Data
Alarms 3 Set Recommendad Valles
Update Manager > Mount Datastores
M MNetapp VSO 3 Frovision Datastore

2. Uberprifen Sie die Einstellungen, die Sie auf die ausgewahlten vSphere-Hosts anwenden mochten.
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Set Recommended Values X

HBA/CNA Adapter Settings
Sets the recommended HEA timeout setiings for MetApp storage systems.
MPIO Settings

Configures preferred paths for NetApp storage systems. Determines which of the available paths are
optimized paths (as opposed to non-optimized paths that traverse the interconnect cabie), and sets the

preferred path to one of those paths.
NFS Settings

Sets the recommended NFS Heartheat settings for NetApp storage systems.

Success

The modified ESXI host settings are reflected only after the

subseguent successful storage system discovery,.

3. Starten Sie DEN ESXI-Host neu, nachdem diese Einstellungen angewendet wurden.

Schlussfolgerung

FlexPod Express ist eine einfache und effiziente LOsung und bietet ein validiertes Design
mit branchenfihrenden Komponenten. Durch die Skalierung bis hin zum Hinzufligen von
Komponenten kann FlexPod Express gezielt auf spezifische
Unternehmensanforderungen zugeschnitten werden. FlexPod Express wurde flr kleine
bis mittelstandische Unternehmen, ROBOs und andere Unternehmen entwickelt, die
dedizierte LOosungen benotigen.
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Wo Sie weitere Informationen finden

Weitere Informationen zu den in diesem Dokument beschriebenen Daten finden Sie in
den folgenden Dokumenten bzw. auf den folgenden Websites:

NetApp Produktdokumentation

http://docs. "netapp".Com

FlexPod Express with Guide

NVA-1139-DESIGN: FlexPod Express mit Cisco UCS C-Serie und NetApp AFF C190 Serie

"https://www.netapp.com/us/media/nva-1139-design.pdf"

Versionsverlauf

Version Datum Versionsverlauf des Dokuments

Version 1.0 November 2019 Erste Version.

Entwurfsleitfaden fur FlexPod Express mit Cisco UCS C-
Serie und AFF A220 Serie

NVA-1125-DESIGN: FlexPod Express mit Cisco UCS C-Serie und AFF A220 Serie

Nimir
CISCO

Aktuell stellen immer mehr Unternehmen ihre Rechenzentren auf eine Shared IT
Infrastructure und Cloud Computing um. AuRerdem wiinschen sich Unternehmen eine
einfache und effektive Losung fur Remote-Standorte und Zweigstellen, die ihnen die
Technologie nutzt, die sie mit ihrem Datacenter vertraut sind.

Savita Kumari, NetApp in Partnerschaft mit:

FlexPod Express ist eine vorkonfigurierte Datacenter-Architektur mit Best Practices, die auf Cisco Unified
Computing System (Cisco UCS), der Cisco Nexus Switch-Produktfamilie und NetApp AFF basiert. Die
Komponenten von FlexPod Express sind wie ihre Kollegen aus dem FlexPod Datacenter, die
Managementsynergien Uber die komplette IT-Infrastrukturumgebung hinweg in geringerem Umfang
ermdglichen. FlexPod Datacenter und FlexPod Express sind optimale Plattformen fir die Virtualisierung sowie
fir Bare-Metal-Betriebssysteme und Enterprise Workloads.

"Weiter: Programmuibersicht."
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Programmzusammenfassung

FlexPod Portfolio fiir konvergente Infrastrukturen

FlexPod Referenzarchitekturen werden als Cisco Validated Designs (CVDs) oder als NetApp Verified
Architectures (NVAs) bereitgestellt. Abweichungen, die auf den Anforderungen des Kunden von einem
bestimmten CVD oder NVA basieren, sind zuldssig, wenn Variationen nicht zur Implementierung von nicht
unterstltzten Konfigurationen fiihren.

Wie in der folgenden Abbildung dargestellt, umfasst das FlexPod Portfolio drei Lésungen: FlexPod Express,
FlexPod Datacenter und FlexPod Select:
* FlexPod Express. bietet eine Einstiegsldsung, die aus Technologien von Cisco und NetApp besteht.

* FlexPod Datacenter. bietet eine optimale Mehrzweckgrundlage fur verschiedene Workloads und
Anwendungen.

* FlexPod Select. integriert die besten Aspekte des FlexPod-Rechenzentrums und stimmt die Infrastruktur
auf eine bestimmte Anwendung ab.

Expanded portfolio of platforms

FlexPod® Express FlexPod Datacenter FlexPod Select
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote, and | Target: Enterprise/service provider = Target: Specific application
departmental deployments | | deployments in the enterprise
o )
n @
LI
=1 23
> >
5 a
= =
@ o
Q 14
5 £
g g =
Entry-level: Cisco UCS, Cisco Nexus Cisco UCS, Cisco Nexus Cisco UCS , Cisco Nexus
FAS and AFF FAS and AFF FAS and AFF

NetApp Verified Architecture-Programm

Das NVA-Programm bietet Kunden eine verifizierte Architektur fir NetApp Losungen an. Eine NVA bedeutet,
dass die NetApp Losung folgende Eigenschaften hat:

» Sorgfaltig getestet
* Praskriptiv
* Minimale Risiken bei der Implementierung

» Schnellere Produkteinfihrungszeiten

Dieser Leitfaden beschreibt das Design von FlexPod Express mit VMware vSphere. Dartiber hinaus nutzt
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dieses Design das brandneue AFF A220 System, auf dem NetApp ONTAP 9.4 Software, Cisco Nexus 3172P
Switches und Cisco UCS C220 M5 Server als Hypervisor-Nodes ausgefiihrt werden.

Dieses Dokument ist zwar fur AFF A220 validiert, unterstitzt aber auch die FAS2700.

"Weiter: Losungsubersicht."

Losungsuberblick

FlexPod Express wurde flir gemischte Virtualisierungs-Workloads entwickelt. Sie richtet
sich an Remote-Standorte und Zweigniederlassungen sowie an kleine und
mittelstandische Unternehmen. Fur grof3ere Unternehmen, die eine dedizierte Losung fur
einen bestimmten Zweck implementieren mochten, ist dies optimal. Diese neue Losung
fur FlexPod Express fugt neue Technologien wie NetApp ONTAP 9.4, NetApp AFF A220
und VMware vSphere 6.7 hinzu.

In der folgenden Abbildung sind die Hardwarekomponenten aufgefihrt, die in der FlexPod Express Losung

enthalten sind.
FlexPod Express Solution

AFF AB00
AFF A700s
AFF A700
AFF A300
AFF A200

NetApp AFF family

Cisco Nexus switch ; - o + Cisco Nexus 9000
family 2 T e + Cisco Nexus 3000

Cisco Unified S o
Computing system i i | e 0 e Cisco UCS C-Series C220 M5
family Rack Servers
Zielgruppe

Dieses Dokument richtet sich an all jene, die die Vorteile einer Infrastruktur nutzen mdchten, die eine effiziente
IT liefert und IT-Innovationen unterstiitzt. Dieses Dokument richtet sich an Vertriebsmitarbeiter, Berater im
AulRendienst, Professional Services-Mitarbeiter, IT-Manager, Techniker des Partners und Kunden.

Lésungstechnologie

Diese LOsung nutzt die neuesten Technologien von NetApp, Cisco und VMware. Diese Lésung umfasst das
neue NetApp AFF A220 System, auf dem ONTAP 9.4 Software, zwei Cisco Nexus 3172P Switches und Cisco
UCS C220 M5 Rack Server mit VMware vSphere 6.7 ausgefihrt werden. Die validierte Lésung nutzt 10-
Gigabit Ethernet (10GbE)-Technologie. Die folgende Abbildung zeigt eine Ubersicht. Beratung wird auch zur
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Skalierung durch Hinzufiigen von zwei Hypervisor-Knoten zu einem Zeitpunkt, so dass die FlexPod Express-
Architektur kann sich an die sich entwickelnden geschéaftlichen Anforderungen eines Unternehmens anpassen.

FlexPod Express

Cisco Nexus 3172 P Switches

ooo

Cisco UCS C220 M5 C-Series
(Standalone servers)
vSphere 6.7 Ul

NetApp AFF A220 Storage
Controller

10GbE
Data

CIMC

40GbE
Data

@ 40 GbE ist nicht validiert, wird aber von einer unterstitzten Infrastruktur unterstitzt.

"Next: Technologieanforderungen."

Technologieanforderungen erfullt

Fur FlexPod Express sind eine Kombination aus Hardware- und Softwarekomponenten
erforderlich, die vom ausgewahlten Hypervisor und von der Netzwerkgeschwindigkeit
abhangig sind. Daruber hinaus enthalt FlexPod Express die Hardwarekomponenten, die
erforderlich sind, um dem System in Einheiten von zwei Hypervisor-Nodes hinzuzufugen.

Hardwareanforderungen

Unabhangig vom ausgewahlten Hypervisor nutzen alle FlexPod Express Konfigurationen dieselbe Hardware.
Daher kann auch bei sich andernden Geschaftsanforderungen jeder Hypervisor auf derselben FlexPod
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Express Hardware ausgefiihrt werden.

In der folgenden Tabelle werden die Hardwarekomponenten aufgefiihrt, die fur alle FlexPod Express
Konfigurationen und fiir die Implementierung der Lésung erforderlich sind. Je nach den Anforderungen des
Kunden konnen die tatsachlich in einer konkreten Implementierung dieser Losung eingesetzten
Hardwarekomponenten abweichen.

Trennt Menge
AFF A220 2-Node-Cluster 1
Cisco UCS C220 M5 Server 2
Cisco Nexus 3172P-Switch 2

Cisco UCS Virtual Interface Card (VIC) 1387 fir Cisco 2
UCS C220 M5 Rack Server

Cisco CVR-QSFP-SFP10G Adapter 4

Softwareanforderungen

In den folgenden Tabellen werden die Softwarekomponenten aufgefiihrt, die fir die Implementierung der
Architekturen der FlexPod Express Losung erforderlich sind.

In der folgenden Tabelle sind die Softwareanforderungen fiir die grundlegende FlexPod Express
Implementierung aufgeflhrt.

Software Version Details

Cisco Integrated Management 3.1.3 Fir C220 M5 Rack Server
Controller (CIMC)

Cisco NX-OS nxo0s.7.0.3.17.5.bin Fir Cisco Nexus 3172P-Switches
NetApp ONTAP 9.4 Fur AFF A220 Controller

In der folgenden Tabelle ist die erforderliche Software fur alle VMware vSphere Implementierungen auf
FlexPod Express aufgefihrt.

Software Version
VMware vCenter Server Appliance 6.7
VMware vSphere ESXi 6.7
NetApp VAAI Plug-in fir ESXi 1.1.2

"Als Nachstes: Design-Entscheidungen.”

Designs

Wahrend der Architektur dieses Designs wurden folgende Technologien ausgewahlt.
Jede Technologie erflllt einen bestimmten Zweck in der FlexPod Express
Infrastrukturlosung.
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NetApp AFF A220 Serie mit ONTAP 9.4

Bei dieser Losung werden zwei der neuesten NetApp Produkte genutzt: Die Software NetApp AFF A220 und
ONTAP 9.4.

AFF A220 System

Weitere Informationen zum AFF A220 Hardwaresystem finden Sie unter "AFF A-Series Homepage".

ONTAP 9.4 Software

NetApp AFF A220 Systeme verwenden die neue Software ONTAP 9.4. ONTAP 9.4 ist die branchenweit
fuhrende Datenmanagement-Software der Enterprise-Klasse. Sie vereint ein neues Mal} an
Anwenderfreundlichkeit und Flexibilitat mit leistungsfahigen Datenmanagement-Funktionen, Storage-
Effizienzfunktionen und erstklassiger Cloud-Integration.

ONTAP 9.4 bietet verschiedene Funktionen, die sich gut fiir FlexPod Express eignen. In erster Linie ist das
Engagement von NetApp fur Storage-Effizienz, die eines der wichtigsten Funktionen fir kleine
Implementierungen sein kann. Die brandneuen NetApp Storage-Effizienzfunktionen wie Deduplizierung,
Komprimierung und Thin Provisioning sind in ONTAP 9.4 mit Data-Compaction verfligbar. Da das NetApp
WAFL System immer 4-KB-Blécke schreibt, werden in der Data-Compaction mehrere Blocke in einem 4-KB-
Block kombiniert, wenn die Datenblécke nicht den zugewiesenen Speicherplatz von 4 KB nutzen. Dieser
Prozess wird in der folgenden Abbildung dargestellt.

~
4KB

logical
block

Compacts multiple logical blocks into
one physical 4KB block on media

Zudem kann die Root-Daten-Partitionierung auf dem AFF A220 System verwendet werden. Diese
Partitionierung ermoglicht das Root-Aggregat und zwei Datenaggregate, die auf die Festplatten im System
verteilt werden kdnnen. Daher kénnen beide Controller in einem AFF A220 Cluster mit zwei Nodes die
Performance aller Festplatten im Aggregat nutzen. Siehe folgende Abbildung.

> 4KB physical block

1M


https://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx

< Root Partition

<= Controller 1 Partition

< Controller 2 Partition

Diese nur einige der Kernfunktionen, die die FlexPod Express Losung erganzen. Weitere Informationen zu den
zusatzlichen Funktionen von ONTAP 9.4 finden Sie im "ONTAP 9 Datenmanagement-Software — Datenblatt".
Siehe auch die NetApp "ONTAP 9 Dokumentationszentrum" , die aktualisiert wurde, um ONTAP 9.4 zu
enthalten.

Cisco Nexus 3000 Serie

Der Cisco Nexus 3172P ist ein robuster, kostenglinstiger Switch mit 1/10/40/100-Gbit/s-Switches. Der Cisco
Nexus 3172PQ Switch, einer Komponente der Unified Fabric Familie, ist ein kompakter 1-Rack-Switch (1 HE)
fur Datacenter-Implementierungen der Top-of-Rack-Einheiten. (Siehe folgende Abbildung.) Sie bietet bis zu 72
1/10-GbE-Ports in 1 HE oder 48 1/10 GbE und sechs 40-GbE-Ports in 1 HE. Und fir maximale Flexibilitat der
physischen Schicht unterstitzt sie auch 1/10/40 Gbit/s.

Da alle Modelle der Cisco Nexus Serie auf demselben zugrunde liegenden Betriebssystem ausgefiihrt werden,
werden NX-OS, mehrere Cisco Nexus Modelle in den FlexPod Express und FlexPod Datacenter Losungen
unterstitzt.

Leistungsspezifikationen umfassen:

* Durchsatz des Linienverkehrs (beide Ebenen 2 und 3) auf allen Ports

» Konfigurierbare Maximum Transmission Units (MTUs) mit bis zu 9216 Bytes (Jumbo Frames)
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Weitere Informationen zu Cisco Nexus 3172-Switches finden Sie im "Datenblatt zu den Cisco Nexus 3172PQ-,
3172TQ-, 3172TQ-32T-, 3172PQ-XL- und 3172TQ-XL-Switches".

Cisco UCS C-Serie

Der Rack Server der Cisco UCS C-Serie wurde fur FlexPod Express ausgewahlt, da er dank der vielen
Konfigurationsoptionen an spezifische Anforderungen einer FlexPod Express Implementierung angepasst
werden kann.

Die Rack-Server der Cisco UCS C-Serie bieten Unified Computing in einem branchentiblichen Formfaktor zur
Senkung der TCO und Steigerung der Flexibilitat.

Die Rack-Server der Cisco UCS C-Serie bieten folgende Vorteile:

* Formfaktor-unabhangiger Einstieg in Cisco UCS
* Vereinfachte und schnelle Implementierung von Applikationen

 Erweiterung der Innovationen im Unified Computing und der Vorteile fir Rack-Server

* Bessere Auswahl fir Kunden mit einzigartigen Vorteilen in einem vertrauten Rack-Paket

Der Cisco UCS C220 M5 Rack Server (in der vorherigen Abbildung) gehort zu den vielseitigsten Universal-
Enterprise-Infrastrukturen und -Applikations-Servern der Branche. Dieser 2-Socket-Rack-Server mit hoher
Dichte bietet herausragende Performance und Effizienz fir eine Vielzahl an Workloads, einschlieRlich
Virtualisierung, Zusammenarbeit und Bare Metal-Applikationen. Cisco UCS Rack Server der C-Serie kénnen
als Standalone-Server oder als Teil des Cisco UCS bereitgestellt werden, um die standardbasierten Unified
Computing-Innovationen von Cisco zu nutzen, die zur Senkung der Gesamtbetriebskosten von Kunden und
zur Steigerung ihrer geschaftlichen Flexibilitat beitragen.

Weitere Informationen zu C220 M5 Servern finden Sie im "Cisco UCS C220 M5 Rack Server — Datenblatt".
Konnektivitatsoptionen fiir C220 M5 Rack Server
Die Konnektivitatsoptionen fur die C220 M5 Rack Server lauten wie folgt:
+ Cisco UCS VIC 1387
Der Cisco UCS VIC 1387 (in der folgenden Abbildung) bietet erweitertes Dual-Port QSFP+ 40 GbE und FC

over Ethernet (FCoE) in einem Formfaktor mit modularem LAN-on-Motherboard (mLOM). Der mLOM-
Steckplatz kann verwendet werden, um einen Cisco VIC zu installieren, ohne einen PCle-Steckplatz
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(Peripheral Component Interconnect Express) zu verwenden, wodurch eine gréRere I/O-Erweiterbarkeit
moglich ist.

Weitere Informationen zum Cisco UCS VIC 1387-Adapter finden Sie im "Cisco UCS Virtual Interface Card
1387" Datenblatt.

* CVR-QSFP-SFP10G ADAPTER

Das Cisco QSA Modul wandelt einen QSFP-Port in einen SFP- oder SFP+-Port um. Mit diesem Adapter
kénnen Kunden flexibel jedes SFP+- oder SFP-Modul oder Kabel verwenden, um eine Verbindung zu
einem Port mit niedrigerer Geschwindigkeit am anderen Ende des Netzwerks herzustellen. Diese
Flexibilitdt ermdglicht eine kostenglinstige Transition zu 40 GbE durch maximale Nutzung von hochdichten
40-GbE QSFP-Plattformen. Dieser Adapter unterstiitzt alle SFP+-Optiken und KabelReichweiten und
unterstltzt mehrere 1GbE-SFP-Module. Da dieses Projekt mithilfe von 10GbE Konnektivitat validiert wurde
und der verwendete VIC 1387 40GbE ist, wird der CVR-QSFP-SFP10G Adapter (in der folgenden
Abbildung) fur die Konvertierung verwendet.

VMware vSphere 6.7

VMware vSphere 6.7 ist eine Hypervisor-Option zur Verwendung mit FlexPod Express. Mit VMware vSphere
kénnen Unternehmen ihren Strom- und Kihlungsbedarf senken und gleichzeitig die erworbene Computing-
Kapazitat vollstandig nutzen. VMware vSphere ermdéglicht auRerdem den Schutz vor Hardware-Ausfallen
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(VMware High Availability, oder VMware HA) und den Lastausgleich von Ressourcen Uber einen Cluster von
vSphere Hosts (VMware Distributed Resource Scheduler oder VMware DRS).

Da es nur den Kernel neu startet, ermdglicht VMware vSphere 6.7 Kunden den ,schnellen Start®, wo es
vSphere ESXi ladt, ohne die Hardware neu zu starten. Diese Funktion ist nur fur Plattformen und Treiber auf
der Quick Boot Whitelist verfligbar. VSphere 6.7 erweitert die Funktionen des vSphere Client. Dieser kann
etwa 90 % der Funktionen des vSphere Web Client nutzen.

In vSphere 6.7 hat VMware diese Funktion erweitert, damit Kunden Enhanced vMotion Compatibility (EVC)
nicht pro Virtual Machine (VM), sondern nicht pro Host-Basis festlegen kdnnen. In vSphere 6.7 hat VMware
auch die APlIs offengelegt, die zur Erstellung sofortiger Klone verwendet werden kdénnen.

Einige Funktionen von vSphere 6.7 U1:

* Voll ausgestattete HTML5 Web-basierte vSphere Client

» VMotion fir NVIDIA GRID vGPU-VMs Unterstiitzung fur Intel FPGA.

* VVCenter Server Converge Tool fir den Wechsel von externen PCs zu internen PCS

» Verbesserungen fir vSAN (HCI Updates):

» Erweiterte Content-Bibliothek.
Weitere Informationen zu vSphere 6.7 U1 finden Sie unter "Was ist neu in vCenter Server 6.7 Update 1".
Obwohl diese Lésung mit vSphere 6.7 validiert wurde, unterstiitzt sie jede vSphere Version, die fir die anderen

Komponenten durch das NetApp Interoperabilitats-Matrix-Tool qualifiziert ist. NetApp empfiehlt die
Implementierung von vSphere 6.7U1 firr seine Fixes und erweiterten Funktionen.

Boot-Architektur
Es werden die folgenden Optionen flr die Boot-Architektur von FlexPod Express unterstitzt:

* ISCSI SAN LUN
 Cisco FlexFlash SD-Karte
* Lokale Festplatte

Da FlexPod Datacenter tber iSCSI LUNs gestartet wird, wird die Lésungsverwaltung durch iSCSI Boot flir
FlexPod Express verbessert.

"Als Nachstes: Losungsuberprifung.”

Verifizierung der Losung

Cisco und NetApp haben FlexPod Express als eine der fuhrenden
Infrastrukturplattformen fur ihre Kunden konzipiert und entwickelt. Da die Lésung mit
branchenfuhrenden Komponenten entwickelt wurde, kdonnen Kunden darauf vertrauen,
dass FlexPod Express als Infrastrukturgrundlage dient. Die FlexPod Express Architektur
wurde den grundlegenden Prinzipien des FlexPod Portfolios gerecht und von Cisco und
NetApp Datacenter-Architekten und Ingenieuren umfassend getestet. Von Redundanz
und Verflgbarkeit bis hin zu jedem einzelnen Feature — die gesamte FlexPod Express
Architektur wurde validiert, um das Vertrauen unserer Kunden zu starken und das
Vertrauen in den Entwicklungsprozess zu starken.
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VMware vSphere 6.7 wurde auf den Komponenten der FlexPod Express Infrastruktur verifiziert. Bei dieser
Validierung wurden 10-GbE-Uplink-Konnektivitatsoptionen fir den Hypervisor berticksichtigt.

"Weiter: Fazit."

Schlussfolgerung

FlexPod Express bietet eine einfache und effektive Losung mit einem validierten Design
mit branchenfiihrenden Komponenten. Durch die Skalierung und die Bereitstellung der
Optionen fur die Hypervisor-Plattform kann FlexPod Express auf spezifische
Geschaftsanforderungen zugeschnitten werden. FlexPod Express wurde fir kleine bis
mittelstandische Unternehmen, Remote-Standorte, Zweigstellen und andere
Unternehmen konzipiert, die dedizierte LOsungen bendtigen.

"Weiter: Wo finden Sie zusatzliche Informationen."

Wo Sie weitere Informationen finden

Weitere Informationen zu den in diesem Dokument beschriebenen Daten finden Sie in
den folgenden Dokumenten und auf den folgenden Websites:

* NetApp Dokumentation
"https://docs.netapp.com”
» FlexPod Express mit VMware vSphere 6.7 und NetApp AFF A220 Implementierungsleitfaden

"https://lwww.netapp.com/us/media/nva-1123-deploy.pdf"

Implementierungs-Leitfaden: FlexPod Express mit Cisco
UCS C-Series und AFF A220 Serie

NVA-1123-DEPLOY: FlexPod Express mit VMware vSphere 6.7 und NetApp AFF
A220 Implementierungsleitfaden

Savita Kumari, NetApp

tlllnl'lt
CISCO

In Zusammenarbeit mit:

Aktuell stellen immer mehr Unternehmen ihre Rechenzentren auf eine Shared IT
Infrastructure und Cloud Computing um. Aul3erdem wuinschen sich Unternehmen eine
einfache und effektive Losung fur Remote-Standorte und Zweigstellen, die ihnen die
Technologie nutzt, die sie in inrem Datacenter kennen.

FlexPod Express ist eine vorkonfigurierte Datacenter-Architektur mit Best Practices, die auf Cisco Unified
Computing System (Cisco UCS), der Cisco Nexus Switch-Produktfamilie und NetApp Storage-Technologien
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basiert. Die Komponenten eines FlexPod Express Systems sind wie ihre Kollegen im FlexPod Datacenter, die
Managementsynergien Uber die gesamte IT-Infrastrukturumgebung hinweg in geringerem Umfang
ermoglichen. FlexPod Datacenter und FlexPod Express sind optimale Plattformen fur die Virtualisierung sowie
flir Bare-Metal-Betriebssysteme und Enterprise Workloads.

FlexPod Datacenter und FlexPod Express bieten eine Basiskonfiguration, die sich flexibel fiir eine Vielzahl von
Anwendungsfallen und Anforderungen dimensionieren und optimieren lasst. Bestehende FlexPod Datacenter-
Kunden konnen ihr FlexPod Express System mit den gewohnten Tools managen. Neue FlexPod Express
Kunden kdnnen sich mihelos an das Management von FlexPod Datacenter anpassen, wenn ihre Umgebung
wachst.

FlexPod Express ist die optimale Infrastrukturbasis fir Remote-Standorte und externe Niederlassungen sowie
fur kleine bis mittelstandische Unternehmen. Es ist auRerdem eine optimale Lésung fir Kunden, die eine
Infrastruktur fur einen dedizierten Workload bereitstellen mdchten.

FlexPod Express bietet eine einfach zu managende Infrastruktur, die sich fur fast alle Workloads eignet.

Losungsuberblick

Diese FlexPod Express Losung ist Teil des FlexPod Converged Infrastructure
Programms.

FlexPod Converged Infrastructure Programm

FlexPod Referenzarchitekturen werden als Cisco Validated Designs (CVDs) oder NetApp Verified Architectures
(NVAs) bereitgestellt. Abweichungen, die auf Kundenanforderungen von einem bestimmten CVD oder NVA
basieren, sind zuldssig, wenn diese Variationen keine nicht untersttitzte Konfiguration erstellen.

Wie in der Abbildung unten dargestellt, umfasst das FlexPod Programm drei Losungen: FlexPod Express,
FlexPod Datacenter und FlexPod Select:
* FlexPod Express. bietet Kunden eine Einstiegsldsung mit Technologien von Cisco und NetApp.

* FlexPod Datacenter. bietet eine optimale Mehrzweckgrundlage fiir verschiedene Workloads und
Anwendungen.

* FlexPod Select. integriert die besten Aspekte des FlexPod-Rechenzentrums und stimmt die Infrastruktur
auf eine bestimmte Anwendung ab.
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NetApp Verified Architecture das Programm

Das Programm ,NetApp Verified Architecture® bietet verifizierte Architekturen fiir NetApp Lésungen an. Eine
NetApp Verified Architecture bietet eine NetApp Losungsarchitektur folgende Eigenschaften:

» Sorgfaltig getestet

* Praskriptiv

* Minimale Risiken bei der Implementierung

» Schnellere Produkteinfihrungszeiten
Dieser Leitfaden beschreibt das Design von FlexPod Express mit VMware vSphere. Darliber hinaus verwendet

dieses Design das komplett neue AFF A220 System, auf dem NetApp ONTAP 9.4, Cisco Nexus 3172P und
Cisco UCS C-Series C220 M5 Server als Hypervisor-Nodes ausgefiihrt werden.

Loésungstechnologie

Diese LOsung nutzt die neuesten Technologien von NetApp, Cisco und VMware. Diese Lésung umfasst das
neue NetApp AFF A220 mit ONTAP 9.4, zwei Cisco Nexus 3172P Switches und Cisco UCS C220 M5 Rack
Servern, auf denen VMware vSphere 6.7 ausgefuhrt wird. Diese validierte Losung nutzt 10-GbE-Technologie.
Es wird auch eine Anleitung zur Skalierung der Computing-Kapazitat bereitgestellt, indem jeweils zwei
Hypervisor-Nodes hinzugefligt werden, damit sich die FlexPod Express-Architektur an die sich wandelnden
Geschaftsanforderungen eines Unternehmens anpassen kann.

Die folgende Abbildung zeigt die FlexPod Express Architektur mit einer VMware vSphere 10-GbE-Architektur.
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FlexPod Express

Cisco Nexus 3172 P Switches

Cisco UCS C220 M5 C-Series
(Standalone servers)
vSphere 6.7 U1

NetApp AFF A220 Storage
Controller

10GbE
Data

CIMC

40GbE
Data

@ Diese Validierung verwendet 10-GbE-Konnektivitat und einen Cisco UCS VIC 1387, der 40 GbE
betragt. Fur eine 10GbE-Konnektivitdt kommt der CVR-QSFP-SFP10G Adapter zum Einsatz.

Zusammenfassung des Anwendungsfalls
Die FlexPod Express Lésung kann flr verschiedene Anwendungsfalle eingesetzt werden. Dazu zahlen:

* Remote-Standorte oder Niederlassungen
* Kleine und mittelstdndische Unternehmen

» Umgebungen, firr die eine dedizierte und kostengiinstige Losung erforderlich ist

FlexPod Express eignet sich am besten fiir virtualisierte und gemischte Workloads.

Obwohl diese Lésung mit vSphere 6.7 validiert wurde, unterstitzt sie jede vSphere Version, die
@ fur die anderen Komponenten durch das NetApp Interoperabilitats-Matrix-Tool qualifiziert ist.

NetApp empfiehlt die Implementierung von vSphere 6.7U1 fir seine Fixes und erweiterten
Funktionen.

119



Einige Funktionen von vSphere 6.7 U1:

* Voll ausgestattetem HTML5 webbasierter vSphere Client

* VVMotion fur NVIDIA GRID vGPU-VMs Unterstitzung fur Intel FPGA

» VCenter Server Converge Tool fur den Wechsel von externen PCs zu internen PCS
» Erweiterungen fir vSAN (HCI Updates)

» Erweiterte Content-Bibliothek

Weitere Informationen zu vSphere 6.7 U1 finden Sie unter "Was ist neu in vCenter Server 6.7 Update 1".

Technologieanforderungen erfulit

Ein FlexPod Express System erfordert eine Kombination aus Hardware- und
Softwarekomponenten. FlexPod Express beschreibt aullerdem die
Hardwarekomponenten, die erforderlich sind, um dem System in Einheiten von zwei
Hypervisor-Nodes hinzuzufugen.

Hardwareanforderungen

Unabhangig vom ausgewahlten Hypervisor nutzen alle FlexPod Express Konfigurationen dieselbe Hardware.
Daher kann auch bei sich andernden Geschaftsanforderungen jeder Hypervisor auf derselben FlexPod
Express Hardware ausgefiihrt werden.

In der folgenden Tabelle werden die Hardwarekomponenten aufgefiihrt, die fur alle FlexPod Express
Konfigurationen erforderlich sind.

Trennt Menge
AFF A220 HA-PAAR 1
Cisco C220 M5 Server 2
Cisco Nexus 3172P-Switch 2
Cisco UCS Virtual Interface Card (VIC) 1387 firden 2
C220 M5 Server

CVR-QSFP-SFP10G ADAPTER 4

In der folgenden Tabelle ist die zusatzlich zur Basiskonfiguration fir die 10-GbE-Implementierung erforderliche
Hardware aufgefuhrt.

Trennt Menge
Cisco UCS C220 M5 Server 2
Cisco VIC 1387 2
CVR-QSFP-SFP10G ADAPTER 4

Softwareanforderungen

In der folgenden Tabelle werden die erforderlichen Softwarekomponenten fiir die Implementierung der
Architekturen der FlexPod Express Losungen aufgefihrt.

120


https://blogs.vmware.com/vsphere/2018/10/whats-new-in-vcenter-server-6-7-update-1.html

Software Version Details

Cisco Integrated Management 3.1(39) Fir Cisco UCS C220 M5 Rack
Controller (CIMC) Server

Cisco Nenic-Treiber 1.0.25.0 Far VIC 1387 Schnittstellenkarten
Cisco NX-OS nxos.7.0.3.17.5.bin Fir Cisco Nexus 3172P-Switches
NetApp ONTAP 9.4 Fir AFF A220 Controller

In der folgenden Tabelle ist die fur alle VMware vSphere Implementierungen auf FlexPod Express erforderliche
Software aufgeflhrt.

Software Version
VMware vCenter Server Appliance 6.7
VMware vSphere ESXi Hypervisor 6.7
NetApp VAAI Plug-in fir ESXi 1.1.2

Informationen zur FlexPod Express Verkabelung

Die folgende Abbildung zeigt die Verkabelung zur Referenzvalidierung.

Cisco Nexus
3172P A

Cisco Nexus
3172PB

Cisco UC5
C220M35 A

.z,_t-‘,,w: ool e (ﬁ f
o RO T A

Cisco UCS
C220M5 B

MNetApp
AFF220 A

Die folgende Tabelle zeigt die Verkabelungsinformationen fur den Cisco Nexus Switch 3172P A
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Lokales Gerat Lokaler Port
Cisco Nexus-Switch Eth1/1

3172P A

Eth1/2

Eth1/3

Eth1/4

Eth1/25

Eth1/26

Eth1/33

Eth1/34

Remote-Gerat

NetApp AFF A220
Storage-Controller A

NetApp AFF A220
Storage-Controller B

Cisco UCS C220 C-Series
Standalone Server A

Cisco UCS C220 C-Series
Standalone Server B

Cisco Nexus Switch
3172P B

Cisco Nexus Switch
3172P B

NetApp AFF A220
Storage-Controller A

Cisco UCS C220 C-Series
Standalone Server A

Remote-Port

elc
elc
MLOM1 mit CVR-QSFP-

SFP10G Adapter
MLOM1 mit CVR-QSFP-

SFP10G Adapter
Eth1/25
Eth1/26

EOM

CIMC

Die folgende Tabelle zeigt die Verkabelungsinformationen fiir den Cisco Nexus Switch 3172P B

Lokales Gerat Lokaler Port
Cisco Nexus Switch Eth1/1

3172P B

Eth1/2

Eth1/3

Eth1/4

Eth1/25

Eth1/26

Eth1/33

Eth1/34

Remote-Gerat

NetApp AFF A220
Storage-Controller A

NetApp AFF A220
Storage-Controller B

Cisco UCS C220 C-Series
Standalone Server A

Cisco UCS C220 C-Series
Standalone Server B

Cisco Nexus-Switch
3172P A

Cisco Nexus-Switch
3172P A

NetApp AFF A220
Storage-Controller B

Cisco UCS C220 C-Series
Standalone Server B

Remote-Port

e0d
eOd
MLOM2 mit CVR-QSFP-

SFP10G Adapter
MLOM2 mit CVR-QSFP-

SFP10G Adapter
Eth1/25
Eth1/26

EOM

CIMC

In der folgenden Tabelle sind die Verkabelungsinformationen flr NetApp AFF A220 Storage Controller

aufgefihrt
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Lokales Gerat

NetApp AFF A220
Storage-Controller A

Die folgende Tabelle zeigt die Verkabelungsinformationen flr NetApp AFF A220 Storage Controller B.

Lokales Gerat

NetApp AFF A220
Storage-Controller B

Lokaler Port

ela

eOb

elc

eOd

EOM

Lokaler Port

ela

elb

elc

eOd

EOM

Implementierungsverfahren

Dieses Dokument enthalt Details zur Konfiguration eines vollstandig redundanten,

Remote-Gerat

NetApp AFF A220
Storage-Controller B

NetApp AFF A220
Storage-Controller B

Cisco Nexus-Switch
3172P A

Cisco Nexus Switch
3172P B

Cisco Nexus-Switch
3172P A

Remote-Gerat

NetApp AFF A220
Storage-Controller A

NetApp AFF A220
Storage-Controller A

Cisco Nexus-Switch
3172P A

Cisco Nexus Switch
3172P B

Cisco Nexus Switch
3172P B

Remote-Port

ela

eOb

Eth1/1

Eth1/1

Eth1/33

Remote-Port

ela

eOb

Eth1/2

Eth1/2

Eth1/33

hochverfugbaren FlexPod Express-Systems. Um diese Redundanz Rechnung zu tragen,

werden die in jedem Schritt konfigurierten Komponenten entweder als Komponente A

oder Komponente B bezeichnet Controller A und Controller B identifizieren
beispielsweise die beiden NetApp Storage Controller, die in diesem Dokument

bereitgestellt werden. Switch A und Switch B identifizieren ein Paar Cisco Nexus-

Switches.

Zusatzlich beschreibt dieses Dokument Schritte zur Bereitstellung mehrerer Cisco UCS-Hosts, die sequenziell

als Server A, Server B usw. identifiziert werden konnen.

Um anzugeben, dass Sie in einem Schritt Informationen zu lhrer Umgebung angeben sollten, <<text>> Wird
als Teil der Befehlsstruktur angezeigt. Das folgende Beispiel enthalt die vian create Befehl:

Controller0Ol>vlan create vif(0 <<mgmt vlan id>>
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Mit diesem Dokument kénnen Sie die FlexPod Express Umgebung vollstandig konfigurieren. Bei diesem
Prozess mussen Sie in verschiedenen Schritten kundenspezifische Namenskonventionen, IP-Adressen und
VLAN-Schemata (Virtual Local Area Network) einfiigen. Die folgende Tabelle beschreibt die fir die
Implementierung erforderlichen VLANS, wie in diesem Leitfaden beschrieben. Diese Tabelle kann anhand der
spezifischen Standortvariablen abgeschlossen und zur Implementierung der Konfigurationsschritte des
Dokuments verwendet werden.

Wenn Sie separate in-Band- und Out-of-Band-Management-VLANs verwenden, miissen Sie
@ eine Layer-3-Route zwischen ihnen erstellen. Fur diese Validierung wurde ein gemeinsames
Management-VLAN genutzt.

EIN Name VLAN-Zweck ID zur Validierung dieses
Dokuments verwendet
Management-VLAN VLAN fiir Management- 3437
Schnittstellen
Natives VLAN VLAN, dem nicht getaggte Frames 2
zugewiesen sind
NFS-VLAN VLAN fiir NFS-Verkehr 3438
VVMware vMotion VLAN VLAN, das fur die Verschiebung 3441

von virtuellen Maschinen von
einem physischen Host zum
anderen bestimmt ist

Datenverkehr-VLAN fur Virtual VLAN fir den Datenverkehr von 3442

Machines Virtual-Machine-Applikationen

ISCSI-A-VLAN VLAN fir iSCSI-Verkehr auf Fabric 3439
A

ISCSI-B-VLAN VLAN fir iSCSI-Datenverkehr auf 3440
Fabric B

Die VLAN-Nummern sind in der gesamten Konfiguration von FlexPod Express erforderlich. Die VLANs werden
als bezeichnet <<var xxxx vlan>>, Wo xxxx Dient dem VLAN (z. B. iSCSI-A).

In der folgenden Tabelle sind die erstellten virtuellen VMware-Maschinen aufgefihrt.

Beschreibung der virtuellen Maschine Host-Name

VMware vCenter Server

Cisco Nexus 3172P-Implementierungsverfahren

Im folgenden Abschnitt wird die in einer FlexPod Express-Umgebung verwendete Cisco
Nexus 3172P-Switch-Konfiguration beschrieben.

Ersteinrichtung des Cisco Nexus 3172P-Switch

In den folgenden Verfahren wird die Konfiguration von Cisco Nexus Switches fur die Verwendung in einer
grundlegenden FlexPod Express Umgebung beschrieben.
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@ Bei diesem Verfahren wird davon ausgegangen, dass Sie einen Cisco Nexus 3172P mit NX-OS-
Softwareversion 7.0(3)I7(5) verwenden.

1. Nach dem ersten Booten und der Verbindung zum Konsolen-Port des Switches wird automatisch das
Cisco NX-OS Setup gestartet. Diese Erstkonfiguration betrifft grundlegende Einstellungen wie den Switch-
Namen, die mgmt0-Schnittstellenkonfiguration und die Einrichtung der Secure Shell (SSH).

2. Das FlexPod Express Managementnetzwerk lasst sich auf unterschiedliche Weise konfigurieren. Die
mgmt0-Schnittstellen der 3172P-Switches kénnen an ein bestehendes Managementnetzwerk
angeschlossen werden, oder die mgmtO-Schnittstellen der 3172P-Switches kénnen in einer Back-to-Back-
Konfiguration angeschlossen werden. Dieser Link kann jedoch nicht fir externen Managementzugriff wie
SSH-Datenverkehr verwendet werden.

In diesem Implementierungsleitfaden werden die FlexPod Express Cisco Nexus 3172P-Switches mit einem
vorhandenen Managementnetzwerk verbunden.

3. Um die Cisco Nexus 3172P-Schalter zu konfigurieren, schalten Sie den Switch ein und befolgen Sie die

Anweisungen auf dem Bildschirm, wie hier bei der Ersteinrichtung beider Switches dargestellt, und
ersetzen Sie die entsprechenden Werte fir die Switch-spezifischen Informationen.
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This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 3172P-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

4. Dann sehen Sie eine Zusammenfassung lhrer Konfiguration, und Sie werden gefragt, ob Sie sie
bearbeiten méchten. Wenn die Konfiguration korrekt ist, geben Sie ein n.

Would you like to edit the configuration? (yes/no) [n]: n

5. Sie werden dann gefragt, ob Sie diese Konfiguration verwenden und speichern méchten. Wenn ja, geben
Sie ein y.

Use this configuration and save 1t? (yes/no) [y]: Enter
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6. Wiederholen Sie dieses Verfahren flir Cisco Nexus Switch B.

Aktivieren Sie erweiterte Funktionen

Bestimmte erweiterte Funktionen mussen in Cisco NX-OS aktiviert sein, um zusatzliche
Konfigurationsoptionen bereitzustellen.

Der interface-vlan Die Funktion ist nur erforderlich, wenn Sie die Back-to-Back-Funktion

@ verwenden mgmt 0 Option, die in diesem Dokument beschrieben wird. Mit dieser Funktion
kénnen Sie dem Schnittstellen-VLAN (Switch Virtual Interface) eine IP-Adresse zuweisen, die
dem Switch (z. B. Uber SSH) eine bandinterne Verwaltungskommunikation ermdglicht.

1. Um die entsprechenden Funktionen bei Cisco Nexus Switch A und Switch B zu aktivieren, wechseln Sie
mit dem Befehl in den Konfigurationsmodus (config t) Und fuhren Sie folgende Befehle aus:

feature interface-vlan
feature lacp
feature vpc

Der Standard-Port-Channel-Load-Balancing-Hash verwendet die Quell- und Ziel-IP-Adressen, um den
Load-Balancing-Algorithmus tber die Schnittstellen im Port-Kanal zu bestimmen. Sie kdnnen eine bessere
Verteilung Uber die Mitglieder des Port-Kanals erzielen, indem Sie mehr Inputs fiir den Hash-Algorithmus
bereitstellen, der Uber die Quell- und Ziel-IP-Adressen hinausgeht. Aus dem gleichen Grund empfiehlt
NetApp dringend, den Hash-Algorithmus der Quell- und Ziel-TCP-Ports hinzuzufigen.

2. Im Konfigurationsmodus ('config t'Geben Sie die folgenden Befehle ein, um die Konfiguration fur den
globalen Port Channel-Lastenausgleich auf Cisco Nexus Switch A und Switch B festzulegen:

port-channel load-balance src-dst ip-l4port

Fiihren Sie eine globale Spanning-Tree-Konfiguration durch

Die Cisco Nexus Plattform verwendet eine neue Sicherungsfunktion namens ,Bridge Assurance®. Bridge
Assurance schitzt vor unidirektionalen Verbindungsfehlern oder anderen Softwarefehlern mit einem Gerat, das
den Datenverkehr weiterfiihrt, wenn der Spanning-Tree-Algorithmus nicht mehr ausgefiihrt wird. Die Ports
kdnnen je nach Plattform in einen von mehreren Status platziert werden, einschlieRlich Netzwerk oder Edge.

NetApp empfiehlt, die Bridge-Assurance einzustellen, damit alle Ports standardmafig fir Netzwerkports
gelten. Diese Einstellung zwingt den Netzwerkadministrator, die Konfiguration jedes Ports zu Uberprufen.
AuRerdem werden die haufigsten Konfigurationsfehler angezeigt, z. B. nicht identifizierte Edge-Ports oder ein
Nachbar, bei dem die Bridge-Assurance-Funktion nicht aktiviert ist. AulRerdem ist es sicherer, den Spanning
Tree Block viele Ports statt zu wenig zu haben, was den Standard-Port-Zustand ermdglicht, um die allgemeine
Stabilitat des Netzwerks zu verbessern.

Achten Sie beim Hinzufligen von Servern, Speicher- und Uplink-Switches auf den Spanning-Tree-Status,
insbesondere wenn sie keine Bridge-Sicherheit unterstitzen. In solchen Fallen missen Sie moglicherweise
den Porttyp andern, um die Ports aktiv zu machen.

Die BPDU-Schutzfunktion (Bridge Protocol Data Unit) ist standardmaRig auf Edge-Ports als andere
Schutzschicht aktiviert. Um Schleifen im Netzwerk zu vermeiden, wird der Port durch diese Funktion
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heruntergefahren, wenn BPDUs von einem anderen Switch auf dieser Schnittstelle angezeigt werden.

Im Konfigurationsmodus (config t), fihren Sie die folgenden Befehle aus, um die standardmafigen
Spanning-Tree-Optionen, einschliellich des Standard-Porttyps und BPDU Guard, auf Cisco Nexus Switch A
und Switch B zu konfigurieren:

spanning-tree port type network default
spanning-tree port type edge bpduguard default

Definieren Sie VLANs

Bevor individuelle Ports mit unterschiedlichen VLANs konfiguriert sind, missen auf dem Switch die Layer-2-
VLANSs definiert werden. Es ist auch eine gute Praxis, die VLANs zu benennen, um zukiinftig eine einfache
Fehlerbehebung zu ermdoglichen.

Im Konfigurationsmodus (config t), fihren Sie die folgenden Befehle aus, um die Layer-2-VLANs auf Cisco
Nexus Switch A und Switch B zu definieren und zu beschreiben:

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1SCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

Konfiguration von Zugriffs- und Management-Port-Beschreibungen

Wie bei der Zuordnung von Namen zu den Layer-2-VLANs kann das Festlegen von Beschreibungen fur alle
Schnittstellen sowohl bei der Bereitstellung als auch bei der Fehlerbehebung hilfreich sein.

Im Konfigurationsmodus (config t) Geben Sie bei jedem der Switches die folgenden Portbeschreibungen fiir
die FlexPod Express Large-Konfiguration ein:

Cisco Nexus Switch A
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

AFF A220-A eOc

AFF A220-B eOc

UCS-Server-A: MLOM port 0

UCS-Server-B: MLOM port 0

vPC peer-link 3172P-B 1/25

vPC peer-link 3172P-B 1/26

AFF A220-A e(OM

UCS Server A: CIMC

Cisco Nexus Switch B

int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

Konfiguration der Server- und Storage-Managementschnittstellen

Die Management-Schnittstellen sowohl fur den Server als auch fiir den Storage verwenden in der Regel nur

AFF A220-A e0d

AFF A220-B e0d

UCS-Server-A: MLOM port 1

UCS-Server-B: MLOM port 1

vPC peer-link 3172P-A 1/25

vPC peer-link 3172P-A 1/26

AFF A220-B e(OM

UCS Server B: CIMC

ein einziges VLAN. Konfigurieren Sie daher die Ports der Managementoberflache als Access Ports. Definieren

Sie das Management-VLAN fir jeden Switch und andern Sie den Porttyp Spanning-Tree in Edge.

Im Konfigurationsmodus ("config t'Geben Sie die folgenden Befehle ein, um die Porteinstellungen fir die
Verwaltungsschnittstellen der Server und des Speichers zu konfigurieren:
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Cisco Nexus Switch A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Cisco Nexus Switch B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Globale Konfiguration des virtuellen Port-Channels durchfiihren

Uber einen Virtual Port Channel (vPC) kénnen Links, die physisch mit zwei verschiedenen Cisco Nexus-
Switches verbunden sind, mit einem dritten Gerat als einzelner Port-Channel angezeigt werden. Das dritte
Gerat kann ein Switch, Server oder ein anderes Netzwerkgerat sein. Ein vPC bietet Multipathing auf Layer-2-
Ebene. Dadurch kann Redundanz erzeugt werden, indem die Bandbreite erhéht wird. Dies ermdglicht mehrere
parallele Pfade zwischen Nodes und Lastverteilung zwischen alternativen Pfaden.

Ein vPC bietet die folgenden Vorteile:

« Aktivieren eines einzelnen Gerats zur Verwendung eines Port-Kanals (iber zwei vorgelagerte Gerate

* Blockierte Ports fiir Spanning-Tree-Protokolle werden eliminiert

* Eine Topologie ohne Schleife

* Nutzung aller verfiigbaren Uplink-Bandbreite

« Schnelle Konvergenz bei Ausfall der Verbindung oder eines Gerats

« Ausfallsicherheit auf Verbindungsebene

» Unterstltzung fir Hochverfugbarkeit
Die vPC-Funktion erfordert eine Ersteinrichtung zwischen den beiden Cisco Nexus-Switches, damit diese
ordnungsgemal funktionieren. Wenn Sie die Back-to-Back-mmmt0-Konfiguration verwenden, verwenden Sie

die auf den Schnittstellen definierten Adressen und stellen Sie sicher, dass sie Uber den Ping kommunizieren
kénnen [switch A/B mgmt0 ip addr]vrf Management-Befehl.

Im Konfigurationsmodus ("config t'Flhren Sie die folgenden Befehle aus, um die globale vPC-Konfiguration fur
beide Switches zu konfigurieren:
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Cisco Nexus Switch A

vpc domain 1

role priority 10

peer-keepalive destination <<switch B mgmt0 ip addr>> source
<<switch A mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

ip arp synchronize
int ethl/25-26

channel-group 10 mode active
int Pol0

description vPC peer-link

switchport

switchport mode trunk

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>

spanning-tree port type network

vpc peer-link

no shut
exit

copy run start

Cisco Nexus Switch B
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vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/25- 26
channel-group 10 mode active
int PolO
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Konfigurieren Sie Speicher-Port-Kanile

Die NetApp Storage-Controller ermdglichen eine aktiv/aktiv-Verbindung zum Netzwerk mithilfe des Link
Aggregation Control Protocol (LACP). Die Verwendung von LACP wird bevorzugt, da es sowohl
Verhandlungen als auch Protokollierung zwischen den Switches hinzufiigt. Da das Netzwerk fir vPC
eingerichtet ist, kdbnnen Sie mit diesem Ansatz aktiv/aktiv-Verbindungen vom Storage zu separaten physischen
Switches nutzen. Jeder Controller verflgt Uber zwei Links zu jedem der Switches. Alle vier Links sind jedoch
Teil derselben vPC und Interface Group (IFGRP).

Im Konfigurationsmodus (config t), flihren Sie auf jedem der Switches die folgenden Befehle aus, um die
einzelnen Schnittstellen und die daraus resultierende Port Channel-Konfiguration fur die mit dem NetApp AFF
Controller verbundenen Ports zu konfigurieren.

1. Fihren Sie die folgenden Befehle an Switch A und Switch B aus, um die Port-Kanale fir Speicher-
Controller A zu konfigurieren:
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. Fuhren Sie die folgenden Befehle an Switch A und Switch B aus, um die Port-Kanale fiir Speicher-
Controller B zu konfigurieren

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<i1iS8CSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

In dieser Lésungsvalidierung wurde eine MTU von 9000 verwendet. Basierend auf
Anwendungsanforderungen kdnnen Sie jedoch einen entsprechenden Wert fur die MTU

(D konfigurieren. Es ist wichtig, fiir die gesamte FlexPod Lésung denselben MTU-Wert
festzulegen. Falsche MTU-Konfigurationen zwischen Komponenten flihren zu Paketverluste
und diesen Paketen.

Serververbindungen konfigurieren

Die Cisco UCS Server haben eine virtuelle Interface Card mit zwei Ports, VIC1387, die fir den Datenverkehr
und das Booten des ESXi Betriebssystems Uiber iSCSI verwendet wird. Diese Schnittstellen werden fir den
Failover untereinander konfiguriert, wodurch Gber eine einzelne Verbindung hinaus eine zusatzliche
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Redundanz gewahrleistet wird. Wenn diese Links tUber mehrere Switches verteilt werden, kann der Server
sogar einen vollstandigen Switch-Ausfall Gberstehen.

Im Konfigurationsmodus (config t), fuhren Sie die folgenden Befehle aus, um die Porteinstellungen fir die
Schnittstellen zu konfigurieren, die mit jedem Server verbunden sind.

Cisco Nexus Switch A: Cisco UCS Server-A- und Cisco UCS Server-B-Konfiguration

int ethl/3-4
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<i8CSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>
spanning-tree port type edge trunk
mtu9216
no shut
exit

copy run start

Cisco Nexus Switch B: Konfiguration von Cisco UCS Server A und Cisco UCS Server B

int ethl/3-4

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

In dieser Lésungsvalidierung wurde eine MTU von 9000 verwendet. Basierend auf Anwendungsanforderungen
kdnnen Sie jedoch einen entsprechenden Wert fiir die MTU konfigurieren. Es ist wichtig, fir die gesamte
FlexPod Lésung denselben MTU-Wert festzulegen. Falsche MTU-Konfigurationen zwischen Komponenten
fuhren zum Paketfallen, und diese Pakete missen erneut tbertragen werden. Dies wirkt sich auf die Gesamt-
Performance der Lésung aus.

Um die Lésung durch Hinzufligen weiterer Cisco UCS Server zu skalieren, fiihren Sie die vorherigen Befehle
mit den Switch-Ports aus, die die neu hinzugefligten Server an Switches A und B angeschlossen wurden

Uplink zur bestehenden Netzwerkinfrastruktur

Je nach verfiuigbarer Netzwerkinfrastruktur kdnnen zur Uplink der FlexPod Umgebung mehrere Methoden und
Funktionen verwendet werden. Bei einer vorhandenen Cisco Nexus Umgebung empfiehlt NetApp den Einsatz
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von vPCs, um die in der FlexPod Umgebung enthaltenen Cisco Nexus 3172P Switches in die Infrastruktur zu
integrieren. Bei den Uplinks kann es sich um 10-GbE-Uplinks fiir eine 10-GbE-Infrastrukturlésung oder 1 GbE
fur eine 1-GbE-Infrastrukturlésung (sofern erforderlich) handelt. Die zuvor beschriebenen Verfahren kénnen
zur Erstellung eines Uplink vPC in der vorhandenen Umgebung verwendet werden. Stellen Sie sicher, dass
Sie den Kopierlauf ausfiihren, um die Konfiguration nach Abschluss der Konfiguration auf jedem Switch zu
speichern.

"Weiter: NetApp Verfahren fur die Storage-Implementierung (Teil 1)"

Verfahren zur NetApp Storage-Implementierung (Teil 1)

In diesem Abschnitt wird das NetApp AFF Storage-Implementierungsverfahren
beschrieben.

Installation eines NetApp Storage Controllers der AFF2xx Serie

NetApp Hardware Universe

Die NetApp Hardware Universe (HWU) Applikation bietet unterstlitzte Hardware- und Softwarekomponenten
fur jede spezifische ONTAP-Version. Das Tool liefert Konfigurationsinformationen fiir alle NetApp Storage
Appliances, die derzeit von der ONTAP Software unterstiitzt werden. Zudem bietet er eine Tabelle mit den
Kompatibilitaten der Komponenten.

Vergewissern Sie sich, dass die Hardware- und Softwarekomponenten, die Sie verwenden méchten, von der
zu installierenden Version von ONTAP unterstltzt werden:

1. Auf das zugreifen "HWU" Anwendung zum Anzeigen der Systemkonfigurationsleitfaden. Klicken Sie auf
die Registerkarte Controller, um sich die Kompatibilitat zwischen verschiedenen Versionen der ONTAP
Software und den NetApp Storage Appliances mit den gewtinschten Spezifikationen anzusehen.

2. Wenn Sie Komponenten nach Storage Appliance vergleichen mochten, klicken Sie alternativ auf Storage-
Systeme vergleichen.

Voraussetzungen fiir Controller AFF2XX Serie

Informationen zum Planen des physischen Standorts der Storage-Systeme finden Sie im NetApp Hardware
Universe. Beachten Sie die folgenden Abschnitte: Elektrische Anforderungen, unterstiitzte Netzkabel sowie
integrierte Anschlisse und Kabel.

Storage Controller
Befolgen Sie die Anweisungen zur physischen Installation der Controller im "AFF A220: Dokumentation".
NetApp ONTAP 9.4

Konfigurationsarbeitsblatt

Bevor Sie das Setup-Skript ausfiihren, fullen Sie das Konfigurationsarbeitsblatt aus der Produktanleitung aus.
Das Konfigurationsarbeitsblatt ist im verfligbar "ONTAP 9.4 — Leitfaden fur die Software-Einrichtung".

@ Das System ist in einer Konfiguration mit zwei Nodes ohne Switches eingerichtet.

Die nachfolgende Tabelle enthalt Informationen zur Installation und Konfiguration von ONTAP 9.4.
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https://docs.netapp.com/de-de/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
http://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62557&language=en-US
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611

Cluster-Details

Cluster Node A IP-Adresse
Cluster-Node A-Netmask
Cluster Node Ein Gateway
Cluster-Node A-Name
Cluster-Node B-IP-Adresse
Cluster-Node B-Netmask
Cluster-Node B-Gateway
Name fur Cluster-Node B
ONTAP 9.4-URL

Name fur Cluster
Cluster-Management-IP-Adresse
Cluster B-Gateway

Cluster B Netmask

Domain-Name

Wert fiir Cluster-Details
<<var_nodeA_Mgmt_ip>>
<<var_nodeA_mgmt_maska>>
\<<var_nodeA_mgmt_Gateway>
<<var_nodeA>>
<<var_nodeB_Mgmt_ip>>
<<var_nodeB_mgmt_maska>>
\<<var_nodeB_mgmt_Gateway>
<<var_nodeB>>
\<<var_url_Boot_Software>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_Gateway>>
<<var_clustermgmt_maska>>

<<var_Domain_Name>>

DNS-Server-IP (Sie kbnnen mehrere eingeben) <<var_dns_Server_ip>>

NTP-Server-IP (Sie kdnnen mehrere eingeben) \<<var_ntp_Server_ip>

Konfigurieren Sie Node A

FUhren Sie die folgenden Schritte aus, um Node A zu konfigurieren:
1. Stellt eine Verbindung mit dem Konsolen-Port des Storage-Systems her. Es sollte eine Loader-A-

Eingabeaufforderung angezeigt werden. Wenn sich das Storage-System jedoch in einer Reboot-Schleife
befindet, driicken Sie Strg-C, um die Autoboot-Schleife zu beenden, wenn Sie diese Meldung sehen:

Starting AUTOBOOT press Ctrl-C to abort..

2. Lassen Sie das System booten.

autoboot

3. Drucken Sie Strg-C, um das Startmen( aufzurufen.
Wenn ONTAP 9.4 nicht die Version der gerade gestarteten Software ist, fahren Sie mit den folgenden
Schritten fort, um neue Software zu installieren. Wenn ONTAP 9.4 die Version wird gebootet, wahlen Sie
Option 8 und y aus, um den Node neu zu booten. Fahren Sie dann mit Schritt 14 fort.

4. Um neue Software zu installieren, wahlen Sie Option 7.

5. Eingabe y Um ein Upgrade durchzufiihren.
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10.

1.

12.

13.
14.

15.

16.

17.

Wahlen Sie e0M Fiur den Netzwerkanschluss, den Sie fir den Download verwenden mochten.
Eingabe y Jetzt neu starten.

Geben Sie an den jeweiligen Stellen die IP-Adresse, die Netmask und das Standard-Gateway fir EOM ein.
<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

Geben Sie die URL ein, auf der die Software gefunden werden kann.

@ Dieser Webserver muss pingfahig sein.

<<var_ url boot software>>

Driicken Sie die Eingabetaste, um den Benutzernamen anzuzeigen, und geben Sie keinen Benutzernamen
an.

Eingabe y So legen Sie die neu installierte Software als Standard fest, die bei einem spateren Neustart
verwendet wird.

Eingabe y Um den Node neu zu booten.

Beim Installieren der neuen Software flhrt das System moglicherweise Firmware-Upgrades fir das BIOS
und die Adapterkarten durch. Dies fuhrt zu einem Neustart und méglichen Stopps an der Loader-A-
Eingabeaufforderung. Wenn diese Aktionen auftreten, kann das System von diesem Verfahren abweichen.

Dricken Sie Strg-C, um das Startmenu aufzurufen.
Wahlen Sie die Option 4 Fir saubere Konfiguration und Initialisieren aller Festplatten.

Eingabe y Setzen Sie die Konfiguration auf Null Festplatten zuriick, und installieren Sie ein neues
Dateisystem.

Eingabe y Um alle Daten auf den Festplatten zu I6schen.
Die Initialisierung und Erstellung des Root-Aggregats kann je nach Anzahl und Typ der verbundenen
Festplatten 90 Minuten oder mehr dauern. Nach Abschluss der Initialisierung wird das Storage-System neu

gestartet. Beachten Sie, dass die Initialisierung von SSDs erheblich schneller dauert. Sie kbnnen mit der
Node B-Konfiguration fortfahren, wahrend die Festplatten fir Node A auf Null gesetzt werden.

Beginnen Sie wahrend der Initialisierung von Node A mit der Konfiguration von Node B.

Konfigurieren Sie Node B

Flhren Sie die folgenden Schritte aus, um Node B zu konfigurieren:

1.

Stellt eine Verbindung mit dem Konsolen-Port des Storage-Systems her. Es sollte eine Loader-A-
Eingabeaufforderung angezeigt werden. Wenn sich das Storage-System jedoch in einer Reboot-Schleife
befindet, driicken Sie Strg-C, um die Autoboot-Schleife zu beenden, wenn Sie diese Meldung sehen:

Starting AUTOBOOT press Ctrl-C to abort..
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Dricken Sie Strg-C, um das Startment aufzurufen.

autoboot

Dricken Sie bei der entsprechenden Aufforderung Strg-C.

Wenn ONTAP 9.4 nicht die Version der gerade gestarteten Software ist, fahren Sie mit den folgenden
Schritten fort, um neue Software zu installieren. Wenn ONTAP 9.4 die Version wird gebootet, wahlen Sie
Option 8 und y aus, um den Node neu zu booten. Fahren Sie dann mit Schritt 14 fort.

Um neue Software zu installieren, wahlen Sie Option 7.

Eingabe y Um ein Upgrade durchzufiihren.

Wahlen Sie e0OM Fir den Netzwerkanschluss, den Sie flir den Download verwenden mdéchten.
Eingabe y Jetzt neu starten.

Geben Sie an den jeweiligen Stellen die IP-Adresse, die Netmask und das Standard-Gateway fir EOM ein.
<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

Geben Sie die URL ein, auf der die Software gefunden werden kann.

@ Dieser Webserver muss pingfahig sein.

<<var_url boot software>>

Dricken Sie die Eingabetaste, um den Benutzernamen anzuzeigen, und geben Sie keinen Benutzernamen
an.

Eingabe y So legen Sie die neu installierte Software als Standard fest, die bei einem spateren Neustart
verwendet wird.

Eingabe y Um den Node neu zu booten.
Beim Installieren der neuen Software flihrt das System moglicherweise Firmware-Upgrades fiir das BIOS

und die Adapterkarten durch. Dies fihrt zu einem Neustart und méglichen Stopps an der Loader-A-
Eingabeaufforderung. Wenn diese Aktionen auftreten, kann das System von diesem Verfahren abweichen.

Dricken Sie Strg-C, um das Startmenu aufzurufen.
Wahlen Sie Option 4 fiir saubere Konfiguration und Initialisieren Sie alle Festplatten.

Eingabe y Setzen Sie die Konfiguration auf Null Festplatten zurtick, und installieren Sie ein neues
Dateisystem.

Eingabe y Um alle Daten auf den Festplatten zu I6schen.
Die Initialisierung und Erstellung des Root-Aggregats kann je nach Anzahl und Typ der verbundenen

Festplatten 90 Minuten oder mehr dauern. Nach Abschluss der Initialisierung wird das Storage-System neu
gestartet. Beachten Sie, dass die Initialisierung von SSDs erheblich schneller dauert.



Fortsetzung der Konfiguration von Node A und Cluster

Flhren Sie von einem Konsolen-Port-Programm, das an den Storage Controller A (Node A)-Konsolenport
angeschlossen ist, das Node-Setup-Skript aus. Dieses Skript wird angezeigt, wenn ONTAP 9.4 das erste Mal
auf dem Node gebootet wird.

In ONTAP 9.4 wurde das Verfahren zur Einrichtung von Nodes und Clustern geringflgig
@ geandert. Der Cluster-Setup-Assistent wird jetzt zum Konfigurieren des ersten Node in einem
Cluster verwendet, wahrend System Manager zum Konfigurieren des Clusters verwendet wird.

1. Befolgen Sie die Anweisungen zum Einrichten von Node A

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [eOM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line

interface:
2. Navigieren Sie zur IP-Adresse der Managementoberflache des Knotens.

Das Cluster-Setup kann auch tber die CLI durchgefiihrt werden. In diesem Dokument wird die Cluster-
Einrichtung mit der von NetApp System Manager gefiihrten Einrichtung beschrieben.
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3. Klicken Sie auf Guided Setup, um das Cluster zu konfigurieren.

4. Eingabe <<var_clustername>> Fir den Cluster-Namen und <<var nodeA>> Und <<var_ nodeB>>
Fur jeden der Nodes, die Sie konfigurieren. Geben Sie das Passwort ein, das Sie fiir das Speichersystem
verwenden mochten. Wahlen Sie fir den Cluster-Typ Cluster ohne Switch aus. Geben Sie die Cluster-
Basislizenz ein.

MNetApp OnCommand System Manager

= Getting Started

Guided Setup to Configure a Cluster

Frovide Lhe mlod meation requa ed befow Lo configus e your (hester
Clusrer Meatwrk Suppor Srimidy
Cluster Name |
Modes

ﬂ Naot sure all nodes have been discovered? Refrash

FhIzEm RSO0 FhIzES RSO0
[RE SN ]
Clester Configuration: Switched Cluster Switchless Cluster

& Ussmame admin

Fassword | |

Canfirm Password | |

Cluster Base Licanse (Opsanal) | |

ﬂ For any gueries related to licenses, contact mysupport.netapp.com

Feature Licenzes [Dpronal)

ﬂ Chuster Base License s mandatory to 3dd Feature Licenses

5. AulRerdem kdnnen Funktionslizenzen fir Cluster, NFS und iSCSI eingegeben werden.

6. Eine Statusmeldung, die angibt, dass das Cluster erstellt wird. Diese Statusmeldung durchlaufen mehrere
Statusarten. Dieser Vorgang dauert mehrere Minuten.

7. Konfigurieren des Netzwerks.

a. Deaktivieren Sie die Option IP-Adressbereich.
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b. Eingabe <<var clustermgmt ip>> Im Feld Cluster-Management-IP-Adresse
<<var clustermgmt mask>>Im Feld ,Netzmaske“ und <<var clustermgmt gateway>>Im
Feld Gateway. Verwenden Sie den ... Wahlen Sie im Feld Port die Option EOM fiir Node A aus

C. Die Node-Management-IP fur Node A ist bereits gefillt. Eingabe <<var nodeA mgmt ip>> Flr
Node B.

d. Eingabe <<var domain name>> Im Feld DNS-Domain-Name. Eingabe <<var dns server ip>>
Im Feld IP-Adresse des DNS-Servers.

Sie kdbnnen mehrere IP-Adressen des DNS-Servers eingeben.
e. Eingabe <<var ntp server ip>>Im Feld primarer NTP-Server.
Sie kénnen auch einen alternativen NTP-Server eingeben.
8. Konfigurieren Sie die Support-Informationen.

a. Wenn in Ihrer Umgebung ein Proxy fiir den Zugriff auf AutoSupport erforderlich ist, geben Sie die URL
unter Proxy-URL ein.

b. Geben Sie den SMTP-Mail-Host und die E-Mail-Adresse fiir Ereignisbenachrichtigungen ein.

Sie mussen mindestens die Methode fiir die Ereignisbenachrichtigung einrichten, bevor Sie fortfahren
kénnen. Sie kdnnen eine beliebige der Methoden auswahlen.
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NetApp OnCommand System Manager

‘ =% Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwiork Support Summary

® AutoSupport @

€ Proxy URL (Optional) |

0 Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Motify me through:

SMTP Mall Host Emall Addresses

Email | Separate email addresses with a

COMIMIE..

SNMP Trap Host

[] snmp
Syslog Server

[ syslog

9. Klicken Sie, wenn angegeben wird, dass die Cluster-Konfiguration abgeschlossen ist, auf Manage Your
Cluster, um den Storage zu konfigurieren.
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Fortfiihrung der Storage-Cluster-Konfiguration

Nach der Konfiguration der Storage-Nodes und des Basis-Clusters konnen Sie die Konfiguration des Storage-
Clusters fortsetzen.

Alle freien Festplatten auf Null stellen

FUhren Sie den folgenden Befehl aus, um alle freien Festplatten im Cluster zu I16schen:

disk zerospares

Onboard-UTA2-Ports als Personlichkeit festlegen

1. Uberprifen Sie den aktuellen Modus und den aktuellen Typ der Ports, indem Sie den ausfiihren ucadmin
show Befehl.

AFF A220::> ucadmin show
Current
Mode

AFF

Adapter

Oe
0f
Oc
0d
Oe
0f

fc
fc
fc
fc
fc
fc
fc
fc

8 entries were displayed.

2. Uberpriifen Sie, ob der aktuelle Modus der verwendeten Ports lautet cna Und dass der aktuelle Typ auf

Current

Type

target
target
target
target
target
target
target
target

Pending Pending Admin
Mode Type Status

= = online
= = online
= = online
= = online
= = online
= = online
= = online

= = online

festgelegt ist target. Wenn nicht, andern Sie die Portpersonlichkeit mit dem folgenden Befehl:

ucadmin modify -node <home node of the port> -adapter <port name> -mode

cna -type target

Die Ports mussen offline sein, um den vorherigen Befehl auszufiihren. Fiihren Sie den folgenden Befehl

aus, um einen Port offline zu schalten:

‘network fcp adapter modify -node <home node of the port> -adapter <port

name> —-state down'

143



@ Wenn Sie die Port-Personlichkeit geandert haben, missen Sie jeden Node neu booten,
damit die Anderung wirksam wird.

Logische Management-Schnittstellen (LIFs) umbenennen

Um die Management-LIFs umzubenennen, fihren Sie die folgenden Schritte aus:

1. Zeigt die aktuellen Management-LIF-Namen an.
network interface show -vserver <<clustername>>

2. Benennen Sie die Cluster-Management-LIF um.

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt
3. Benennen Sie die Management-LIF fir Node B um.

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 B 1 -newname AFF A220-02 mgmtl

Legen Sie fiir das Cluster-Management den automatischen Wechsel zuriick

Stellen Sie die ein auto-revert Parameter auf der Cluster-Managementoberflache.

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-

revert true

Richten Sie die Service Processor-Netzwerkschnittstelle ein

Um dem Service-Prozessor auf jedem Node eine statische IPv4-Adresse zuzuweisen, fihren Sie die
folgenden Befehle aus:

system service-processor network modify -node <<var nodeA>> -address
-family IPv4 -enable true -dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify -node <<var nodeB>> -address
-family IPv4 -enable true -dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

(D Die Service-Prozessor-IP-Adressen sollten sich im gleichen Subnetz wie die Node-
Management-IP-Adressen befinden.
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Aktivieren Sie Storage-Failover in ONTAP

Flhren Sie die folgenden Befehle in einem Failover-Paar aus, um zu Uberprifen, ob das Storage-Failover
aktiviert ist:

1. Uberprifen Sie den Status des Storage-Failovers.

storage failover show

Beides <<var nodeA>> Und <<var nodeB>> Muss in der Lage sein, ein Takeover durchzufiihren.
Fahren Sie mit Schritt 3 fort, wenn die Knoten ein Takeover durchfiihren konnen.
2. Aktivieren Sie Failover bei einem der beiden Nodes.

storage failover modify -node <<var nodeA>> -enabled true

Durch die Aktivierung von Failover auf einem Node wird dies fur beide Nodes maglich.
3. Uberprifen Sie den HA-Status des Clusters mit zwei Nodes.

Dieser Schritt gilt nicht fir Cluster mit mehr als zwei Nodes.
cluster ha show

4. Fahren Sie mit Schritt 6 fort, wenn Hochverfligbarkeit konfiguriert ist. Wenn die Hochverfligbarkeit
konfiguriert ist, wird bei Ausgabe des Befehls die folgende Meldung angezeigt:

High Availability Configured: true

5. Aktivieren Sie nur den HA-Modus flur das Cluster mit zwei Nodes.

@ Fihren Sie diesen Befehl nicht flr Cluster mit mehr als zwei Nodes aus, da es zu
Problemen mit Failover kommt.

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. Uberpriifung der korrekten Konfiguration von Hardware-Unterstiitzung und ggf. Anderung der Partner-IP-
Adresse

storage failover hwassist show

Die Nachricht Keep Alive Status : Error: did not receive hwassist keep alive
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alerts from partner Zeigt an, dass die Hardware-Unterstitzung nicht konfiguriert ist. Fihren Sie die
folgenden Befehle aus, um die Hardware-Unterstiitzung zu konfigurieren.

storage failover modify —hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var nodeB>>

Jumbo Frame MTU Broadcast-Doméane in ONTAP erstellen

Um eine Data Broadcast-Domane mit einer MTU von 9000 zu erstellen, fihren Sie die folgenden Befehle aus:

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

Entfernen Sie Daten-Ports aus der Standard-Broadcast-Doméane

Die 10-GbE-Daten-Ports werden flir iISCSI/NFS-Datenverkehr verwendet, diese Ports sollten aus der
Standarddomane entfernt werden. Die Ports eOe und e0f werden nicht verwendet und sollten auch aus der
Standarddomane entfernt werden.

Flihren Sie den folgenden Befehl aus, um die Ports aus der Broadcast-Domane zu entfernen:

broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e(0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,

<<var nodeA>>:ele, <<var nodeA>>:e0f

Deaktivieren Sie die Flusssteuerung bei UTA2-Ports

Eine NetApp Best Practice ist es, die Flusskontrolle bei allen UTA2-Ports, die mit externen Geraten verbunden
sind, zu deaktivieren. Um die Flusssteuerung zu deaktivieren, fihren Sie den folgenden Befehl aus:
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

Konfigurieren Sie IFGRP LACP in ONTAP

Diese Art von Interface Group erfordert zwei oder mehr Ethernet-Schnittstellen und einen Switch, der LACP
untersttzt. Stellen Sie sicher, dass der Switch ordnungsgemaf konfiguriert ist.

FUhren Sie an der Cluster-Eingabeaufforderung die folgenden Schritte aus.
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ifgrp create -node <<var nodeA>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port elc
network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port e0d
ifgrp create -node << var nodeB>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port eOlc
network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port e0d

Konfigurieren Sie Jumbo Frames in NetApp ONTAP

Um einen ONTAP-Netzwerkport zur Verwendung von Jumbo Frames zu konfigurieren (die in der Regel Gber
eine MTU von 9,000 Byte verfiigen), fihren Sie die folgenden Befehle aus der Cluster-Shell aus:

AFF A220::> network port modify -node node A -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy
AFF A220::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.

Do you want to continue? {y|n}: vy

Erstellen von VLANs in ONTAP

Gehen Sie wie folgt vor, um VLANs in ONTAP zu erstellen:

1. Erstellen von NFS-VLAN-Ports und Hinzufligen dieser zu der Data Broadcast-Domane

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var_ nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-
<<var nfs vlan id>>

2. Erstellen von iSCSI-VLAN-Ports und Hinzufligen dieser zu der Data Broadcast-Domane
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var_ iscsi vlan A id>>, <<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var_ iscsi vlan B id>>, <<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. ERSTELLUNG VON MGMT-VLAN-Ports

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<mgmt_ vlan id>>

Erstellen von Aggregaten in ONTAP

Wahrend der ONTAP-Einrichtung wird ein Aggregat mit dem Root-Volume erstellt. Zum Erstellen weiterer
Aggregate ermitteln Sie den Namen des Aggregats, den Node, auf dem er erstellt werden soll, und die Anzahl
der enthaltenen Festplatten.

Flhren Sie zum Erstellen von Aggregaten die folgenden Befehle aus:

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var_ num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

Bewahren Sie mindestens eine Festplatte (wahlen Sie die grofite Festplatte) in der Konfiguration als
Ersatzlaufwerk auf. Als Best Practice empfiehlt es sich, mindestens ein Ersatzteil fur jeden Festplattentyp und
jede Grofle zu besitzen.

Beginnen Sie mit fiinf Festplatten. Wenn zusatzlicher Storage erforderlich ist, kbnnen Sie einem Aggregat
Festplatten hinzufligen.

Das Aggregat kann erst erstellt werden, wenn die Daten auf der Festplatte auf Null gesetzt werden. Fihren Sie
die aus aggr show Befehl zum Anzeigen des Erstellungsstatus des Aggregats. Fahren Sie erst fort
aggrl’ “nodeA Ist online.
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Konfigurieren Sie die Zeitzone in ONTAP

Flhren Sie den folgenden Befehl aus, um die Zeitsynchronisierung zu konfigurieren und die Zeitzone auf dem
Cluster festzulegen:

timezone <<var timezone>>

Beispielsweise ist die Zeitzone im Osten der USA America/New York. Nachdem Sie mit der
Eingabe des Zeitzonennamens begonnen haben, dricken Sie die Tabulatortaste, um die

verfugbaren Optionen anzuzeigen.
Konfigurieren Sie SNMP in ONTAP
FUhren Sie die folgenden Schritte aus, um die SNMP zu konfigurieren:

1. Konfigurieren Sie SNMP-Basisinformationen, z. B. Standort und Kontakt. Wenn Sie abgefragt werden,
werden diese Informationen als angezeigt sysLocation Und sysContact Variablen in SNMP.

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on

2. Konfigurieren Sie SNMP-Traps zum Senden an Remote-Hosts.

snmp traphost add <<var snmp server fgdn>>

Konfigurieren Sie SNMPv1 in ONTAP

Um SNMPvV1 zu konfigurieren, stellen Sie das freigegebene geheime Klartextkennwort ein, das als Community
bezeichnet wird.

snmp community add ro <<var snmp community>>

@ Verwenden Sie die snmp community delete all Befehl mit Vorsicht. Wenn Community
Strings fuir andere Uberwachungsprodukte verwendet werden, entfernt dieser Befehl sie.

Konfigurieren Sie SNMPv3 in ONTAP

SNMPv3 erfordert, dass Sie einen Benutzer fiir die Authentifizierung definieren und konfigurieren. Gehen Sie
wie folgt vor, um SNMPvV3 zu konfigurieren:

1. Flhren Sie die aus security snmpusers Befehl zum Anzeigen der Engine-ID.

2. Erstellen Sie einen Benutzer mit dem Namen snmpv3user.
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security login create -username snmpv3user -authmethod usm -application

snmp

3. Geben Sie die Engine-ID der autorisierenden Einheit ein, und wahlen Sie aus md5 Als
Authentifizierungsprotokoll.

4. Geben Sie bei der Aufforderung ein Kennwort mit einer Mindestlange von acht Zeichen fir das
Authentifizierungsprotokoll ein.

5. Wahlen Sie des Als Datenschutzprotokoll.

6. Geben Sie bei Aufforderung ein Kennwort mit einer Mindestlange von acht Zeichen flr das
Datenschutzprotokoll ein.

Konfigurieren Sie AutoSupport HTTPS in ONTAP
Das NetApp AutoSupport Tool sendet Zusammenfassung von Support-Informationen tiber HTTPS an NetApp.

Flhren Sie den folgenden Befehl aus, um AutoSupport zu konfigurieren:

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var storage admin email>>

Erstellen Sie eine Speicher-Virtual Machine

Um eine Storage Virtual Machine (SVM) flr Infrastrukturen zu erstellen, gehen Sie wie folgt vor:

1. Fihren Sie die aus vserver create Befehl.

vserver create —-vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. Das Datenaggregat wird zur Liste des Infrastruktur-SVM-Aggregats der NetApp VSC hinzugefigt.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. Entfernen Sie die ungenutzten Storage-Protokolle der SVM, wobei NFS und iSCSI Gberlassen bleiben.

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. Aktivierung und Ausfihrung des NFS-Protokolls in der SVM Infrastructure

‘nfs create -vserver Infra-SVM -udp disabled®
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5. Schalten Sie das ein SVM vstorage Parameter fiir das NetApp NFS VAAI Plug-in. Uberpriifen Sie dann,
ob NFS konfiguriert wurde.

‘vserver nfs modify -vserver Infra-SVM -vstorage enabled’
"vserver nfs show

(D Diese Befehle werden von ausgefiihrt vserver In der Befehlszeile, da Storage Virtual
Machines zuvor Server genannt wurden.

Konfigurieren Sie NFSv3 in ONTAP

In der folgenden Tabelle sind die Informationen aufgefiihrt, die zum AbschlieRen dieser Konfiguration
erforderlich sind.

Details Detailwert
ESXi hostet Eine NFS-IP-Adresse \<<var_esxi_hostA nfs_ip>
ESXi Host B NFS-IP-Adresse \<<var_esxi_hostB_nfs_ip>

Fihren Sie die folgenden Befehle aus, um NFS auf der SVM zu konfigurieren:

1. Erstellen Sie eine Regel fiir jeden ESXi-Host in der Standard-Exportrichtlinie.

2. Weisen Sie fur jeden erstellten ESXi Host eine Regel zu. Jeder Host hat seinen eigenen Regelindex. |hr
erster ESXi Host hat Regelindex 1, Ihr zweiter ESXi Host hat Regelindex 2 usw.

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3. Weisen Sie die Exportrichtlinie dem Infrastruktur-SVM-Root-Volume zu.

volume modify -vserver Infra-SVM -volume rootvol -policy default

Die NetApp VSC verarbeitet automatisch die Exportrichtlinien, wenn Sie sie nach der

(D Einrichtung von vSphere installieren méchten. Wenn Sie diese nicht installieren, missen Sie
Regeln fur die Exportrichtlinie erstellen, wenn zusatzliche Server der Cisco UCS C-Serie
hinzugefligt werden.
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Erstellen Sie den iSCSI-Dienst in ONTAP
Gehen Sie wie folgt vor, um den iSCSI-Service zu erstellen:
1. Erstellen Sie den iSCSI-Service fir die SVM. Mit diesem Befehl wird auch der iSCSI-Service gestartet und
der iSCSI-IQN fir die SVM festgelegt. Uberpriifen Sie, ob iSCSI konfiguriert wurde.

iscsi create -vserver Infra-SVM

iscsi show

Spiegelung zur Lastverteilung von SVM-Root-Volumes in ONTAP erstellen

1. Erstellen Sie ein Volume zur Load-Sharing-Spiegelung des SVM Root-Volumes der Infrastruktur auf jedem
Node.

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB -type DP
volume create -vserver Infra Vserver —volume rootvol m02 —aggregate

aggrl nodeB -size 1GB -type DP

2. Erstellen Sie einen Job-Zeitplan, um die Spiegelbeziehungen des Root-Volumes alle 15 Minuten zu
aktualisieren.

job schedule interval create -name 15min -minutes 15

3. Erstellen Sie die Spiegelungsbeziehungen.

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. Initialisieren Sie die Spiegelbeziehung und Uberprifen Sie, ob sie erstellt wurde.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol
snapmirror show

Konfigurieren Sie HTTPS-Zugriff in ONTAP

Gehen Sie wie folgt vor, um den sicheren Zugriff auf den Storage Controller zu konfigurieren:

1. Erhéhen Sie die Berechtigungsebene, um auf die Zertifikatbefehle zuzugreifen.
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2.

154

set -privilege diag
Do you want to continue? {yln}: vy

In der Regel ist bereits ein selbstsigniertes Zertifikat vorhanden. Uberpriifen Sie das Zertifikat, indem Sie
den folgenden Befehl ausfihren:

security certificate show

Bei jeder angezeigten SVM sollte der allgemeine Zertifikathname mit dem DNS-FQDN der SVM
Ubereinstimmen. Die vier Standardzertifikate sollten geldéscht und durch selbstsignierte Zertifikate oder
Zertifikate einer Zertifizierungsstelle ersetzt werden.

Das Loschen abgelaufener Zertifikate vor dem Erstellen von Zertifikaten ist eine bewahrte
Vorgehensweise. Fuhren Sie die aus security certificate delete Befehl zum Loschen
abgelaufener Zertifikate. Verwenden Sie im folgenden Befehl DIE REGISTERKARTEN-Vervollstandigung,
um jedes Standardzertifikat auszuwahlen und zu I6schen.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

. Um selbstsignierte Zertifikate zu generieren und zu installieren, fihren Sie die folgenden Befehle als

einmalige Befehle aus. Ein Serverzertifikat fur die Infrastruktur-SVM und die Cluster-SVM generieren.
Verwenden Sie wieder die REGISTERKARTEN-Vervollstandigung, um Sie beim Ausflllen dieser Befehle
zu unterstutzen.

security certificate create [TAB]

Example: security certificate create -common-name infra-svm. netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abc@netapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

. Um die Werte fir die im folgenden Schritt erforderlichen Parameter zu erhalten, fihren Sie den aus

security certificate show Befehl.

. Aktivieren Sie jedes Zertifikat, das gerade mit erstellt wurde -server-enabled true Und -client-

enabled false Parameter. Verwenden Sie erneut DIE REGISTERKARTEN-Vervollstandigung.

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com



7. Konfigurieren und aktivieren Sie den SSL- und HTTPS-Zugriff und deaktivieren Sie den HTTP-Zugriff.

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {yln}: y
system services firewall policy delete -policy mgmt -service http
—-vserver <<var clustername>>

@ Es ist normal, dass einige dieser Befehle eine Fehlermeldung ausgeben, die angibt, dass
der Eintrag nicht vorhanden ist.

8. Kehren Sie zur Berechtigungsstufe fir den Administrator zurtick, und erstellen Sie das Setup, damit SVM
Uber das Internet verfligbar ist.

set -privilege admin
vserver services web modify -—-name spi|ontapi|compat -vserver * -enabled
true

Erstellen Sie in ONTAP ein NetApp FlexVol Volume

Um ein NetApp FlexVol Volume zu erstellen, geben Sie den Namen, die GréRe und das Aggregat ein, auf dem
es vorhanden ist. Erstellung von zwei VMware Datastore Volumes und einem Server Boot Volume

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB -state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

Aktivieren Sie die Deduplizierung in ONTAP

Um die Deduplizierung auf entsprechenden Volumes zu aktivieren, fihren Sie folgende Befehle aus:

volume efficiency on -vserver Infra-SVM -volume infra datastore 1

volume efficiency on -vserver Infra-SVM -volume esxi boot
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Erstellen Sie LUNs in ONTAP

Fihren Sie die folgenden Befehle aus, um zwei Boot-LUNs zu erstellen:

lun create -vserver
15GB -ostype vmware
lun create -vserver

15GB -ostype vmware

Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
-space-reserve disabled
Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size
-space-reserve disabled

(D Beim Hinzufligen eines zusatzlichen Cisco UCS C-Series Servers muss eine zusatzliche Boot-
LUN erstellt werden.

Erstellen von iSCSI LIFs in ONTAP

In der folgenden Tabelle sind die Informationen aufgefiihrt, die zum AbschlieRen dieser Konfiguration

erforderlich sind.

Details Detailwert

Speicherknoten AiSCSI LIFO1A <<var_nodeA iscsi_lif01a_ip>>
Speicherknoten A iSCSI-LIFO1A-Netzwerkmaske <<var_nodeA _iscsi_lif01a_Mask>>
Speicherknoten A iSCSI LIFO1B <<var_nodeA iscsi_lif01b_ip>>

Speicherknoten Eine iSCSI-LIFO1B-Netzwerkmaske  <<var_nodeA iscsi_lif01b_Mask>>

Storage-Node B iSCSI LIFO1A <<var_nodeB_iscsi_lif01a_ip>>

Speicherknoten B iSCSI-LIFO1A-Netzwerkmaske <<var_nodeB iscsi_lif01a_Mask>>

Storage Node B iSCSI LIFO1B

<<var_nodeB iscsi_lif01b_ip>>

Speicherknoten B iSCSI-LIF01B-Netzwerkmaske <<var_nodeB_.iscsi_lif01b_Mask>>

1. Erstellen Sie vier iSCSI LIFs, zwei pro Node.
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up —-failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0Olb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

Erstellen von NFS LIFs in ONTAP

In der folgenden Tabelle sind die Informationen aufgefiihrt, die zum AbschlieRen dieser Konfiguration

erforderlich sind.

Details

Storage-Node A NFS LIF 01 IP

Storage Node A NFS LIF 01-Netzwerkmaske
Storage-Node B NFS LIF 02-IP

Storage Node B NFS LIF 02 Netzwerkmaske

1. Erstellen Sie ein NFS LIF.

Detailwert

<<var_nodeA_nfs_lif 01_ip>>
<<var_nodeA nfs_lif 01_maska>>
<<var_nodeB_nfs_lif 02 ip>>

<<var_nodeB_nfs_lif 02_maska>>
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network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
—-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<

var nodeA nfs 1if 01 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

Hinzufligen eines SVM-Administrators fiir die Infrastruktur

In der folgenden Tabelle sind die Informationen aufgefihrt, die zum Abschlieen dieser Konfiguration
erforderlich sind.

Details Detailwert

Vsmgmt-IP <<var_svm_mgmt_ip>>
Vsmgmt-Netzwerkmaske <<var_svm_mgmt_maska>>
Vsmgmt Standard-Gateway <<var_svm_mgmt_Gateway>>

So fugen Sie dem Managementnetzwerk den SVM-Administrator und die logische SVM-
Administrationsoberflache der Infrastruktur hinzu:

1. Fihren Sie den folgenden Befehl aus:

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide —-firewall-policy mgmt —-auto-
revert true

@ Die SVM-Management-IP sollte sich hier im selben Subnetz wie die Storage-Cluster-
Management-IP befinden.

2. Erstellen Sie eine Standardroute, damit die SVM-Managementoberflache die Aulenwelt erreichen kann.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>

network route show
3. Legen Sie ein Passwort fir den SVM vsadmin-Benutzer fest und entsperren Sie den Benutzer.
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"Weiter: Cisco UCS C-Series Rack Server Deployment Procedure"

Cisco UCS C-Serie Rack-Server-implementierung Verfahren

Der folgende Abschnitt enthalt ein detailliertes Verfahren zur Konfiguration eines
Standalone-Rack-Servers der Cisco UCS C-Serie zur Verwendung in der FlexPod
Express-Konfiguration.

Fiihren Sie die Ersteinrichtung fiir den Standalone-Server der Cisco UCS C-Serie fiir den Cisco Integrated Management
Server durch

FUhren Sie diese Schritte fir die Ersteinrichtung der CIMC-Schnittstelle fur Standalone-Server der Cisco UCS
C-Serie durch.

In der folgenden Tabelle sind die Informationen aufgefiihrt, die flr die Konfiguration von CIMC fiir jeden
Standalone-Server der Cisco UCS C-Serie erforderlich sind.

Details Detailwert
CIMC-IP-Adresse <<cimc_ip>>
CIMC-Subnetzmaske <<cimc_Netzmaske>>
CIMC-Standard-Gateway <<cimc_Gateway>>

@ Die CIMC-Version, die in dieser Validierung verwendet wird, ist CIMC 3.1.3(g).

Alle Server

1. Schliel3en Sie den Cisco Keyboard-, Video- und Mausdongle (KVM) (im Lieferumfang des Servers
enthalten) an den KVM-Port an der Vorderseite des Servers an. SchlieRen Sie einen VGA-Monitor und
eine USB-Tastatur an die entsprechenden KVM-Dongle-Ports an.

2. Schalten Sie den Server ein, und driicken Sie F8, wenn Sie dazu aufgefordert werden, die CIMC-
Konfiguration einzugeben.
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a 10.61.185.215 - K¥M Console [_ (O] x|
File View Macros Tools Power BootDevice Virtual Media Help

Mhz
not det

10.61.185.215 || admin || 1.2 fps || 15.049 KBis ||S)

3. Legen Sie im CIMC-Konfigurationsprogramm die folgenden Optionen fest:
o NIC-Modus (Network Interface Card):
= Dediziert [X]
o |P (Basis):
= IPV4: [X]
= DHCP aktiviert: [ ]
CIMC-IP: <<cimc_ip>>

= Prafix/Subnetz: <<cimc_Netmask>>
= Gateway: <<cimc_Gateway>>
o VLAN (erweitert): Lassen Sie das Kontrollkastchen deaktiviert, um VLAN-Tagging zu deaktivieren.
= NIC-Redundanz
= Keine: [X]
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4. Dricken Sie F1, um weitere Einstellungen anzuzeigen.

> Allgemeine Eigenschaften:
= Host-Name: <<esxi_Host Name>>
= Dynamisches DNS: [ ]
= Werkseinstellungen: Loschen.

o Standardbenutzer (Basic):
= Standardpasswort: <<admin_password>>
= Geben Sie das Passwort erneut ein: <<admin_password>>
= Port-Eigenschaften: Standardwerte verwenden.

= Portprofile: Lassen Sie das Léschen.
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FactorybDefaults

Detault User

Port Properties

Admin Mode Operation Mode
AUTE K]
111 .

5. Driicken Sie F10, um die Konfiguration der CIMC-Schnittstelle zu speichern.

6. Dricken Sie nach dem Speichern der Konfiguration Esc, um den Vorgang zu beenden.

Konfigurieren Sie den iSCSI-Start von Cisco UCS C-Series Servern

In dieser FlexPod Express-Konfiguration wird der VIC1387 fur das iSCSI-Booten verwendet.

In der folgenden Tabelle werden die Informationen aufgefiihrt, die flir die Konfiguration des iSCSI-Startens

erforderlich sind.

@ Kursiv formatierte Schriftart zeigt Variablen an, die fur jeden ESXi-Host eindeutig sind.

Details

ESXi Host-Initiator Ein Name

ESXi Host, iISCSIAIP

ESXi-Host, iSCSI-A-Netzwerkmaske
ESXi Host iISCSI Ein Standard-Gateway
ESXi Host-Initiator B-Name

ESXi-Host, iSCSI-B-IP
ESXi-Host-iSCSI-B-Netzwerkmaske
ESXi Host iISCSI-B-Gateway
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<<var_ucs_Initiator Name A>>
<<var_esxi_Host _iscsiA_ip>>
<<var_esxi_Host_iscsiA_Maska>>
\<<var_esxi_Host_iscsiA_Gateway>
\<<var_ucs_Initiator Name_B>
<<var_esxi_Host_iscsiB_ip>>
<<var_esxi_Host iscsiB_Maska>>

\<<var_esxi_Host_iscsiB_Gateway>



Details Detailwert
IP-Adresse iscsi_lif01a

IP-Adresse iscsi_lif02a

IP-Adresse iscsi_lif01b

IP-Adresse iscsi_lif02b

Infra_SVM IQN

Konfiguration der Startreihenfolge

Gehen Sie wie folgt vor, um die Konfiguration der Startreihenfolge festzulegen:

1. Klicken Sie im Browser-Fenster der CIMC-Schnittstelle auf die Registerkarte Server, und wahlen Sie BIOS
aus.

2. Klicken Sie auf Startreihenfolge konfigurieren, und klicken Sie dann auf OK.

BH= »

it / Cormnpute / BIOS

Chassis = BIOS Remate Management Troubleshoaoting Power Policies PID Catalog
Summary - - . . "
Erter BIOS Setup | Clear BIOS GMOS- | Restore Manufacturing Custom Settings: | Restore Defallts
Inventory ————————
Caonfigure BIOS Configure Boot Cirder Configure BICS Profile
Sensors

BIOS Properties
Power Management
Running Version  C220M5.3.1.3d.0.0613181103
Faults and Logs R
UEFI Secure Boot ||

Actual Boot Mode  Lefi

Compute
Configured Boot Mode v
I\Ietworkmg > Last Configured Boot Order Source  BIDS
Configured One time boot device L d
Storage r :
Save Changes
Admin »
¥ Configured Boot Devices Actual Boot Devices
Basic LIEFI: Built-in EFI Shell (MonPolicyTarget)
Advanced

LIEFI: FXE IF4 InteliR) Ethernet Contraller ¥550 {NonPolicyTarget)
LIEFI: FXE IF4 InteliR) Ethernet Contraller ¥550 {NonPolicyTarget)

LIEFI: Cisco vEMM-Mapped vDvD .24 (NonPolicyTargety

3. Konfigurieren Sie die folgenden Gerate, indem Sie unter Startgerat hinzufligen auf das Gerat klicken und
zur Registerkarte Erweitert wechseln.

o Flgen Sie Einen Virtuellen Datentrager Hinzu
= NAME: KVM-CD-DVD
= UNTERTYP: KVM GEMAPPTEN DVD
= Status: Aktiviert
= Bestellung: 1

> Flgen Sie iSCSI Boot hinzu.
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= Name: ISCSI-A

= Status: Aktiviert

= Bestellung: 2

= Schlitz: MLOM

= Port: 0

o Klicken Sie auf iSCSI Boot hinzuflgen.

= Name: ISCSI-B

= Status: Aktiviert

= Bestellung: 3

= Schlitz: MLOM

= Anschluss: 1

4. Klicken Sie Auf Gerat Hinzufligen.

5. Klicken Sie auf Anderungen speichern und dann auf SchlieRen.

Configured Boot Level:  Advanced

Basic Advanced

Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Local HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add FXE Boot
Add SAN Boot Name Type Order State
K-t APPED-DND WAEDLA, 1 Enabled
Add LB (] iscska ISCSI 2 Enabled
Add Virtual Media —

|| isCcsLB I1SC5I 3 Enabled
Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYE
Add Local COD
Reset Values Close

6. Starten Sie den Server neu, um mit lhrer neuen Startreihenfolge zu starten.

Deaktivieren des RAID-Controllers (falls vorhanden)

Flhren Sie die folgenden Schritte aus, wenn lhr C-Series-Server einen RAID-Controller enthalt. Beim Booten
der SAN-Konfiguration ist kein RAID-Controller erforderlich. Optional kénnen Sie den RAID-Controller auch
physisch vom Server entfernen.

1. Klicken Sie im linken Navigationsbereich in CIMC auf BIOS.

2. Wahlen Sie BIOS konfigurieren.

3. Blattern Sie nach unten zu PCle Slot:HBA Option ROM.

4. Wenn der Wert nicht bereits deaktiviert ist, setzen Sie ihn auf deaktiviert.
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BIOS

Femaote Management Troubleshaoting Power Palicies PID Catalog
[lie} Server Management Security Processor Memory FPoweriPerformance
Mote: Defaultvalues are shown in bold

Reboot Host Immediately:

Intel VT for directed [0: | Enabled v

Intel VTD ATS support: | Enabled T

LOM Port 1 OptionRom: | Enabled v

Pcie Slot 1 OptionRom: | Disabled ¥

MLOM OptionRom: | Enabled v

Front NVME 1 OptionRom: | Enabled r

MRAID Link Speed: | Auto L

PCle Slot 1 Link Speed: | Auto L4

Front NVME 1 Link Speed: | Auto v

VGA Priority: | Onboard v

P_SATA OptionROM: | LS| 5W RAID L 4

USB Port Rear: | Enabled L

USB Port Internal: | Enabled r

IPV6 PXE Support: | Disabled L

Konfigurieren Sie Cisco VIC1387 fiir iSCSI Boot

Legacy USB Support:
Intel VTD coherency support:
All Onboard LOM Ports:
LOM Port 2 OptionRom:
Pcie Slot 2 OptionRom:
MRAID OptionRom:

Front NVME 2 OptionRom:
MLOM Link Speed:

PCle Slot 2 Link Speed:
Front NVME 2 Link Speed:
M.2 SATA OptionROM:
USB Port Front:

USB Port KVM:

USB Port:M.2 Storage:

Die folgenden Konfigurationsschritte gelten fiir den Cisco VIC 1387 fiir iSCSI Boot.

Erstellen von iSCSI-vNICs

1. Klicken Sie auf Hinzufligen, um einen vNIC zu erstellen.

2. Geben Sie im Abschnitt vNIC hinzufligen die folgenden Einstellungen ein:

o Name: ISCSI-vNIC-A
> MTU: 9000

o Standard-VLAN: <<var iscsi vlan a>>

VLAN-Modus: TRUNK

o

o PXE-Start aktivieren: Prifen

¥ vNIC Properties

v General
Name:
CDN: | WIC-MLOM-ISCSIC-A
MTU: | 9000
Uplink Port: | O
MAC Address: O Auto
®) | 706954 C0.98:ED
Class of Service: | 0
Trust Host CoS:
PCI Order: | 4
Default VLAN: (O Mone
@ | 3439

{1500 - 9000)

Enabled
Disabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled

VLAN Mode: | Trunk

Rate Limit: (&)

Channel Number:

PCl Link:

[ =)

Enahle NVGRE:
Enable VXLAN:
Advanced Filter:

Port Profile:
Enable PXE Boot:
Enable VMO:
Enable aRFS:

Enable Uplink Failover:

Failback Timeout:

]

OFF

(2]
(1 - 100
o-1

0~ GO0
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3. Klicken Sie auf vNIC hinzufligen und dann auf OK.

4. Wiederholen Sie den Vorgang, um einen zweiten vNIC hinzuzufugen.
a. Benennen Sie die YNIC 1SCSI-vNIC-B.
b. Eingabe <<var iscsi vlan b>>Als VLAN.
C. Setzen Sie den Uplink-Port auf 1.

5. Wahlen Sie die VNIC aus iSCcSI-vNIC-A Auf der linken Seite.

|l'| { [ Adapter Card MLOM [ vNICs

Seneral External Ethernet Interfaces YT S vHEAS
¥ vMICs * vNIC Properties
ethi
Eth ] * iSCSIBootProperties
ST MIC-A
> General
iISCS-YMIC-B
* Initiator

* Primary Target

+ Secondary Target

F usnNIC

6. Geben Sie unter iISCSI Boot Properties die Initiator-Details ein:
o Name: <<var_ucsa_|Initiator Name_a>>
o |P-Adresse: <<var_esxi_hostA_iscsiA ip>>
o Subnetzmaske: <<var_esxi_hostA iscsiA_maska>>

o Gateway: <<var_esxi_hostA_iscsiA_Gateway>>
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Y/ .. [ Adapter Card Refresh | Host Powsr | Launch KM | Ping | CIMC Rebant | Locator LED | @@ 1

MLOM / vNICs
General External Ethernet Interfaces wiNICs wHBAS
¥ wMICS ¥ iSCSIBoot Properties
ethd
» General
eth
IE(E- v Initiator
1505y
Name: | ign. 1892-01.com.ciscoiucs0l (0 - 233) chars Initiator Priority: | primary
IP Address: | 172.21.246.30 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15
Gateway: | 172212461 CHAP Name:
Primary DNS: CHAP Secret:

» Primary Target

» Secondary Target

7. Geben Sie die Details des primaren Ziels ein.
o Name: IQN-Nummer der Infrastruktur-SVM
° IP-Adresse: IP-Adresse von iscsi 1if0la
> Boot-LUN: 0

8. Geben Sie die Details des sekundaren Ziels ein.

o Name: IQN-Nummer der Infrastruktur-SVM
° |P-Adresse: IP-Adresse von iscsi 1if02a

o Boot-LUN: O

Sie kdnnen die Speicher-IQN-Nummer abrufen, indem Sie den ausflhren vserver iscsi show
Befehl.

@ Achten Sie darauf, die IQN-Namen fiir jede vNIC aufzuzeichnen. Sie brauchen sie flr
einen spateren Schritt.
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h/ . [ Adapter Card
MLOM [ vNICs

General External Ethernet Interfaces wiNICs vHBAS

- VNS * Initiator

etho .
¥ Primary Target
eth1

Mame: | ign.1992-03. com.netapp:sn. 7 eSB0f7 3a51

ISCSky

IP Address: | 172.21.246.16

ISCSl-v
TCP Port 3260
v Secondary Target
Mame: | ign.1992-03.com.netapp: sn.7 eSB0f7 3251
IP Address: | 172.21.246.18

TCP Port 3260

Unconfigure iSCSI Boot

9. Klicken Sie auf iISCSI konfigurieren.

Refresh

(0 - 233) chars

(0 - 233) chars

Host Power

Launch KM | Ping | CIMC Reboot | Locator LED | &g

Boot LUN: | O
CHAP Name:

CHAP Secret:

Boot LUN: | O
CHAP Name:

CHAP Secret:

10. Wahlen Sie die VNIC aus iSCSI-vNIC- B Und klicken Sie auf die Schaltflache iSCSI-Start oben im

Abschnitt Host-Ethernet-Schnittstellen.

11. Wiederholen Sie den zu konfigurierenden Vorgang i SCSI-vNIC-B.

12. Geben Sie die Initiator-Details ein.
° Name: <<var ucsa initiator name b>>

° |P-Adresse: <<var esxi hostb iscsib ip>>

° Subnetzmaske: <<var esxi hostb iscsib mask>>

° Gateway: <<var esxi hostb iscsib gateway>>

13. Geben Sie die Details des primaren Ziels ein.

o Name: IQN-Nummer der Infrastruktur-SVM
° |P-Adresse: IP-Adresse von iscsi 1if01b
o Boot-LUN: 0

14. Geben Sie die Details des sekundaren Ziels ein.

o Name: IQN-Nummer der Infrastruktur-SVM
° IP-Adresse: IP-Adresse von iscsi 1if02b

o Boot-LUN: 0

Sie kénnen die Speicher-IQN-Nummer mit dem abrufen vserver iscsi show Befehl.

®

15. Klicken Sie auf ISCSI konfigurieren.

spateren Schritt.
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16. Wiederholen Sie diesen Vorgang, um iSCSI-Boot fiir Cisco UCS-Server B zu konfigurieren

Konfigurieren Sie vNICs fiir ESXi
1. Klicken Sie im CIMC-Schnittstellenbrowser-Fenster auf Inventar und anschlieend im rechten
Fensterbereich auf Cisco VIC-Adapter.

2. Wahlen Sie unter Adapterkarten Cisco UCS VIC 1387 aus und wahlen Sie dann die darunter liegende
vNICs aus.

h/ ."{Adapter Card Refresh | Host Power | Launch ki | Fing | CIMC Reboot | Locat
MLOM [ vNICs
General External Ethernet Interfaces wMICs vHEAS
¥ ¥NICS Host Ethernet Interfaces Selected 0,
Btnd Add vNIC
eth1
ISCSly Name CDHN MAC Address MTU usNIC  Uplink Port  CoS  VLAN VLAN Mode
ISCSly [] ethd WIC-MLO...  70:69:0A.C0:55:45 1500 o o o MOME TRUMK,
[ ethl WIC-WLO. . 70:69:5A:CO:95:4A 1500 0 1 0 MOME TRUNK
[T isCSkv..  WIC-MLO.. 70:69:5ACO:95:40 3000 0 0 0 3439 TRUNK
[ iSCElv.  WICMLO..  70:69:5A COS854E 5000 o 1 o 3440 TRUNK

3. Wahlen Sie eth0 aus, und klicken Sie auf Eigenschaften.
4. Setzen Sie die MTU auf 9000. Klicken Sie Auf Anderungen Speichern.
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Y/ [ Adapter Card
MLOM [ vNICs

General External Ethernet Interfaces

¥ wMNICS
ethd
eth1
ISCEly
IS5y

Refresh

Host Power | Launch Ky

wMNICs vHEAS
Name:
CDH: | WIC-MLOM-ethD
MTU: | 9000
Uplink Port: | D

MAC Address: () Auto

(@) | F0:E2:5A:C0:958:49

Class of Service: | 0

Trust Host CoS: ||

PCl Order: | O

Default VLAN: ® Nane

@)

| {1500 - 9000

2]

5. Wiederholen Sie die Schritte 3 und 4 fiir eth1. Uberpriifen Sie, ob der Uplink-Port auf festgelegt ist 1 Fiir
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eth1.

Il'l [ | Adapter Card MLOM [ vNICs

General E:xternal Ethernet Interfaces wMNICs vHEAS
v WNICs Host Ethernet Interfaces

Btho Add vNIC

ethi

SO S ICA Name CDH MAC Address MTU usNIC  Uplink Port

ISCSYMIC-B [ ] ethO WC-MLOD, FOES:5A C0:95:49 9000 a 0
I:I eth WIC-MLO. J0BFAA CO9E: 44 5000 0 1
I:I ISCER. WIC-WLO. J0BFAA CO9E:40 5000 0 0
[ iSCSlv..  WIC-MLO... FOBSEA COSE4E S000 a 1

@ Dieses Verfahren muss flr jeden ersten Cisco UCS Server-Knoten und jeden zuséatzlichen
Cisco UCS Server-Knoten, der der Umgebung hinzugefligt wurde, wiederholt werden.



"Weiter: NetApp Verfahren fir die AFF-Storage-Implementierung (Teil 2)"

NetApp Verfahren zur Implementierung von AFF-Storage (Teil 2)
Einrichtung von ONTAP SAN Boot Storage

Erstellen von iSCSlI-Initiatorgruppen

Um Initiatorgruppen zu erstellen, fiihren Sie den folgenden Schritt aus:
Fir diesen Schritt bendtigen Sie die iISCSI-Initiator-IQNs aus der Serverkonfiguration.

1. Flhren Sie Uber die SSH-Verbindung des Cluster-Management-Node die folgenden Befehle aus. Um die
drei in diesem Schritt erstellten Initiatorgruppen anzuzeigen, fihren Sie den Befehl igroup show aus.

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
—ostype vmware -—-initiator <<var vm host infra a iSCSI-A vNIC IQN>>,
<<var vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
—ostype vmware —initiator <<var vm host infra b iSCSI-A vNIC IQN>>,
<<var vm host infra b iSCSI-B vNIC IQN>>

@ Dieser Schritt muss abgeschlossen sein, wenn zusatzliche Cisco UCS C-Series Server
hinzugefligt werden.

Zuordnen von Boot-LUNs zu Initiatorgruppen

Flhren Sie die folgenden Befehle aus der SSH-Verbindung fir das Cluster-Management aus, um Boot-LUNs
Initiatorgruppen zuzuordnen:

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A -igroup
VM-Host-Infra- A —-lun-id O
lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra- B —-igroup
VM-Host-Infra- B —-lun-id 0

@ Dieser Schritt muss abgeschlossen sein, wenn zusatzliche Cisco UCS C-Series Server
hinzugefugt werden.

"Weiter: VMware vSphere 6.7 Deployment Procedure."

Implementierungsverfahren fiir VMware vSphere 6.7

Dieser Abschnitt enthalt ausfuhrliche Verfahren zur Installation von VMware ESXi 6.7 in
einer FlexPod Express-Konfiguration. Die folgenden Implementierungsverfahren werden
S0 angepasst, dass sie die in vorherigen Abschnitten beschriebenen
Umgebungsvariablen enthalten.
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Fir die Installation von VMware ESXi in einer solchen Umgebung sind mehrere Methoden vorhanden. Dieses
Verfahren verwendet die virtuelle KVM-Konsole und die virtuellen Medienfunktionen der CIMC-Schnittstelle fur
Server der Cisco UCS C-Serie, um Remote-Installationsmedien jedem einzelnen Server zuzuordnen.

@ Diese Prozedur muss fir Cisco UCS Server A und Cisco UCS Server B abgeschlossen sein

Far alle zusatzlichen Nodes, die dem Cluster hinzugefugt werden, muss dieser Vorgang abgeschlossen sein.

Melden Sie sich bei der CIMC-Schnittstelle fiir Standalone-Server der Cisco UCS C-Serie an

Die folgenden Schritte beschreiben die Methode zur Anmeldung an der CIMC-Schnittstelle fir Standalone-
Server der Cisco UCS C-Serie. Sie mussen sich bei der CIMC-Schnittstelle anmelden, um die virtuelle KVM
auszufuhren, die es dem Administrator ermoglicht, die Installation des Betriebssystems tber Remote-Medien
zu starten.

Alle Hosts

1. Navigieren Sie zu einem Webbrowser, und geben Sie die IP-Adresse flr die CIMC-Schnittstelle fir die
Cisco UCS C-Serie ein. In diesem Schritt wird die CIMC GUI-Anwendung gestartet.

2. Melden Sie sich bei der CIMC-UI mit dem Admin-Benutzernamen und den Anmeldedaten an.
3. Wahlen Sie im Hauptmeni die Registerkarte Server aus.
4. Klicken Sie auf KVM-Konsole starten.

] ."r COmpUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | (70 ]

BIOS Femote Management Troubleshoating Power Policies PID Catalog

5. Wahlen Sie in der virtuellen KVM-Konsole die Registerkarte Virtueller Datentrager aus.
6. Wahlen Sie Karte CD/DVD.

@ Sie mussen eventuell zuerst auf virtuelle Gerate aktivieren klicken. Wahlen Sie die Option
Diese Sitzung akzeptieren, wenn Sie dazu aufgefordert werden.

7. Rufen Sie die ISO-Image-Datei des VMware ESXi 6.7-Installationsprogramms auf, und klicken Sie auf
Offnen. Klicken Sie Auf Kartengerét.

8. Wahlen Sie das Menl Power (aus) und dann Power Cycle System (Kaltstart). Klicken Sie Auf Ja.
VMware ESXi installieren

In den folgenden Schritten wird die Installation von VMware ESXi auf jedem Host beschrieben.

Laden Sie das benutzerdefinierte ESXI 6.7 Cisco Image herunter

1. Navigieren Sie zum "Download-Seite fur VMware vSphere" Fur benutzerdefinierte 1ISOs.
2. Klicken Sie neben der Cisco Custom Image for ESXi 6.7 GA Install-CD auf Go to Downloads.
3. Laden Sie die Cisco Custom Image for ESXi 6.7 GA Install CD (ISO) herunter.
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Alle Hosts

1. Beim Systemstart erkennt die Maschine die VMware ESXi Installationsmedien.

2. Wahlen Sie das VMware ESXi-Installationsprogramm aus dem angezeigten Menu aus.
Das Installationsprogramm wird geladen. Dies dauert einige Minuten.

3. Driicken Sie nach dem Laden des Installers die Eingabetaste, um mit der Installation fortzufahren.

4. Nachdem Sie die Endbenutzer-Lizenzvereinbarung gelesen haben, akzeptieren Sie sie und fahren Sie mit
der Installation fort, indem Sie auf F11 driicken.

5. Wahlen Sie die NetApp LUN aus, die zuvor als Installationsfestplatte fiir ESXi eingerichtet wurde, und
dricken Sie die Eingabetaste, um die Installation fortzusetzen.

. HETAFP  LUN C-PMaode (rian  GHHAIEEHIEINAMRS6HEI0Y .. o) 15 B0 GiH

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort s

6. Wahlen Sie das entsprechende Tastaturlayout aus, und driicken Sie die Eingabetaste.
7. Geben Sie das Root-Passwort ein und bestatigen Sie es, und driicken Sie die Eingabetaste.

8. Der Installer warnt Sie, dass vorhandene Partitionen auf dem Volume entfernt werden. Fahren Sie mit der
Installation fort, indem Sie auf F11 drlicken. Der Server startet nach der Installation von ESXi neu.

Einrichten des VMware ESXi Host-Managementnetzwerkes

Bei den folgenden Schritten wird beschrieben, wie das Management-Netzwerk fir jeden VMware ESXi Host
hinzugeflugt wird.

Alle Hosts

1. Geben Sie nach dem Neustart des Servers die Option zum Anpassen des Systems ein, indem Sie F2
dricken.

2. Melden Sie sich mit root als Anmeldenamen und dem Root-Passwort an, das zuvor wahrend des
Installationsprozesses eingegeben wurde.

3. Wahlen Sie die Option Managementnetzwerk konfigurieren.
4. Wahlen Sie Netzwerkadapter aus, und driicken Sie die Eingabetaste.

5. Wahlen Sie die gewulinschten Ports flr vSwitchO aus. Dricken Sie Die Eingabetaste.

@ Wahlen Sie die Ports aus, die ethO und eth1 im CIMC entsprechen.
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Network Adopters

Device Mame Harduare Label (HAC .Al:l:i:'ess) Status

[X] vnnich ‘Slu.i'lD':HLEI!. L
[¥]1 vmnicl f e
[ ) wnic3 SlotlD: I‘ILIII'I.... L..:ﬂduﬂ.‘l! Connected
D> View Detalls <Space> Toggle Selected sEnter? Ok <Esc» Cancel

6. Wahlen Sie VLAN (optional) aus, und driicken Sie die Eingabetaste.
7. Geben Sie die VLAN-ID ein <<mgmt_vlan_id>>. Driicken Sie Die Eingabetaste.

8. Wahlen Sie im Menl Managementnetzwerk konfigurieren die Option IPv4-Konfiguration aus, um die IP-
Adresse der Managementoberflache zu konfigurieren. Dricken Sie Die Eingabetaste.

9. Markieren Sie mit den Pfeiltasten die Option statische IPv4-Adresse festlegen, und wahlen Sie diese
Option mithilfe der Leertaste aus.

10. Geben Sie die IP-Adresse zum Verwalten des VMware ESXi-Hosts ein <<esxi host mgmt_ ip>>.
11. Geben Sie die Subnetzmaske flir den VMware ESXi-Host ein <<esxi host mgmt netmask>>.

12. Geben Sie das Standard-Gateway fiir den VMware ESXi-Host ein <<esxi host mgmt gateway>>.
13. Driicken Sie die Eingabetaste, um die Anderungen an der IP-Konfiguration zu akzeptieren.

14. Rufen Sie das IPv6-Konfigurationsmenu auf.

15. Deaktivieren Sie IPv6 Uber die Leertaste, indem Sie die Option IPv6 aktivieren (Neustart erforderlich)
deaktivieren. Driicken Sie Die Eingabetaste.

16. Rufen Sie das Meni auf, um die DNS-Einstellungen zu konfigurieren.

17. Da die IP-Adresse manuell zugewiesen wird, missen auch die DNS-Informationen manuell eingegeben
werden.

18. Geben Sie die IP-Adresse des primaren DNS-Servers ein[nameserver _ip].

19. (Optional) Geben Sie die IP-Adresse des sekundaren DNS-Servers ein.

20. Geben Sie den FQDN fiur den VMware ESXi-Hostnamen ein:[esxi_host_fgdn].

21. Driicken Sie die Eingabetaste, um die Anderungen an der DNS-Konfiguration zu akzeptieren.
22. Beenden Sie das Untermeni Verwaltungsnetzwerk konfigurieren, indem Sie Esc driicken.
23. Driicken Sie Y, um die Anderungen zu bestatigen und den Server neu zu starten.

24. Melden Sie sich von der VMware Konsole aus, indem Sie Esc driicken.

Konfigurieren Sie den ESXi-Host

Sie bendtigen die Informationen in der folgenden Tabelle, um jeden ESXi Host zu konfigurieren.
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Details Wert
ESXi Hostname

ESXi Host-Management-IP

ESXi Host-Managementmaske
ESXi Host-Management-Gateway
ESXi Host, NFS-IP

ESXi Host-NFS-Maske

ESXi Host-NFS-Gateway

ESXi Host vMotion IP

ESXi Host vMotion Maske

ESXi Host vMotion Gateway
ESXi Host, iISCSIAIP

ESXi Host iISCSI-A-Maske
ISCSI-A-Gateway flir ESXi Host
ESXi-Host, iISCSI-B-IP
ISCSI-B-Maske fir ESXi Host
ESXi Host iISCSI-B-Gateway

Melden Sie sich beim ESXi-Host an

1. Offnen Sie die Management-IP-Adresse des Hosts in einem Webbrowser.

2. Melden Sie sich beim ESXi-Host mit dem Root-Konto und dem Passwort an, das Sie wahrend des

Installationsvorgangs angegeben haben.

3. Lesen Sie die Aussage zum VMware Customer Experience Improvement Program. Klicken Sie nach

Auswabhl der richtigen Antwort auf OK.

Konfigurieren Sie den iSCSI-Bootvorgang

1. Wahlen Sie links die Option Netzwerk.

2. Wahlen Sie rechts die Registerkarte Virtuelle Switches aus.
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‘I Navigator

€3 icesesbcnetanncom - Networking

i Q Host FPart groups | Virtual switches f
Manage
MomiET B= Add standard virtual switch
=1 irtual Machines | 0 Name
EH storage LE == vSwitchl
e neworng (108 | [ES—
- = vSwitch0
& iScsiBooty Switch

Enra nodarmrk o

. Klicken Sie auf iScsiBootvSwitch.

3
4. Wahlen Sie Einstellungen bearbeiten aus.

5. Andern Sie die MTU in 9000, und klicken Sie auf Speichern.
6

. Klicken Sie im linken Navigationsbereich auf Netzwerk, um zur Registerkarte Virtuelle Switches

o N

zurtickzukehren

. Klicken Sie Auf Standard-Virtuellen Switch Hinzuflgen.

. Geben Sie den Namen an iScsiBootvSwitch-B Fir den vSwitch-Namen.

o Setzen Sie die MTU auf 9000.

o Wahlen Sie

vmnic3 aus den Optionen Uplink 1.

o Klicken Sie Auf Hinzufligen.

®

Vmnic2 und vmnic3 werden fir das Booten von iSCSI in dieser Konfiguration verwendet.
Wenn Sie zusatzliche NICs in Ihrem ESXi Host haben, haben Sie méglicherweise
unterschiedliche vmnic-Zahlen. Um zu Uberprifen, welche NICs fur das Booten von
iSCSI verwendet werden, stimmen Sie die MAC-Adressen auf den iSCSI vNICs in CIMC
den vmnics in ESXi ab.

9. Wahlen Sie im mittleren Fensterbereich die Registerkarte VMkernel NICs aus.
10. Wahlen Sie VMkernel NIC hinzufiigen aus.
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° Geben Sie einen neuen Portgruppennamen von an i ScsiBootPG-B.

o Wahlen Sie

iScsiBootvSwitch-B fur den virtuellen Switch aus.

° Eingabe <<iscsib vlan id>> Fir die VLAN-ID.
> Andern Sie die MTU in 9000.

o |Pv4-Einstel
o Wahlen Sie

lungen erweitern.

Statische Konfiguration.

° Eingabe <<var hosta iscsib ip>> Fur Adresse.

° Eingabe <<var hosta iscsib mask>> Fir Subnetzmaske.



o Klicken Sie auf Erstellen .

¥ Add VMkernel NIC

Port group

Mew port group ¥
New port group iScsiBootPG-B
Virtual switch iScsilBootvSwitch-B v

VLAN ID

IF version IPv4 only v
= [Pvd settings
Configuration ) DHCP ™ Static
Address | 17221184583 |
Subnet mask | 2552552850 |
TCP/IP stack | Default TCPIIP stack v
Senvices

Il yMotion ) Provisioning ! Fault tolerance logging

Il Management || Replication || NFC replication

Create || Cancel

@ Setzen Sie die MTU auf 9000 auf 1ScsiBootPG- A.

Konfigurieren Sie iSCSI-Multipathing

Gehen Sie wie folgt vor, um iSCSI-Multipathing auf den ESXi-Hosts einzurichten:

1. Wahlen Sie im linken Navigationsbereich Storage aus. Klicken Sie Auf Adapter.

2. Wahlen Sie den iSCSI-Software-Adapter aus, und klicken Sie auf iISCSI konfigurieren.
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3.

178

vmware ESXi

Datastores Adapters | Devices

B3 configure iSCSI M@ Rescan | (@ Refresh | £F Actions

Mame =
_ = Storage & vmhbal
|| ~ @ Networking ¥ vmhbai
v Switeh0 & vmhba2
iScsiBootv Switch #8 vmhba3
More networks... & ymhbatd

Model iISC3Sl Software Adapter

Driver iscsi_vmk

Klicken Sie unter dynamische Ziele auf dynamische Ziele hinzufligen.



EZ Configure iSCSI - vmhbat4

iSCSl enabled Disabled '® Enabled
b Name & alias ign.1992-08 com cisco:ucsaiscsia
¥ CHAP authentication Do not use CHAP v
» Mutual CHAP authentication Do not use CHAP v
v Advanced setlings Click to expand

Network port hindings @ Add port binding

ViMkernel NIC ~  Portgroup ~  [Pv4 address e

Mo port bindings

Static targets 83 Add statictarget B Remove stanc tame = dit eatfing (@ search )
Target ~ | Address ~ | Port ~
iqn.1992-08.com.netapp:sn.095911909033511eT8eb... 1722118334 3260

Dynamic targets B8 Add dynamictarget & Rerioue et # Editsef (q se |
Address ~ | Port L

No dynamic targets

Save configuration || Cancel

4. Geben Sie die IP-Adresse ein iscsi_1if0la.

° Wiederholen Sie diesen Vorgang mit den IP-Adressen iscsi 1if01b, iscsi 1if02a, und
iscsi 1if02b.

o Klicken Sie Auf Konfiguration Speichern.

Dynamic targets B3 Add dynamic target

Address ~ | Port ~
1722118333 3260
172.21.183.34 3260
172.21.184.33 3260
172.21.184.34 3260

Sie konnen die iISCSI LIF IP-Adressen finden, indem Sie den Befehl "Network Interface show
@ 'im NetApp Cluster ausfiihren oder die Registerkarte Netzwerkschnittstellen im OnCommand
System Manager ansehen.

Konfigurieren Sie den ESXi-Host

1. Wahlen Sie im linken Navigationsbereich die Option Netzwerk.
2. Wahlen Sie vSwitchO aus.
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3.
4.

| (2 vswitcho

rool@17221.18164 ~ | Help ~ |

= Adduplink  ## Editsettings | (@ Refresh | 4 Actions

Standard v Switch
2
2

+ [ Host
Manage
Manitor IJ vSwitch0
§ _ j Type:
{51 Virtual Machines m ‘ b
~ [ Storage Q Upiinks
~ [ datastore1
Monitor - vSwitch Details
More storage... MTU
~£3 Networking - Ports

Link dizscovery

&8 iScsiBootv Switch
More networks...

Aftached VMs

Eeacon interval

1500
7802 (7787 available)

Listen / Cisco discovery protocol
(CDP}

0 (0 active)
1

|  NIC teaming policy

Wahlen Sie Einstellungen Bearbeiten.
Andern Sie die MTU in 9000.

~ vSwitch topology

£3 VM Netwaork
WVLANID: O

€3 Management Network
VLAN ID: 3437
~ VMkernel ports (1)
B vmk0: 172211

S —

:

i Physical adapters

= vmnicl, 10000 Mb. ..
™ vmnicO, 10000 Mb._

5. Erweitern Sie NIC Teaming und stellen Sie sicher, dass sowohl vmnicO als auch vmnic1 auf aktiv gesetzt

sind.

Konfigurieren Sie die Portgruppen und VMkernel NICs

1. Wahlen Sie im linken Navigationsbereich die Option Netzwerk.

2. Klicken Sie mit der rechten Maustaste auf die Registerkarte Portgruppen.

vmware ESXi

| "I Navigator

~ [g Host

Manage

Manitor

{51 Virtual Machines
H storage
£ Networking
22 i5csiBootv Switch
v Switchi
More networks...

3 Add port group
MName

€3 VM Network

€9 Management Network

€9 iScsiBootPG

Port groups | Virtual switches

3. Klicken Sie mit der rechten Maustaste auf VM Network, und wahlen Sie Bearbeiten aus. Andern Sie die
VLAN-ID in <<var vm traffic vlan>>.

4. Klicken Sie Auf Portgruppe Hinzufligen.
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° Benennen Sie die Portgruppe MGMT-Network.

° Eingabe <<mgmt vlan>> Flr die VLAN-ID.

o Stellen Sie sicher, dass vSwitch0 ausgewahlt ist.




o

Klicken Sie Auf Hinzufligen.

5. Klicken Sie auf die Registerkarte VMkernel NICs.

vimware ESXi

| % Navigator

|| £3 ucsesxia.cie.netapp.com - Networking

Manage

Monitor

(=1 Virtual Machines
H storage
£ Networking
8 iScsiBootv Switch

Partaroups Virtual switches Physical NICs | VMEernel NICs

W8 Add VMkernel NIC /" Editcetings | (3 Refresh |

Mame ~ | Portgroup ~ | TCPIP stack -
B vmkD g Management Netwaork == Default TCR/P stack

B vmk g 1ScsiBootPG == Default TCPIP stack

6. Wahlen Sie VMkernel NIC hinzufligen aus.

o Wahlen Sie Neue Portgruppe.

o

o

o

o

o

Benennen Sie die Portgruppe NFS-Network.

Eingabe <<nfs vlan id>> Furdie VLAN-ID.

Andern Sie die MTU in 9000.

IPv4-Einstellungen erweitern.

Wahlen Sie Statische Konfiguration.

Eingabe <<var hosta nfs ip>> FirAdresse.

Eingabe <<var hosta nfs mask>> Flr Subnetzmaske.

Klicken Sie auf Erstellen .
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¥4 Add VMkernel NIC

Fortaroup

Mew port group ¥
Meaw port group MNFS-Metwork
Virtual switch vSwitcho v

VLAN ID

IP version

IPv4 only ¥
* |Pyd setlings
Configurafion ‘) DHCP '® Static
Address | 1722118263 |
Subnet mask | 255.255.255.0 |
TCPIP stack Default TCP/P stack v

Create || Cancel

'é.

7. Wiederholen Sie diesen Prozess fur die Erstellung des vMotion VMkernel Port.
8. Wahlen Sie VMkernel NIC hinzufligen aus.

a. Wahlen Sie Neue Portgruppe.

=

Benennen Sie vMotion fiir die Portgruppe.
C. Eingabe <<vmotion vlan id>> Firdie VLAN-ID.
Andern Sie die MTU in 9000.

IPv4-Einstellungen erweitern.

- ® o

Wahlen Sie Statische Konfiguration.

Eingabe <<var hosta vmotion ip>> FirAdresse.

5 «

Eingabe <<var hosta vmotion mask>> Flr Subnetzmaske.

i. Stellen Sie sicher, dass das Kontrollkédstchen vMotion nach den IPv4-Einstellungen ausgewahlt ist.
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8 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID | 3441 |
MTU | 9000 |
IF version IPv4 only v
= |Pvd setlings
Configuration ' DHCP ' Static
Address 1722118563 |
Subnet mask | 255255 2550 |
TCFIP stack Default TCP/IP stack v
Senvices 3 E
# yiMotion ! Provisioning ! Fault tolerance logging
) Management U Replication ! NFC replication
| Create || Cancel

Es gibt viele Moglichkeiten, ESXi Networking zu konfigurieren, einschliefl3lich der

@ Verwendung des VMware vSphere Distributed Switches, wenn lhre Lizenzierung es zulasst.
In FlexPod Express werden alternative Netzwerkkonfigurationen unterstitzt, wenn sie zur
Erflllung der geschaftlichen Anforderungen erforderlich sind.

Erste Datastores mounten

Die ersten zu gemounteten Datenspeicher sind der Infra_Datastore 1 fir Virtual Machines und der Infra_swap-
Datenspeicher fur Swap-Dateien virtueller Maschinen.

1. Klicken Sie im linken Navigationsbereich auf ,Storage“ und dann auf New Datastore.
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o
.|- T - _ [ - - ] - = )
| T Navigator || 3 uesessia.cie netapp.com - Storage.
~ [ Host | Datastores | Adapters Devices
Manage
Monitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1

L B ST SO L

2. Wahlen Sie Mount NFS Datastore aus.

1 Select creation type

2 Provide NFS mount details

3 Ready to complete

Select creation type

How would you like to create a datastore?

Create new VMFS datastore

Increase the size of an existing VMFS datastore

Mount NFS datasiore

Create a new datastore by mounting a remote NFS volume

Back

|| Mext |:. Finish || Cancel

E

3. Geben Sie als Nachstes die folgenden Informationen auf der Seite ,NFS Mount Details angeben® ein:

° Name: infra datastore 1

° NFS-Server: <<var nodea nfs 1if>>

> Freigabe: /Infra_Datastore_1

o Stellen Sie sicher, dass NFS 3 ausgewahlt ist.

4. Klicken Sie Auf Fertig Stellen. Die Aufgabe wird im Fenster Letzte Aufgaben ausgefihrt.

5. Wiederholen Sie diesen Vorgang fiir die Bereitstellung des Infra_swap-Datenspeichers:
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° Name: infra swap

° NFS-Server: <<var nodea nfs 1if>>

° Weitersagen: /infra swap



o Stellen Sie sicher, dass NFS 3 ausgewahlt ist.

Konfigurieren Sie NTP

Gehen Sie wie folgt vor, um NTP flr einen ESXi-Host zu konfigurieren:

1. Klicken Sie im linken Navigationsbereich auf Verwalten. Wahlen Sie im rechten Fensterbereich System
aus, und klicken Sie anschliefend auf Zeit und Datum.

vmware ESXi

rool@1722118163 » | Help » | {SRSEElE)

| B Navigator [ ucsesxia.cienetapp.com -Manage
~ [ Host ‘ System | Hardware Licensing Packages Services Security & users
i Monitor Advanced settings # Editsettings | & Refresh | £} Actions
1 Virtual Machines Aufostart Current date and fime Thursday, March 09, 2017, 05:53:04 UTC
H Storage el NTP client status Enabled
Bl iy
= vSwitchd NTP service status Stopped
iScsiBootv Switch NTP servers None
More networks...
|

2. Wahlen Sie Network Time Protocol (Network Time Protocol verwenden) (NTP Client aktivieren) aus.
3. Wahlen Sie Start und Stopp mit Host als Startrichtlinie fir den NTP-Dienst aus.
4. Eingabe <<var_ ntp>> Als NTP-Server. Sie kdnnen mehrere NTP-Server festlegen.

5. Klicken Sie auf Speichern .

@ Edit time configuration

Specify how the date and time of this host should be set.

) Manually configure the date and time an this host
B

® Lise Network Time Protocol (enable NTF client)

NTF service startup policy Start and stop with host

NTP servers 10.61/184.251

|

Separate servers with commas, e.g. 10.31.21.2, fe00:2800

Save || Cancel

Verschieben Sie den Speicherort der Swap-Datei der virtuellen Maschine

Diese Schritte enthalten Details zum Verschieben des Speicherorts der Swap-Datei der virtuellen Maschine.

1. Klicken Sie im linken Navigationsbereich auf Verwalten. Wahlen Sie im rechten Fensterbereich das System
aus, und klicken Sie dann auf Tausch.
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‘I3 Navigator Ll || 15 pesesxiicienstapn com - Marsane
x Q Host | System Hardware Licensing Packages Services Securit
Monitor Advanced settings # Editsettings | @ Refresh
= Autostart
(%1 Virtual Machines [ 0 Eaapled Lz
—_— Swap
H Storage — 3 - Datastore Mo
- 4 Time & date
~ 3 Networking m
Host cache Yes
v Switch
= iScsiBootvSwitch Local swap Yes
More networks...

2. Klicken Sie Auf Einstellungen Bearbeiten. Wahlen Sie Infra_swap aus den Datenspeicheroptionen aus.

'_ [ Edit swap configuration
Enabled ® ves @ No
Datastore infra_swap =
Local swap enabled ® ves @ No
Host cache enabled ® vas () No

Save || Cancel

3. Klicken Sie auf Speichern .

Installieren Sie das NetApp NFS Plug-in 1.0.20 fiir VMware VAAI
Gehen Sie wie folgt vor, um das NetApp NFS Plug-in 1.0.20 fir VMware VAAI zu installieren.

1. Geben Sie die folgenden Befehle ein, um zu Gberprifen, ob VAAI aktiviert ist:

esxcfg-advcfg -g /DataMover/HardwareAcceleratedMove
esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit

Wenn VAAI aktiviert ist, erzeugen diese Befehle die folgende Ausgabe:
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~ # esxcfg-advcfg —-g /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1
~ # esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1

2. Wenn VAAI nicht aktiviert ist, geben Sie die folgenden Befehle ein, um VAAI zu aktivieren:

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

Diese Befehle erzeugen die folgende Ausgabe:

~ # esxcfg-advcfg -s 1 /Data Mover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1
~ # esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1

3. Laden Sie das NetApp NFS Plug-in fir VMware VAAI herunter:
a. Wechseln Sie zum "Software Download Seite".
b. Scrollen Sie nach unten und klicken Sie auf NetApp NFS Plug-in for VMware VAAI.
c. Wahlen Sie die ESXi-Plattform aus.

d. Laden Sie entweder das Offline-Bundle (.zip) oder das Online-Bundle (.vib) des neuesten Plug-ins
herunter.

4. Installieren Sie das Plug-in auf dem ESXi Host mithilfe der ESX CLI.
5. STARTEN Sie DEN ESXI-Host neu.

"Dann installieren Sie VMware vCenter Server 6.7"

Installieren Sie VMware vCenter Server 6.7

Dieser Abschnitt enthalt ausfuhrliche Verfahren zur Installation von VMware vCenter
Server 6.7 in einer FlexPod Express-Konfiguration.

@ FlexPod Express verwendet die VMware vCenter Server Appliance (VCSA).
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/

Laden Sie die VMware vCenter Server Appliance herunter

1.

® N o g &~ W
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Laden Sie die VCSA herunter. Offnen Sie den Download-Link, indem Sie bei der Verwaltung des ESXi-
Hosts auf das Symbol vCenter Server abrufen klicken.

- | @
Manage | (5] GetvCenter Server
Monitor —— ucses?
:I f Version:
(1 Virtual Machines | 0 . State:
E storage |:=_ ‘ 1 pfime:

~ @) Networking 5

. Laden Sie die VCSA von der VMware-Website herunter.

@ Obwohl die installierbare Microsoft Windows vCenter Server unterstiitzt wird, empfiehlt
VMware VCSA fur neue Implementierungen.

Mounten Sie das ISO-Image.

Navigieren Sie zum verzeichnis vcsa-ui-Installer > win32. Doppelklicken Sie auf Installer.exe.
Klicken Sie Auf Installieren.

Klicken Sie auf der Seite Einfihrung auf Weiter.

Akzeptieren Sie die Endbenutzer-Lizenzvereinbarung.

Wahlen Sie als Bereitstellungstyp den Embedded Platform Services Controller aus.



1 Introduction

[

End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment type

Select the deployment type you want to configure on the appliance.

For more information on deployment types, refer to the wSphere 6.7 documentation.

Embedded Platform Services Controller ApplEnes

© vCenter Server with an Embedded Platform PIatforn}Se”rvices

sServices Controller Controller
vCenter
Server

External Platform Services Controller PeElEEe

() Platform Services Controller Platform Services

— . Controller
() vCenter Server (Requires External Platform
sServices Controller)
Appliance
vCenter
Server

CANCEL BACK NEXT

@ Falls erforderlich wird auch die Controller-Implementierung fiir externe Plattformen im
Rahmen der FlexPod Express Losung unterstitzt.

9. Geben Sie im Bereitstellungsziel der Appliance die IP-Adresse eines bereitgestellten ESXi-Hosts sowie
den Root-Benutzernamen und das Root-Passwort ein.
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Installer

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Appliance deployment target

1 Introduction

) Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance
2 End user license agreement ; . )
onwhich the appliance will be deployed.

3 Select deployment type

ESXi hest or vCenter Server name 172.21.246.25 @
4 Appliance deployment target

HTTRS port 443
5 Setup appliance WM

User name root @
& Select deployment size

Password ~— sssssseas

7 Select datastore
8 Configure network settings

9 Ready to complete stage 1

CANCEL BACK NEXT

10. Legen Sie die Appliance-VM fest, indem Sie eingeben vcsa Als VM-Name und das Root-Passwort, das
Sie fur den VCSA verwenden mochten.
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1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance VM

£ Select deployment size
7 Select datastore
& Configure network settings

9 Ready to complete stage 1

Weiter.

Set up appliance VMV

Specify the WM settings for the appliance to be deployed.

W name

Set rect passweord

Cenfirm roect passwerd

1iger\.rcsa|

CANCEL BACK NEXT

11. Wahlen Sie die Implementierungsgrofie aus, die am besten zu Ihrer Umgebung passt. Klicken Sie Auf

1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance VM

6 Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment size

Select the deployment size for this wCenter Server with an Embedded Platform Services Controller.

For mere informaticon on depleyment sizes, refer 1o the vwSphere 6.7 decumentation.

Depleyment size

Storage size

Tiny

Default

Resources required for different deployment sizes

Deployment Size

Timy
Small
Medium
Large

X-Large

wiPUs

2

4

g

16

24

Memeory (BB}

ylo]

6

24

32

48

Storage [(GB}

3Joo

340

925

740

mnec

Hosts [up to} | VMs (up to}

ylo]

100

400

100

2000

1co

1000

4C00

jlololele}

35000

CANCEL BACK NEXT
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12. Wahlen Sie den Infra_Datastore 1 aus. Klicken Sie Auf Weiter.

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Select datastore
1 Introduction

_ Select the storage location for this appliance
2 End user license agreement

3 Select deployment type © Install on an existing datastore accessible from the target host

4 Appliance deployment target Mame T Type T Capacity T Free T Provisioned T Thin T
Prowisiening

% Setup appliance VM infra_datastc  NFS 500 GB 499 08 GB 18.38 MB Supported

re_1

6 Select deployment size infra_swap NFS 100 GB 599,99 GB 10.95 MB Supported

7 Select datastore 2 tems

& Configure network settings @

9 Ready to complete stage 1 () Install on @ new vSAN cluster containing the target host (@)

CANCEL BACK NEXT

13. Geben Sie die folgenden Informationen auf der Seite Netzwerkeinstellungen konfigurieren ein, und klicken
Sie auf Weiter.

a. Wahlen Sie MGMT-Network fur Netzwerk.

b. Geben Sie den FQDN oder die IP ein, die fir den VCSA verwendet werden sollen.

c. Geben Sie die zu verwendenden IP-Adresse ein.

d. Geben Sie die zu verwendenden Subnetzmaske ein.
e. Geben Sie das Standard-Gateway ein.

f. Geben Sie den DNS-Server ein.

14. Uberprifen Sie auf der Seite bereit zum Abschlieen von Phase 1, ob die von Ihnen eingegebenen
Einstellungen korrekt sind. Klicken Sie Auf Fertig Stellen.
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! vCenter Server Appliance Installer

Installer

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

IS[=] E3

1 Introduction
IP versicn
2 End user license agreement
IP assignment
3 Select deployment type
FGOMN
4 Appliance deployment target
IP address
5 Setup appliance VM
Suknet mask or prefix length
£ Select deployment size

Default gateway
7 Select datastore

DMS servers
& Configure network settings

Common Ports

9 Ready to complete stage 1
HTTP

HTTPS

Configure network settings

IPvd

static

tigervcsa.cie.netapp.com

172.21.246.41

255.2565.255.0

172.21.2461

10.61.154.25110.61.154 252

80

443

CANCEL BACK NEXT

Die VCSA wird jetzt installiert. Dieser Vorgang dauert mehrere Minuten.

15. Wenn Phase 1 abgeschlossen ist, wird eine Meldung angezeigt, die angibt, dass sie abgeschlossen ist.
Klicken Sie auf Weiter, um die Konfiguration von Phase 2 zu beginnen.

16. Klicken Sie auf der Seite Einfliihrung in Phase 2 auf Weiter.
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Install - Stade 2: Set Up vCenter Server Appliance with an Embedded PSC

1 Intreduction Introduction

] ) ] vCenter Server Appliance installation overview
2 Appliance configuration

3 S50 configuration Stage 2

4 Configure CEIP o

5  Ready to complete oY

Set up vCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the wCenter Server Appliance.

CANCEL NEXT

17. Eingabe <<var_ ntp_id>> Fir die NTP-Serveradresse. Sie kdnnen mehrere NTP-IP-Adressen eingeben.

Wenn Sie Hochverfligbarkeit (HA) in vCenter Server verwenden mdchten, stellen Sie sicher, dass der
SSH-Zugriff aktiviert ist.

18. Konfigurieren Sie den SSO-Domanennamen, das Passwort und den Standorthamen. Klicken Sie Auf
Weiter.

Notieren Sie diese Werte flr Ihre Referenz, insbesondere wenn Sie vom vsphere.local Domain Name
abweichen.

19. Treten Sie auf Wunsch dem VMware Customer Experience-Programm bei. Klicken Sie Auf Weiter.

20. Zeigen Sie die Zusammenfassung lhrer Einstellungen an. Klicken Sie auf Fertig stellen oder verwenden
Sie die Schaltflache Zurtick, um die Einstellungen zu bearbeiten.

21. Es wird eine Meldung angezeigt, die besagt, dass Sie die Installation nach dem Start nicht unterbrechen
oder beenden kdnnen. Klicken Sie auf OK, um fortzufahren.

Die Einrichtung der Appliance wird fortgesetzt. Dies dauert einige Minuten.
Es wird eine Meldung angezeigt, die angibt, dass das Setup erfolgreich war.

Die Links, die der Installer zum Zugriff auf vCenter Server bereitstellt, sind anklickbar.

"Als Nachstes konfigurieren Sie VMware vCenter Server 6.7 und vSphere Clustering."
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Konfiguration von VMware vCenter Server 6.7 und vSphere Clustering

Gehen Sie wie folgt vor, um VMware vCenter Server 6.7- und vSphere-Clustering zu
konfigurieren:

1. Navigieren Sie zu https://<<FQDN oder IP von vCenter>>/vsphere-Client/.
2. Klicken Sie auf vSphere Client starten.

3. Melden Sie sich mit dem Benutzernamen administrator@vsphere.local und dem SSO-Passwort an, das
Sie wahrend des VCSA-Einrichtungsvorgangs eingegeben haben.

4. Klicken Sie mit der rechten Maustaste auf den vCenter-Namen, und wahlen Sie New Datacenter aus.

5. Geben Sie einen Namen fiur das Datacenter ein, und klicken Sie auf OK.

VSphere Cluster erstellen

Flhren Sie die folgenden Schritte aus, um einen vSphere-Cluster zu erstellen:

1. Klicken Sie mit der rechten Maustaste auf das neu erstellte Datacenter, und wahlen Sie Neuer Cluster aus.

2. Geben Sie einen Namen flr das Cluster ein.
3. Aktivieren Sie DR und vSphere HA, indem Sie die Kontrollkdstchen auswahlen.

4. Klicken Sie auf OK.
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2. Gehen Sie wie folgt vor, um dem Cluster einen ESXi-Host hinzuzuftgen:
a. Geben Sie die IP oder den FQDN des Hosts ein. Klicken Sie Auf Weiter.
b. Geben Sie den Benutzernamen und das Kennwort flir den Root-Benutzer ein. Klicken Sie Auf Weiter.

c. Klicken Sie auf Ja, um das Host-Zertifikat durch ein vom VMware-Zertifikatsserver signiertes Zertifikat
Zu ersetzen.

d. Klicken Sie auf der Seite Host Summary auf Next.

e. Klicken Sie auf das griine Symbol +, um dem vSphere-Host eine Lizenz hinzuzuflgen.
@ Dieser Schritt kann auf Wunsch spater abgeschlossen werden.

f. Klicken Sie auf Weiter, um den Sperrmodus deaktiviert zu lassen.
g. Klicken Sie auf der Seite VM-Speicherort auf Weiter.

h. Uberpriifen Sie die Seite ,bereit fiir Fertigstellung®. Verwenden Sie die Zuriick-Taste, um Anderungen
vorzunehmen, oder wahlen Sie Fertig stellen.

3. Wiederholen Sie die Schritte 1 und 2 fiir Cisco UCS Host B. Dieser Prozess muss fur alle zusatzlichen
Hosts abgeschlossen werden, die zur Konfiguration von FlexPod Express hinzugefiigt werden.

Konfigurieren Sie coredump auf ESXi Hosts

1. Stellen Sie mithilfe von SSH eine Verbindung zum Management-IP-ESXi-Host her, geben Sie Root fir den
Benutzernamen ein und geben Sie das Root-Passwort ein.

2. Fihren Sie folgende Befehle aus:

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

3. Die Nachricht verified the configured netdump server is running Wird angezeigt, nachdem
Sie den letzten Befehl eingegeben haben.

Dieser Prozess muss fur alle zusatzlichen, FlexPod Express hinzugefligten Hosts abgeschlossen sein.

Schlussfolgerung

FlexPod Express ist eine einfache und effiziente Losung und bietet ein validiertes Design
mit branchenfiihrenden Komponenten. Durch die Skalierung bis hin zum Hinzufligen
weiterer Komponenten kann FlexPod Express gezielt auf spezifische
Geschaftsanforderungen angepasst werden. FlexPod Express wurde fur kleine und
mittelstandische Unternehmen, Groldunternehmen und andere Unternehmen konzipiert,
die dedizierte LOosungen bendtigen.

Wo Sie weitere Informationen finden

Weitere Informationen zu den in diesem Dokument beschriebenen Daten finden Sie in
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den folgenden Dokumenten bzw. auf den folgenden Websites:
* NetApp Produktdokumentation
"http://docs.netapp.com"”
* Entwurfsleitfaden FlexPod Express mit VMware vSphere 6.7 und NetApp AFF A220

"https://www.netapp.com/us/media/nva-1125-design.pdf"

FlexPod Express mit VMware vSphere 6.7U1 und NetApp
AFF A220 mit Direct-Attached IP-basiertem Storage

NVA-1131-DEPLOY: FlexPod Express mit VMware vSphere 6.7U1 und NetApp AFF
A220 mit Direct-Attached IP-basiertem Storage

See Lakshmi Lanka, NetApp

Aktuell stellen immer mehr Unternehmen ihre Rechenzentren auf eine Shared IT
Infrastructure und Cloud Computing um. Aul3erdem winschen sich Unternehmen eine
einfache und effektive LOsung fur Remote-Standorte und Zweigstellen, die ihnen die
Technologie nutzt, die sie in inrem Datacenter kennen.

FlexPod Express ist eine vorkonfigurierte Best Practice-Architektur auf Grundlage des Cisco Unified
Computing System (Cisco UCS), der Cisco Nexus Switches-Familie und NetApp Storage-Technologien. Die
Komponenten eines FlexPod Express Systems sind wie ihre Kollegen im FlexPod Datacenter, die
Managementsynergien Uber die gesamte IT-Infrastrukturumgebung hinweg in geringerem Umfang
ermoglichen. FlexPod Datacenter und FlexPod Express sind optimale Plattformen fur die Virtualisierung sowie
fur Bare-Metal-Betriebssysteme und Enterprise Workloads.

FlexPod Datacenter und FlexPod Express bieten eine Basiskonfiguration, die sich flexibel an eine Vielzahl von
Anwendungsfallen und Anforderungen anpassen lasst. Bestehende FlexPod Datacenter-Kunden kdonnen ihr
FlexPod Express System mit den gewohnten Tools managen. Neue FlexPod Express Kunden kénnen sich
muhelos an das Management von FlexPod Datacenter anpassen, wenn ihre Umgebung wachst.

FlexPod Express ist die optimale Infrastrukturbasis fir Remote-Standorte und Zweigstellen (ROBOs) und flr
kleine bis mittelstandische Unternehmen. Es ist auRerdem eine optimale Lésung fir Kunden, die eine
Infrastruktur fUr einen dedizierten Workload bereitstellen méchten.

FlexPod Express bietet eine einfach zu managende Infrastruktur, die sich fiir fast alle Workloads eignet.

Losungsuberblick

Diese FlexPod Express Losung ist Bestandteil des konvergenten Infrastrukturprogramms
von FlexPod.
FlexPod Converged Infrastructure Programm

FlexPod Referenzarchitekturen werden als Cisco Validated Designs (CVDs) oder NetApp Verified Architectures
(NVAs) bereitgestellt. Abweichungen, die auf Kundenanforderungen von einem bestimmten CVD oder NVA
basieren, sind zuladssig, wenn diese Variationen keine nicht unterstiitzte Konfiguration erstellen.
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Wie in der Abbildung unten dargestellt, umfasst das FlexPod Programm drei Losungen: FlexPod Express,
FlexPod Datacenter und FlexPod Select:
* FlexPod Express bietet Kunden eine Einstiegslésung mit Technologien von Cisco und NetApp.

* FlexPod Datacenter bietet eine optimale Mehrzweckgrundlage flr verschiedene Workloads und
Anwendungen.

* FlexPod Select umfasst die besten Aspekte des FlexPod-Datacenter und stimmt die Infrastruktur auf eine
bestimmte Applikation ab.

In der folgenden Abbildung sind die technischen Komponenten der Lésung dargestellt.

FlexPod Express FlexPod Datacenter FlexPod Select
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote, Target: Enterprise/service provider Target: Specific application
and departmental deployments deployments in the enterprise
o 9
o a
2 S
= © o
= o a8
= =
om0 w1 | 4 &
Q a Direct or Fabric
===] = .
3 g —
Entry-level: Cisco UCS, Nexus,
it e::d N;ﬁp FAS o Cisco UCS, Cisco Nexus, and FAS NetApp E-Series and FAS

NetApp Verified Architecture das Programm

Das NVA-Programm bietet Kunden eine verifizierte Architektur fir NetApp Losungen an. Eine NVA bietet eine
NetApp Losungsarchitektur mit folgenden Eigenschaften:

» Sorgfaltig getestet

* Praskriptiv

* Minimale Risiken bei der Implementierung

 Schnellere Produkteinfihrungszeiten

Dieser Leitfaden beschreibt das Design von FlexPod Express mit Direct-Attached NetApp Storage. In den
folgenden Abschnitten werden die zum Design dieser Losung verwendeten Komponenten aufgefihrt.

Hardwarekomponenten

» NetApp AFF A220

 Cisco UCS Mini

+ CISCO UCS B200 M5

» Cisco UCS VIC 1440/1480
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» Switches Der Cisco Nexus 3000-Serie

Softwarekomponenten

* NetApp ONTAP 9 5

* VMware vSphere 6.7U1

» Cisco UCS Manager 4.0(1b)

* Cisco NXOS Firmware 7.0(3)I6(1)

Losungstechnologie

Diese LOsung nutzt die neuesten Technologien von NetApp, Cisco und VMware. Sie umfasst das neue NetApp
AFF A220 mit ONTAP 9.5, zwei Cisco Nexus 31108PCV Switches und Cisco UCS B200 M5 Servern mit
VMware vSphere 6.7U1. Diese validierte Losung setzt Direct Connect IP Storage Uber 10-GbE-Technologie
ein.

Die folgende Abbildung zeigt FlexPod Express mit der VMware vSphere 6.7U1 IP-basierten Direct Connect-
Architektur.
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Zusammenfassung des Anwendungsfalls
Die FlexPod Express Lésung kann fir verschiedene Anwendungsfalle eingesetzt werden. Dazu zahlen:

* Roboter
« Kleine und mittelstandische Unternehmen

» Umgebungen, fir die eine dedizierte und kostengiinstige Losung erforderlich ist

FlexPod Express eignet sich am besten fir virtualisierte und gemischte Workloads.

Technologieanforderungen erfilit

Ein FlexPod Express System erfordert eine Kombination aus Hardware- und
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Softwarekomponenten. FlexPod Express beschreibt aulerdem die
Hardwarekomponenten, die erforderlich sind, um dem System in Einheiten von zwei
Hypervisor-Nodes hinzuzuflugen.

Hardwareanforderungen

Unabhangig vom ausgewahlten Hypervisor nutzen alle FlexPod Express Konfigurationen dieselbe Hardware.
Daher kann auch bei sich andernden Geschaftsanforderungen jeder Hypervisor auf derselben FlexPod
Express Hardware ausgefihrt werden.

In der folgenden Tabelle werden die Hardwarekomponenten aufgefihrt, die fur alle FlexPod Express
Konfigurationen erforderlich sind.

Trennt Menge

AFF A220 HA-PAAR 1

Cisco UCS B200 M5 Server
Cisco Nexus 31108PCV-Switch

N NN

Cisco UCS Virtual Interface Card (VIC) 1440 fir den
Cisco UCS B200 M5 Server

Cisco UCS Mini mit zwei integrierten UCS-FI-M-6324 1
Fabric Interconnects
Softwareanforderungen

In der folgenden Tabelle werden die Softwarekomponenten aufgefihrt, die fiir die Implementierung der
Architekturen der FlexPod Express Losungen erforderlich sind.

Software Version Details

Cisco UCS Manager 4.0(1b) Fur Cisco UCS Fabric Interconnect
FI-6324UP

Cisco Blade Software 4.0(1b) Fur Cisco UCS B200 M5 Server

Cisco Nenic-Treiber 1.0.25.0 Fir Cisco VIC 1440
Schnittstellenkarten

Cisco NX-0OS 7.0(3)16(1) Fir Cisco Nexus 31108PCV
Switches

NetApp ONTAP 9.5 Fir AFF A220 Controller

In der folgenden Tabelle ist die erforderliche Software fir alle VMware vSphere Implementierungen auf
FlexPod Express aufgeflihrt.

Software Version
VMware vCenter Server Appliance 6.7U1
VMware vSphere ESXi Hypervisor 6.7U1
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Informationen zur FlexPod Express Verkabelung
Die Verkabelung zur Referenzvalidierung ist in den folgenden Tabellen dokumentiert.

In der folgenden Tabelle sind die Verkabelungsinformationen fiir den Cisco Nexus Switch 31108PCV A.
aufgefihrt

Lokales Gerat Lokaler Port Remote-Gerat Remote-Port
Cisco Nexus Switch Eth1/1 NetApp AFF A220 EOM
31108PCV A Storage-Controller A

Eth1/2 Cisco UCS Mini FI-A Mgmt0

Eth1/3 Cisco UCS Mini FI-A Eth1/1

Eth 1/4 Cisco UCS-Mini FI-B Eth1/1

Eth 1/13 CISCO NX 31108PCV B  Eth 1/13

Eth 1/14 CISCO NX 31108PCV B  Eth 1/14

In der folgenden Tabelle sind die Verkabelungsinformationen fir den Cisco Nexus Switch 31108PCV B
aufgefihrt

Lokales Gerat Lokaler Port Remote-Gerat Remote-Port
Cisco Nexus Switch Eth1/1 NetApp AFF A220 EOM
31108PCV B Storage-Controller B

Eth1/2 Cisco UCS-Mini FI-B MgmtO

Eth1/3 Cisco UCS Mini FI-A Eth1/2

Eth 1/4 Cisco UCS-Mini FI-B Eth1/2

Eth 1/13 CISCO NX 31108PCVA  Eth 1/13

Eth 1/14 CISCO NX 31108PCVA  Eth 1/14

In der folgenden Tabelle sind die Verkabelungsinformationen fiir NetApp AFF A220 Storage Controller
aufgefihrt

Lokales Gerat Lokaler Port Remote-Gerat Remote-Port
NetApp AFF A220 ela NetApp AFF A220 ela
Storage-Controller A Storage-Controller B

eOb NetApp AFF A220 eOb

Storage-Controller B

ele Cisco UCS Mini FI-A Eth1/3

e0f Cisco UCS-Mini FI-B Eth1/3

EOM CISCO NX 31108PCV A  Eth1/1

In der folgenden Tabelle sind die Verkabelungsinformationen flr NetApp AFF A220 Storage Controller B
aufgefihrt
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Lokales Gerat Lokaler Port Remote-Gerat Remote-Port
NetApp AFF A220 ela NetApp AFF A220 ela
Storage-Controller B Storage-Controller B

eOlb NetApp AFF A220 eOlb

Storage-Controller B

ele Cisco UCS Mini FI-A Eth1/4

eOf Cisco UCS-Mini FI-B Eth1/4

EOM CISCO NX 31108PCV B  Eth1/1

In der folgenden Tabelle sind die Verkabelungsinformationen fiir Cisco UCS Fabric Interconnect A aufgefiihrt

Lokales Gerat

Cisco UCS Fabric

Interconnect A

Lokaler Port
Eth1/1
Eth1/2
Eth1/3

Eth1/4

MgmtO

Remote-Gerat
CISCO NX 31108PCV A
CISCO NX 31108PCV B

NetApp AFF A220
Storage-Controller A

NetApp AFF A220
Storage-Controller B

CISCO NX 31108PCV A

Remote-Port
Eth1/3
Eth1/3

ele

ele

Eth1/2

In der folgenden Tabelle sind die Verkabelungsinformationen fur Cisco UCS Fabric Interconnect B aufgefuhrt

Lokales Gerat

Cisco UCS Fabric

Interconnect B

Lokaler Port
Eth1/1
Eth1/2
Eth1/3

Eth1/4

MgmtO

Implementierungsverfahren

Remote-Gerat
CISCO NX 31108PCV A
CISCO NX 31108PCV B

NetApp AFF A220
Storage-Controller A

NetApp AFF A220
Storage-Controller B

CISCO NX 31108PCV B

Remote-Port
Eth1/4

Eth1/4

eOf

eOf

Eth1/2

Dieses Dokument enthalt Details zur Konfiguration eines vollstandig redundanten,
hochverfugbaren FlexPod Express-Systems. Um diese Redundanz Rechnung zu tragen,
werden die in jedem Schritt konfigurierten Komponenten entweder als Komponente A
oder Komponente B bezeichnet Controller A und Controller B identifizieren
beispielsweise die beiden NetApp Storage Controller, die in diesem Dokument
bereitgestellt werden. Switch A und Switch B identifizieren ein Paar Cisco Nexus-
Switches. Fabric Interconnect A und Fabric Interconnect B sind die zwei integrierten
Nexus Fabric Interconnects.
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Zusatzlich beschreibt dieses Dokument Schritte zur Bereitstellung mehrerer Cisco UCS-Hosts, die sequenziell
als Server A, Server B usw. identifiziert werden konnen.

Um anzugeben, dass Sie in einem Schritt Informationen zu lhrer Umgebung angeben sollten, <<text>> Wird
als Teil der Befehlsstruktur angezeigt. Das folgende Beispiel enthalt die vian create Befehl:

ControllerOl>vlan create vif(0 <<mgmt vlan id>>

Mit diesem Dokument kdnnen Sie die FlexPod Express Umgebung vollstandig konfigurieren. Bei diesem
Prozess mussen Sie in verschiedenen Schritten kundenspezifische Namenskonventionen, IP-Adressen und
VLAN-Schemata (Virtual Local Area Network) einfligen. Die folgende Tabelle beschreibt die fir die
Implementierung erforderlichen VLANSs, wie in diesem Leitfaden beschrieben. Diese Tabelle kann anhand der
spezifischen Standortvariablen abgeschlossen und zur Implementierung der Konfigurationsschritte des
Dokuments verwendet werden.

Wenn Sie separate bandinterne und Out-of-Band-Management-VLANs verwenden, missen Sie
eine Layer-3-Route zwischen ihnen erstellen. Fir diese Validierung wurde ein gemeinsames
Management-VLAN genutzt.

VLAN-Name VLAN-Zweck ID, die bei der Validierung dieses
Dokuments verwendet wird
Management-VLAN VLAN fur Management- 18
Schnittstellen
Natives VLAN VLAN, dem nicht getaggte Frames 2
zugewiesen sind
NFS-VLAN VLAN fiir NFS-Verkehr 104
VMware vMotion VLAN VLAN, das fir die Verschiebung 103

von Virtual Machines (VMs) von
einem physischen Host auf einen
anderen festgelegt ist

VM-Traffic-VLAN VLAN fir den Datenverkehr von 102
VM-Applikationen

ISCSI-A-VLAN VLAN fir iSCSI-Verkehr auf Fabric 124
A

ISCSI-B-VLAN VLAN fir iSCSI-Datenverkehr auf 125
Fabric B

Die VLAN-Nummern sind in der gesamten Konfiguration von FlexPod Express erforderlich. Die VLANs werden
als bezeichnet <<var xxxx vlan>>, Wo xxxx Dient dem VLAN (z. B. iSCSI-A).

In der folgenden Tabelle werden die erstellten VMware VMs aufgefihrt.

VM-Beschreibung Host-Name

VMware vCenter Server Seahawks-vcsa.cie.netapp.com
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Cisco Nexus 31108PCV-Implementierungsverfahren

In diesem Abschnitt wird die in einer FlexPod Express Umgebung verwendete Cisco Nexus 31308PCV-Switch-
Konfiguration beschrieben.

Ersteinrichtung des Cisco Nexus 31108PCV Switches

Dieses Verfahren beschreibt die Konfiguration der Cisco Nexus Switches fur die Verwendung in einer
grundlegenden FlexPod Express Umgebung.

@ Bei diesem Verfahren wird davon ausgegangen, dass Sie einen Cisco Nexus 31108PCV

1.

206

verwenden, der NX-OS-Software-Version 7.0(3)I6(1) ausfuhrt.

Nach dem ersten Booten und der Verbindung zum Konsolen-Port des Switches wird automatisch das
Cisco NX-OS Setup gestartet. Diese Erstkonfiguration betrifft grundlegende Einstellungen wie den Switch-
Namen, die mgmt0-Schnittstellenkonfiguration und die Einrichtung der Secure Shell (SSH).

. Das FlexPod Express Managementnetzwerk I&sst sich auf unterschiedliche Weise konfigurieren. Die

mgmt0-Schnittstellen auf den 31108PCV-Switches kdnnen mit einem vorhandenen Managementnetzwerk
verbunden werden, oder die mgmt0-Schnittstellen der 31108PCV-Switches kénnen in einer Back-to-Back-
Konfiguration angeschlossen werden. Dieser Link kann jedoch nicht flr externen Managementzugriff wie
SSH-Datenverkehr verwendet werden.

In diesem Implementierungsleitfaden werden die Cisco Nexus 31108PCV-Switches von FlexPod Express
mit einem vorhandenen Managementnetzwerk verbunden.

Um die Cisco Nexus 31108PCV-Switches zu konfigurieren, schalten Sie den Switch ein, und befolgen Sie
die Anweisungen auf dem Bildschirm, wie hier bei der Ersteinrichtung der beiden Switches dargestellt, und
ersetzen Sie die entsprechenden Werte flr die Switch-spezifischen Informationen.

This setup utility will guide you through the basic configuration of the
system. Setup configures only enough connectivity for management of the
system.



*Note: setup is mainly used for configuring the system initially, when

no configuration is present. So setup always assumes system defaults and

not the current system configuration values.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime to skip

the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n

Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n

Enter the switch name : 31108PCV-A

Continue with Out-of-band (mgmt0O) management configuration? (yes/no)

[yl: y

MgmtO IPv4 address : <<var switch mgmt ip>>

MgmtO IPv4 netmask : <<var switch mgmt netmask>>

Configure the default gateway? (yes/no) [yl: y

IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n

Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]l: y

Type of ssh key you would like to generate (dsa/rsa) [rsa]: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var_ ntp ip>>

Configure default interface layer (L3/L2) [L2]: <enter>

Configure default switchport interface state (shut/noshut) [noshut]:

<enter>

Configure CoPP system profile (strict/moderate/lenient/dense) [strict]:

<enter>

. Eine Zusammenfassung lhrer Konfiguration wird angezeigt, und Sie werden gefragt, ob Sie die
Konfiguration bearbeiten méchten. Wenn die Konfiguration korrekt ist, geben Sie ein n.

Would you like to edit the configuration? (yes/no) [n]: no

. Sie werden dann gefragt, ob Sie diese Konfiguration verwenden und speichern méchten. Wenn ja, geben

Sie ein y.

Use this configuration and save it? (yes/no) [y]: Enter

. Wiederholen Sie die Schritte 1 bis 5 flir Cisco Nexus Switch B.
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Aktivieren Sie erweiterte Funktionen

Bestimmte erweiterte Funktionen mussen in Cisco NX-OS aktiviert sein, um zusatzliche
Konfigurationsoptionen bereitzustellen.

1. Um die entsprechenden Funktionen bei Cisco Nexus Switch A und Switch B zu aktivieren, wechseln Sie
mit dem Befehl in den Konfigurationsmodus (config t) Und fuhren Sie folgende Befehle aus:

feature interface-vlan
feature lacp
feature vpc

Der Standard-Port-Channel-Load-Balancing-Hash verwendet die Quell- und Ziel-IP-
Adressen, um den Load-Balancing-Algorithmus Uber die Schnittstellen im Port-Kanal zu

@ bestimmen. Sie kdnnen eine bessere Verteilung tGber die Mitglieder des Port-Kanals
erzielen, indem Sie mehr Inputs fir den Hash-Algorithmus bereitstellen, der Uber die Quell-
und Ziel-IP-Adressen hinausgeht. Aus dem gleichen Grund empfiehlt NetApp dringend, den
Hash-Algorithmus der Quell- und Ziel-TCP-Ports hinzuzufligen.

2. Im Konfigurationsmodus (config t), Fihren Sie die folgenden Befehle aus, um die globale Port
Channel Load-Balancing-Konfiguration auf Cisco Nexus Switch A und Switch B festzulegen:

port-channel load-balance src-dst ip-l4port

Fiihren Sie eine globale Spanning-Tree-Konfiguration durch

Die Cisco Nexus Plattform verwendet eine neue Sicherungsfunktion namens ,Bridge Assurance®. Bridge
Assurance schitzt vor unidirektionalen Verbindungsfehlern oder anderen Softwarefehlern mit einem Gerat, das
den Datenverkehr weiterfuihrt, wenn der Spanning-Tree-Algorithmus nicht mehr ausgefiihrt wird. Die Ports
koénnen je nach Plattform in einen von mehreren Status platziert werden, einschlieRlich Netzwerk oder Edge.

NetApp empfiehlt, die Bridge-Assurance einzustellen, damit alle Ports standardmafig fur Netzwerkports
gelten. Diese Einstellung zwingt den Netzwerkadministrator, die Konfiguration jedes Ports zu Uberprufen.
Auflerdem werden die haufigsten Konfigurationsfehler angezeigt, z. B. nicht identifizierte Edge-Ports oder ein
Nachbar, bei dem die Bridge-Assurance-Funktion nicht aktiviert ist. AulRerdem ist es sicherer, den Spanning
Tree Block viele Ports statt zu wenig zu haben, was den Standard-Port-Zustand ermdéglicht, um die allgemeine
Stabilitédt des Netzwerks zu verbessern.

Achten Sie beim Hinzufiigen von Servern, Speicher- und Uplink-Switches auf den Spanning-Tree-Status,
insbesondere wenn diese keine Bridge-Sicherheit unterstitzen. In solchen Fallen missen Sie mdglicherweise
den Porttyp andern, um die Ports aktiv zu machen.

Die BPDU-Schutzfunktion (Bridge Protocol Data Unit) ist standardmafig auf Edge-Ports als andere
Schutzschicht aktiviert. Um Schleifen im Netzwerk zu vermeiden, wird der Port durch diese Funktion
heruntergefahren, wenn BPDUs von einem anderen Switch auf dieser Schnittstelle angezeigt werden.

Im Konfigurationsmodus (config t), fuhren Sie die folgenden Befehle aus, um die standardmafigen

Spanning-Tree-Optionen, einschliellich des Standard-Porttyps und BPDU Guard, auf Cisco Nexus Switch A
und Switch B zu konfigurieren:
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spanning-tree port type network default
spanning-tree port type edge bpduguard default

Definieren Sie VLANs

Bevor individuelle Ports mit unterschiedlichen VLANs konfiguriert sind, missen auf dem Switch Layer-2-
VLANSs definiert werden. Es ist auch eine gute Praxis, die VLANs zu benennen, um zukiinftig eine einfache
Fehlerbehebung zu ermdéglichen.

Im Konfigurationsmodus (config t), fihren Sie die folgenden Befehle aus, um die Layer-2-VLANs auf Cisco
Nexus Switch A und Switch B zu definieren und zu beschreiben:

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name i1SCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

Konfiguration von Zugriffs- und Management-Port-Beschreibungen

Wie bei der Zuordnung von Namen zu den Layer-2-VLANs kdnnen die Einstellungsbeschreibungen fir alle
Schnittstellen sowohl bei der Bereitstellung als auch bei der Fehlerbehebung helfen.

Im Konfigurationsmodus (config t) Geben Sie bei jedem der Switches die folgenden Portbeschreibungen fiir
die FlexPod Express Large-Konfiguration ein:

Cisco Nexus Switch A
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int ethl/1
description AFF A220-A e(0M
int ethl/2
description Cisco UCS FI-A mgmtO
int ethl/3
description Cisco UCS FI-A ethl/1
int ethl/4
description Cisco UCS FI-B ethl/1
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

Cisco Nexus Switch B

int ethl/1
description AFF A220-B e(0M
int ethl/2
description Cisco UCS FI-B mgmtO
int ethl/3
description Cisco UCS FI-A ethl/2
int ethl/4
description Cisco UCS FI-B ethl/2
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

Konfiguration der Server- und Storage-Managementschnittstellen

Die Management-Schnittstellen sowohl fir den Server als auch fiir den Storage verwenden in der Regel nur
ein einziges VLAN. Konfigurieren Sie daher die Ports der Managementoberflache als Access Ports. Definieren
Sie das Management-VLAN fir jeden Switch und andern Sie den Porttyp Spanning-Tree in Edge.

Im Konfigurationsmodus ("config t'Fliihren Sie die folgenden Befehle aus, um die Porteinstellungen fiir die
Verwaltungsschnittstellen der Server und des Speichers zu konfigurieren:

Cisco Nexus Switch A
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int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Cisco Nexus Switch B

int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Fiigen Sie die NTP-Distributionsschnittstelle hinzu

Cisco Nexus Switch A

Flhren Sie im globalen Konfigurationsmodus die folgenden Befehle aus.

interface Vlan<ib-mgmt-vlan-id>

ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-b-ntp-ip> use-vrf default

Cisco Nexus Switch B

Flhren Sie im globalen Konfigurationsmodus die folgenden Befehle aus.

interface Vlan<ib-mgmt-vlan-id>

ip address <switch- b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-a-ntp-ip> use-vrf default

Globale Konfiguration des virtuellen Port-Channels durchfiihren

Uber einen Virtual Port Channel (vPC) kénnen Links, die physisch mit zwei verschiedenen Cisco Nexus-
Switches verbunden sind, mit einem dritten Gerat als einzelner Port-Channel angezeigt werden. Das dritte
Gerat kann ein Switch, Server oder ein anderes Netzwerkgerat sein. Ein vPC bietet Multipathing auf Layer-2-
Ebene. Dadurch kann Redundanz erzeugt werden, indem die Bandbreite erhdht wird. Dies ermdglicht mehrere
parallele Pfade zwischen Nodes und Lastverteilung zwischen alternativen Pfaden.
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Ein vPC bietet die folgenden Vorteile:

 Aktivieren eines einzelnen Gerats zur Verwendung eines Port-Kanals Gber zwei vorgelagerte Gerate

* Blockierte Ports flir Spanning-Tree-Protokolle werden eliminiert

 Eine Topologie ohne Schleife

* Nutzung aller verfiigbaren Uplink-Bandbreite

» Schnelle Konvergenz bei Ausfall der Verbindung oder eines Gerats

« Ausfallsicherheit auf Verbindungsebene

 Unterstltzung flr Hochverfligbarkeit
Die vPC-Funktion erfordert eine Ersteinrichtung zwischen den beiden Cisco Nexus-Switches, damit diese
ordnungsgemal’ funktionieren. Wenn Sie die Back-to-Back-mmmt0-Konfiguration verwenden, verwenden Sie

die auf den Schnittstellen definierten Adressen und stellen Sie sicher, dass sie Gber den Ping kommunizieren
konnen <<switch A/B mgmt0 ip addr>>vrf Management-Befehl.

Im Konfigurationsmodus ("config t'Fuhren Sie die folgenden Befehle aus, um die globale vPC-Konfiguration fur
beide Switches zu konfigurieren:

Cisco Nexus Switch A
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vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolOdescription vPC peer-1link
switchport
switchport mode trunkswitchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<1iS8CSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
channel-group 14 mode active
copy run start
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Cisco Nexus Switch B

vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolO
description vPC peer-1link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan_ id>>,
<<iSCSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
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channel-group 14 mode active
copy run start

In dieser Lésungsvalidierung wurde eine MTU (Maximum Transmission Unit) von 9000
verwendet. Basierend auf Anwendungsanforderungen konnen Sie jedoch einen entsprechenden

@ Wert fiir die MTU konfigurieren. Es ist wichtig, fir die gesamte FlexPod Losung denselben MTU-
Wert festzulegen. Falsche MTU-Konfigurationen zwischen Komponenten fliihren zum
Paketabfallenlassen.

Uplink zur bestehenden Netzwerkinfrastruktur

Je nach verfiigbarer Netzwerkinfrastruktur kdnnen zur Uplink der FlexPod Umgebung mehrere Methoden und
Funktionen verwendet werden. Wenn eine vorhandene Cisco Nexus Umgebung vorhanden ist, empfiehlt
NetApp die Verwendung von vPCs, um die in der FlexPod Umgebung enthaltenen Cisco Nexus 31108PVC-
Switches in die Infrastruktur zu integrieren. Bei den Uplinks kénnen 10-GbE-Uplinks fur eine 10-GbE-
Infrastrukturldsung oder 1 GbE fir eine Infrastrukturldsung (sofern erforderlich) verwendet werden. Die zuvor
beschriebenen Verfahren kénnen zur Erstellung eines Uplink vPC in der vorhandenen Umgebung verwendet
werden. Stellen Sie sicher, dass Sie den Kopierlauf ausflihren, um die Konfiguration nach Abschluss der
Konfiguration auf jedem Switch zu speichern.

Verfahren zur NetApp Storage-Implementierung (Teil 1)

In diesem Abschnitt wird das NetApp AFF Storage-Implementierungsverfahren beschrieben.
Installation von NetApp Storage Controller AFF2xx Series

NetApp Hardware Universe

Der "NetApp Hardware Universe" Die HWU Applikation bietet unterstiitzte Hardware- und
Softwarekomponenten fir jede spezifische ONTAP Version. Das Tool liefert Konfigurationsinformationen fir
alle NetApp Storage Appliances, die derzeit von der ONTAP Software unterstitzt werden. Zudem bietet er eine
Tabelle mit den Kompatibilitadten der Komponenten.

Vergewissern Sie sich, dass die Hardware- und Softwarekomponenten, die Sie verwenden mdchten, von der
zu installierenden Version von ONTAP unterstitzt werden:

1. Auf das zugreifen "HWU" Anwendung zum Anzeigen der Systemkonfigurationsleitfaden. Wahlen Sie die
Registerkarte ,Vergleichen® Storage-Systeme aus. Hier sehen Sie die Kompatibilitdt zwischen
verschiedenen Versionen der ONTAP Software und den NetApp Storage Appliances mit den gewlinschten
Spezifikationen.

2. Wenn Sie Komponenten nach Storage Appliance vergleichen mochten, klicken Sie alternativ auf Storage-
Systeme vergleichen.

Voraussetzungen fiir Controller AFF2XX Serie

Zur Planung des physischen Standorts der Storage-Systeme finden Sie in den folgenden Abschnitten:
Unterstutzte elektrische Netzstromkabel Onboard-Ports und Kabel

Storage Controller

Befolgen Sie die Anweisungen zur physischen Installation der Controller im "AFF A220: Dokumentation”.
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NetApp ONTAP 9.5

Konfigurationsarbeitsblatt

Bevor Sie das Setup-Skript ausfiihren, flllen Sie das Konfigurationsarbeitsblatt aus der Produktanleitung aus.
Das Konfigurationsarbeitsblatt ist im verflugbar "ONTAP 9.5 — Leitfaden fir die Software-Einrichtung"
(Verfugbar im "ONTAP 9 Dokumentationszentrum"). Die folgende Tabelle enthalt Informationen zur Installation

und Konfiguration von ONTAP 9.5.

@ Das System ist in einer Konfiguration mit zwei Nodes ohne Switches eingerichtet.

Cluster-Details

Cluster Node A IP-Adresse
Cluster-Node A-Netmask

Cluster Node Ein Gateway
Cluster-Node A-Name
Cluster-Node B-IP-Adresse
Cluster-Node B-Netmask
Cluster-Node B-Gateway

Name fur Cluster-Node B
ONTAP 9.5-URL

Name fur Cluster
Cluster-Management-IP-Adresse
Cluster B-Gateway

Cluster B Netmask
Domain-Name

DNS-Server-IP (Sie kbnnen mehrere eingeben)
NTP-SERVER A-IP
NTP-SERVER B-IP

Konfigurieren Sie Node A

Wert Fiir Cluster-Details
<<var_nodeA_Mgmt_ip>>
<<var_nodeA_mgmt_maska>>
\<<var_nodeA_mgmt_Gateway>
<<var_nodeA>>
<<var_nodeB_Mgmt_ip>>
<<var_nodeB_mgmt_maska>>
\<<var_nodeB_mgmt_Gateway>
<<var_nodeB>>
\<<var_url_Boot_Software>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_Gateway>>
<<var_clustermgmt_maska>>
<<var_Domain_Name>>
<<var_dns_Server_ip>>

<< Switch-a-ntp-ip >>

<< Switch-b-ntp-ip >>

Flhren Sie die folgenden Schritte aus, um Node A zu konfigurieren:

1. Stellt eine Verbindung mit dem Konsolen-Port des Storage-Systems her. Es sollte eine Loader-A-
Eingabeaufforderung angezeigt werden. Wenn sich das Storage-System jedoch in einer Reboot-Schleife
befindet, driicken Sie Strg- C, um die Autoboot-Schleife zu beenden, wenn Sie diese Meldung sehen:

Starting AUTOBOOT press Ctrl-C to abort...

2. Lassen Sie das System booten.

216


http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html
http://docs.netapp.com/ontap-9/index.jsp

© N o o &

10.

1.

12.

13.
14.

15.
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17.

autoboot

Dricken Sie Strg- C, um das Startmenu aufzurufen.

Bei ONTAP 9. 5 ist nicht die Version der Software, die gerade gestartet wird. Fahren Sie mit den folgenden
Schritten fort, um neue Software zu installieren. Bei ONTAP 9. 5 wird die Version gebootet. Wahlen Sie
Option 8 und y, um den Node neu zu booten. Fahren Sie dann mit Schritt 14 fort.

Um neue Software zu installieren, wahlen Sie Option 7.

Eingabe y Um ein Upgrade durchzufiihren.

Wahlen Sie e0M Fur den Netzwerkanschluss, den Sie fir den Download verwenden mochten.
Eingabe y Jetzt neu starten.

Geben Sie an den jeweiligen Stellen die IP-Adresse, die Netmask und das Standard-Gateway fir EOM ein.

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

. Geben Sie die URL ein, auf der die Software gefunden werden kann.

@ Dieser Webserver muss pingfahig sein.
Dricken Sie die Eingabetaste, um den Benutzernamen anzuzeigen, und geben Sie keinen Benutzernamen
an.

Eingabe y So legen Sie die neu installierte Software als Standard fest, die bei einem spateren Neustart
verwendet wird.

Eingabe y Um den Node neu zu booten.

Beim Installieren der neuen Software flhrt das System moglicherweise Firmware-Upgrades fir das BIOS
und die Adapterkarten durch. Dies fuhrt zu einem Neustart und méglichen Stopps an der Loader-A-
Eingabeaufforderung. Wenn diese Aktionen auftreten, kann das System von diesem Verfahren abweichen.

Driicken Sie Strg- C, um das Startmenu aufzurufen.
Wahlen Sie die Option 4 Fir saubere Konfiguration und Initialisieren aller Festplatten.

Eingabe y Setzen Sie die Konfiguration auf Null Festplatten zurtick, und installieren Sie ein neues
Dateisystem.

Eingabe y Um alle Daten auf den Festplatten zu I6schen.

Die Initialisierung und Erstellung des Root-Aggregats kann je nach Anzahl und Typ der verbundenen
Festplatten 90 Minuten oder mehr dauern. Nach Abschluss der Initialisierung wird das Storage-System neu
gestartet. Beachten Sie, dass die Initialisierung von SSDs erheblich schneller dauert. Sie kdnnen mit der
Node B-Konfiguration fortfahren, wahrend die Festplatten fiir Node A auf Null gesetzt werden.

Beginnen Sie wahrend der Initialisierung von Node A mit der Konfiguration von Node B.
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Konfigurieren Sie Node B

Flhren Sie die folgenden Schritte aus, um Node B zu konfigurieren:

1.

© N o o k&

10.

1.

12.
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Stellt eine Verbindung mit dem Konsolen-Port des Storage-Systems her. Es sollte eine Loader-A-
Eingabeaufforderung angezeigt werden. Wenn sich das Storage-System jedoch in einer Reboot-Schleife
befindet, driicken Sie Strg-C, um die Autoboot-Schleife zu beenden, wenn Sie diese Meldung sehen:

Starting AUTOBOOT press Ctrl-C to abort...

Dricken Sie Strg-C, um das Startmenu aufzurufen.

autoboot

Driicken Sie bei der entsprechenden Aufforderung Strg-C.

Bei ONTAP 9. 5 ist nicht die Version der Software, die gerade gestartet wird. Fahren Sie mit den folgenden
Schritten fort, um neue Software zu installieren. Wenn ONTAP 9.4 die Version wird gebootet, wahlen Sie
Option 8 und y aus, um den Node neu zu booten. Fahren Sie dann mit Schritt 14 fort.

Um neue Software zu installieren, wahlen Sie Option 7.

Eingabe y Um ein Upgrade durchzufiihren.

Wahlen Sie e0OM Fir den Netzwerkanschluss, den Sie fur den Download verwenden méchten.
Eingabe y Jetzt neu starten.

Geben Sie an den jeweiligen Stellen die IP-Adresse, die Netmask und das Standard-Gateway fir EOM ein.

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

. Geben Sie die URL ein, auf der die Software gefunden werden kann.

@ Dieser Webserver muss pingfahig sein.

<<var_ url boot software>>

Dricken Sie die Eingabetaste, um den Benutzernamen anzuzeigen, und geben Sie keinen Benutzernamen
an

Eingabe y So legen Sie die neu installierte Software als Standard fest, die bei einem spateren Neustart
verwendet wird.

Eingabe y Um den Node neu zu booten.
Beim Installieren der neuen Software flhrt das System moglicherweise Firmware-Upgrades fir das BIOS

und die Adapterkarten durch. Dies fuhrt zu einem Neustart und méglichen Stopps an der Loader-A-
Eingabeaufforderung. Wenn diese Aktionen auftreten, kann das System von diesem Verfahren abweichen.



13. Driicken Sie Strg-C, um das Startmeni aufzurufen.
14. Wahlen Sie Option 4 fur saubere Konfiguration und Initialisieren Sie alle Festplatten.

15. Eingabe y Setzen Sie die Konfiguration auf Null Festplatten zuriick, und installieren Sie ein neues
Dateisystem.

16. Eingabe y Um alle Daten auf den Festplatten zu I6schen.

Die Initialisierung und Erstellung des Root-Aggregats kann je nach Anzahl und Typ der verbundenen
Festplatten 90 Minuten oder mehr dauern. Nach Abschluss der Initialisierung wird das Storage-System neu
gestartet. Beachten Sie, dass die Initialisierung von SSDs erheblich schneller dauert.

Fortsetzung von Node A-Konfiguration und Cluster-Konfiguration

Flhren Sie von einem Konsolen-Port-Programm, das an den Storage Controller A (Node A)-Konsolenport
angeschlossen ist, das Node-Setup-Skript aus. Dieses Skript wird angezeigt, wenn ONTAP 9.5 das erste Mal
auf dem Node gebootet wird.

In ONTAP 9.5 wurde das Verfahren zur Einrichtung von Nodes und Clustern geringfligig geandert. Der Cluster-
Setup-Assistent wird jetzt zum Konfigurieren des ersten Node in einem Cluster verwendet, wahrend System
Manager zum Konfigurieren des Clusters verwendet wird.

1. Befolgen Sie die Anweisungen zum Einrichten von Node A
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [eOM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line

interface:

. Navigieren Sie zur IP-Adresse der Managementoberflache des Knotens.

Das Cluster-Setup kann auch tber die CLI durchgefiihrt werden. In diesem Dokument wird
@ die Cluster-Einrichtung mit der von NetApp System Manager gefuhrten Einrichtung
beschrieben.

3. Klicken Sie auf Guided Setup, um das Cluster zu konfigurieren.
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Eingabe <<var clustername>> Fur den Cluster-Namen und <<var nodeA>> Und <<var nodeB>>
Fir jeden der Nodes, die Sie konfigurieren. Geben Sie das Passwort ein, das Sie flr das Speichersystem
verwenden mochten. Wahlen Sie fur den Cluster-Typ Cluster ohne Switch aus. Geben Sie die Cluster-
Basislizenz ein.

AuBerdem kénnen Funktionslizenzen fiir Cluster, NFS und iSCSI eingegeben werden.

Eine Statusmeldung, die angibt, dass das Cluster erstellt wird. Diese Statusmeldung durchlaufen mehrere
Statusarten. Dieser Vorgang dauert mehrere Minuten.

Konfigurieren des Netzwerks.

a. Deaktivieren Sie die Option IP-Adressbereich.



b. Eingabe <<var clustermgmt ip>> Im Feld Cluster-Management-IP-Adresse
<<var clustermgmt mask>>Im Feld ,Netzmaske“ und <<var clustermgmt gateway>>Im
Feld Gateway. Verwenden Sie die Auswahl ... im Feld Port, um EOM von Knoten A. auszuwahlen

C. Die Node-Management-IP fur Node A ist bereits gefillt. Eingabe <<var nodeA mgmt ip>> Flr
Node B.

d. Eingabe <<var domain name>> Im Feld DNS-Domain-Name. Eingabe <<var dns server ip>>
Im Feld IP-Adresse des DNS-Servers.

Sie kdbnnen mehrere IP-Adressen des DNS-Servers eingeben.
€. Eingabe <<switch-a-ntp-ip>> Im Feld primarer NTP-Server.
Sie kdnnen auch einen alternativen NTP-Server als eingeben <<switch- b-ntp-ip>>.

8. Konfigurieren Sie die Support-Informationen.

a. Wenn in Ihrer Umgebung ein Proxy fir den Zugriff auf AutoSupport erforderlich ist, geben Sie die URL
unter Proxy-URL ein.

b. Geben Sie den SMTP-Mail-Host und die E-Mail-Adresse flr Ereignisbenachrichtigungen ein.

Sie mussen mindestens die Methode flr die Ereignisbenachrichtigung einrichten, bevor Sie fortfahren
kénnen. Sie kdnnen eine beliebige der Methoden auswahlen.

9. Klicken Sie, wenn angegeben wird, dass die Cluster-Konfiguration abgeschlossen ist, auf Manage Your
Cluster, um den Storage zu konfigurieren.

Fortfiihrung der Storage-Cluster-Konfiguration

Nach der Konfiguration der Storage-Nodes und des Basis-Clusters kdnnen Sie die Konfiguration des Storage-
Clusters fortsetzen.

Alle freien Festplatten auf Null stellen

FUhren Sie den folgenden Befehl aus, um alle freien Festplatten im Cluster zu I16schen:

disk zerospares

Onboard-UTA2-Ports als Personlichkeit festlegen

1. Uberprifen Sie den aktuellen Modus und den aktuellen Typ der Ports, indem Sie den ausfiihren ucadmin
show Befehl.
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2.

AFFA220-Clus: :> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFFA220-Clus-01
Oc cna target = = offline
AFFA220-Clus-01
0d cna target = = offline
AFFA220-Clus-01
Oe cna target = = offline
AFFA220-Clus-01
0f cna target = = offline
AFFA220-Clus-02
Oc cna target = = offline
AFFA220-Clus-02
0od cna target = = offline
AFFA220-Clus-02
Oe cna target = = offline
AFFA220-Clus-02
0f cna target = = offline

8 entries were displayed.

Uberprifen Sie, ob der aktuelle Modus der verwendeten Ports lautet cna Und dass der aktuelle Typ auf
festgelegt ist target. Falls nicht, andern Sie die Portpersonlichkeit, indem Sie den folgenden Befehl
ausfuhren:

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -—-type target

Die Ports mussen offline sein, um den vorherigen Befehl auszufiihren. Fiihren Sie den folgenden Befehl
aus, um einen Port offline zu schalten:

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

@ Wenn Sie die Port-Personlichkeit geandert haben, missen Sie jeden Node neu booten,
damit die Anderung wirksam wird.

Aktivieren Sie Das Cisco Discovery-Protokoll

Fihren Sie den folgenden Befehl aus, um das Cisco Discovery Protocol (CDP) auf den NetApp Storage
Controllern zu aktivieren:
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node run -node * options cdpd.enable on

Aktivieren Sie auf allen Ethernet-Ports das Link-Layer Discovery Protocol

Aktivieren Sie den Austausch von LLDP (Link-Layer Discovery Protocol)-Nachbarinformationen zwischen
Speicher und Netzwerk-Switches, indem Sie den folgenden Befehl ausfihren. Dieser Befehl aktiviert LLDP auf
allen Ports aller Nodes im Cluster.

node run * options lldp.enable on

Benennen Sie logische Management-Schnittstellen um
Flhren Sie die folgenden Schritte aus, um die logischen Management-Schnittstellen (LIFs) umzubenennen:

1. Zeigt die aktuellen Management-LIF-Namen an.

network interface show —-vserver <<clustername>>

2. Benennen Sie die Cluster-Management-LIF um.

network interface rename -vserver <<clustername>> -1if
cluster setup cluster mgmt 1if 1 —newname cluster mgmt

3. Benennen Sie die Management-LIF fir Node B um.

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 A 1 - newname AFF A220-01 mgmtl

Legen Sie fiir das Cluster-Management den automatischen Wechsel zuriick

Stellen Sie die ein auto-revert Parameter auf der Cluster-Managementoberflache.

network interface modify -vserver <<clustername>> -1if cluster mgmt —auto-
revert true

Richten Sie die Service Processor-Netzwerkschnittstelle ein

Um dem Service-Prozessor auf jedem Node eine statische IPv4-Adresse zuzuweisen, fihren Sie die
folgenden Befehle aus:
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system service-processor network modify -node <<var nodeA>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> —-gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> —-gateway <<var nodeB sp gateway>>

@ Die Service-Prozessor-IP-Adressen sollten sich im gleichen Subnetz wie die Node-
Management-IP-Adressen befinden.

Aktivieren Sie Storage-Failover in ONTAP

FUhren Sie die folgenden Befehle in einem Failover-Paar aus, um zu Uberprtfen, ob das Storage-Failover
aktiviert ist:

1. Uberprifen Sie den Status des Storage-Failovers.

storage failover show

Beides <<var nodeA>>Und <<var_ nodeB>> Muss in der Lage sein, ein Takeover durchzufuhren.
Fahren Sie mit Schritt 3 fort, wenn die Knoten ein Takeover durchfiihren konnen.
2. Aktivieren Sie Failover bei einem der beiden Nodes.

storage failover modify -node <<var nodeA>> -enabled true

3. Uberpriifen Sie den HA-Status des Clusters mit zwei Nodes.

@ Dieser Schritt gilt nicht fir Cluster mit mehr als zwei Nodes.

cluster ha show

4. Fahren Sie mit Schritt 6 fort, wenn Hochverflgbarkeit konfiguriert ist. Wenn die Hochverfligbarkeit
konfiguriert ist, wird bei Ausgabe des Befehls die folgende Meldung angezeigt:

High Availability Configured: true
5. Aktivieren Sie nur den HA-Modus flur das Cluster mit zwei Nodes.

Fuhren Sie diesen Befehl nicht flir Cluster mit mehr als zwei Nodes aus, da es zu Problemen mit Failover
kommt.
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cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. Uberpriifung der korrekten Konfiguration von Hardware-Unterstiitzung und ggf. Anderung der Partner-IP-
Adresse

storage failover hwassist show

Die Nachricht Keep Alive Status : Error: did not receive hwassist keep alive
alerts from partner Zeigt an, dass die Hardware-Unterstltzung nicht konfiguriert ist. Fiihren Sie die
folgenden Befehle aus, um die Hardware-Unterstitzung zu konfigurieren.

storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var nodeA>>
storage failover modify -hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_nodeB>>

Jumbo Frame MTU Broadcast-Doméane in ONTAP erstellen

Um eine Data Broadcast-Domane mit einer MTU von 9000 zu erstellen, fiihren Sie die folgenden Befehle aus:

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

Entfernen Sie Daten-Ports aus der Standard-Broadcast-Doméne

Die 10-GbE-Daten-Ports werden fur iSCSI/NFS-Datenverkehr verwendet, diese Ports sollten aus der
Standarddomane entfernt werden. Die Ports eOe und eOf werden nicht verwendet und sollten auch aus der
Standarddomaéne entfernt werden.

Fihren Sie den folgenden Befehl aus, um die Ports aus der Broadcast-Domane zu entfernen:

broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,

<<var nodeA>>:ele, <<var nodeA>>:e0f

Deaktivieren Sie die Flusssteuerung bei UTA2-Ports

Eine NetApp Best Practice ist es, die Flusskontrolle bei allen UTA2-Ports, die mit externen Geraten verbunden
sind, zu deaktivieren. Um die Flusssteuerung zu deaktivieren, fiihren Sie die folgenden Befehle aus:
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second

interruption in carrier. Do you want to continue? {yln}: vy

@ Die direkte Verbindung zum ONTAP UCS Mini unterstitzt LACP nicht.

Konfigurieren Sie Jumbo Frames in NetApp ONTAP

Um einen ONTAP-Netzwerkport zur Verwendung von Jumbo Frames zu konfigurieren (die in der Regel Uber
eine MTU von 9,000 Byte verfiigen), fihren Sie die folgenden Befehle aus der Cluster-Shell aus:
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AFF A220::> network port modify -node node A -port ele -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node B -port ele -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.
Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node A -port e0f -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.
Do you want to continue? {y|n}: vy

AFF A220::> network port modify -node node B -port e0f -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.
Do you want to continue? {yln}: vy

Erstellen von VLANs in ONTAP

Gehen Sie wie folgt vor, um VLANs in ONTAP zu erstellen:

1. Erstellen von NFS-VLAN-Ports und Hinzufligen dieser zu der Data Broadcast-Domane

network port vlan create —-node <<var nodeA>>
<<var nfs vlan id>>
network port vlan create —node <<var nodeA>>
<<var nfs vlan id>>
network port vlan create —node <<var nodeB>>
<<var nfs vlan id>>
network port vlan create —-node <<var nodeB>>
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain

-vlan—-name eQe-

-vlan-name e0Of-

-vlan—-name eQe-

-vlan—-name eOf-

Infra NFS -ports

<<var nodeA>>: ele- <<var nfs vlan id>>, <<var nodeB>>: ele-

<<var nfs vlan id>> , <<var nodeA>>:e(0f- <<var nfs vlan id>>,

<<var nodeB>>:e0f-<<var nfs vlan id>>

2. Erstellen von iISCSI-VLAN-Ports und Hinzufligen dieser zu der Data Broadcast-Domane

service

service

service

service
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network port vlan create —node <<var nodeA>> -vlan-name eQOe-
<<var iscsi vlan A id>>

network port vlan create —-node <<var nodeA>> -vlan-name eOf-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>: ele- <<var iscsi vlan A id>>,<<var nodeB>>: ele-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>: e(0f- <<var iscsi vlan B id>>,<<var nodeB>>: e(Of-
<<var iscsi vlan B id>>

3. ERSTELLUNG VON MGMT-VLAN-Ports

network port vlan create —node <<var nodeA>> -vlan-name eOm-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name eOm-
<<mgmt_ vlan id>>

Erstellen von Aggregaten in ONTAP

Wahrend der ONTAP-Einrichtung wird ein Aggregat mit dem Root-Volume erstellt. Zum Erstellen weiterer
Aggregate ermitteln Sie den Namen des Aggregats, den Node, auf dem er erstellt werden soll, und die Anzahl
der enthaltenen Festplatten.

Flhren Sie zum Erstellen von Aggregaten die folgenden Befehle aus:

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var_ num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

Bewahren Sie mindestens eine Festplatte (wahlen Sie die grofite Festplatte) in der Konfiguration als
Ersatzlaufwerk auf. Als Best Practice empfiehlt es sich, mindestens ein Ersatzteil fur jeden Festplattentyp und
jede Grofle zu besitzen.

Beginnen Sie mit fiinf Festplatten. Wenn zusatzlicher Storage erforderlich ist, kbnnen Sie einem Aggregat
Festplatten hinzufligen.

Das Aggregat kann erst erstellt werden, wenn die Daten auf der Festplatte auf Null gesetzt werden. Fihren Sie
die aus aggr show Befehl zum Anzeigen des Erstellungsstatus des Aggregats. Fahren Sie erst fort
aggrl nodeA Ist online.
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Konfigurieren Sie die Zeitzone in ONTAP

Flhren Sie den folgenden Befehl aus, um die Zeitsynchronisierung zu konfigurieren und die Zeitzone auf dem
Cluster festzulegen:

timezone <<var timezone>>

Beispielsweise ist die Zeitzone im Osten der USA America/New_ York. Nachdem Sie mit der
Eingabe des Zeitzonennamens begonnen haben, dricken Sie die Tabulatortaste, um die
verfugbaren Optionen anzuzeigen.

Konfigurieren Sie SNMP in ONTAP

FUhren Sie die folgenden Schritte aus, um die SNMP zu konfigurieren:
1. Konfigurieren Sie SNMP-Basisinformationen, z. B. Standort und Kontakt. Wenn Sie abgefragt werden,

werden diese Informationen als angezeigt sysLocation Und sysContact Variablen in SNMP.

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on
2. Konfigurieren Sie SNMP-Traps zum Senden an Remote-Hosts.

snmp traphost add <<var snmp server fgdn>>

Konfigurieren Sie SNMPv1 in ONTAP

Um SNMPvV1 zu konfigurieren, stellen Sie das freigegebene geheime Klartextkennwort ein, das als Community
bezeichnet wird.

snmp community add ro <<var snmp community>>

@ Verwenden Sie die snmp community delete all Befehl mit Vorsicht. Wenn Community
Strings fuir andere Uberwachungsprodukte verwendet werden, entfernt dieser Befehl sie.

Konfigurieren Sie SNMPv3 in ONTAP

SNMPv3 erfordert, dass Sie einen Benutzer fiir die Authentifizierung definieren und konfigurieren. Gehen Sie
wie folgt vor, um SNMPvV3 zu konfigurieren:

1. Flhren Sie die aus security snmpusers Befehl zum Anzeigen der Engine-ID.

2. Erstellen Sie einen Benutzer mit dem Namen snmpv3user.
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security login create -username snmpv3user -authmethod usm -application

snmp

3. Geben Sie die Engine-ID der autorisierenden Einheit ein, und wahlen Sie aus md5 Als
Authentifizierungsprotokoll.

4. Geben Sie bei der Aufforderung ein Kennwort mit einer Mindestlange von acht Zeichen fir das
Authentifizierungsprotokoll ein.

5. Wahlen Sie des Als Datenschutzprotokoll.

6. Geben Sie bei Aufforderung ein Kennwort mit einer Mindestlange von acht Zeichen flr das
Datenschutzprotokoll ein.

Konfigurieren Sie AutoSupport HTTPS in ONTAP
Das NetApp AutoSupport Tool sendet Zusammenfassung von Support-Informationen tiber HTTPS an NetApp.

Flhren Sie den folgenden Befehl aus, um AutoSupport zu konfigurieren:

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var storage admin email>>

Erstellen Sie eine Speicher-Virtual Machine

Um eine Storage Virtual Machine (SVM) flr Infrastrukturen zu erstellen, gehen Sie wie folgt vor:

1. Fihren Sie die aus vserver create Befehl.

vserver create —-vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume- security-style unix

2. Das Datenaggregat wird zur Liste des Infrastruktur-SVM-Aggregats der NetApp VSC hinzugefigt.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. Entfernen Sie die ungenutzten Storage-Protokolle der SVM, wobei NFS und iSCSI Gberlassen bleiben.

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. Aktivierung und Ausfihrung des NFS-Protokolls in der SVM Infrastructure

nfs create -vserver Infra-SVM -udp disabled
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5. Schalten Sie das ein SVM vstorage Parameter fiir das NetApp NFS VAAI Plug-in. Uberpriifen Sie dann,
ob NFS konfiguriert wurde.

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

(D Diese Befehle werden von ausgefihrt vserver Die Befehlszeile war, da SVMs zuvor
Server genannt wurden

Konfigurieren Sie NFSv3 in ONTAP

In der folgenden Tabelle sind die Informationen aufgefiihrt, die zum AbschlieRen dieser Konfiguration
erforderlich sind.

Details Detailwert
ESXi hostet Eine NFS-IP-Adresse \<<var_esxi_hostA nfs_ip>
ESXi Host B NFS-IP-Adresse \<<var_esxi_hostB_nfs_ip>

Fihren Sie die folgenden Befehle aus, um NFS auf der SVM zu konfigurieren:

1. Erstellen Sie eine Regel fiir jeden ESXi-Host in der Standard-Exportrichtlinie.

2. Weisen Sie fur jeden erstellten ESXi Host eine Regel zu. Jeder Host hat seinen eigenen Regelindex. |hr
erster ESXi Host hat Regelindex 1, Ihr zweiter ESXi Host hat Regelindex 2 usw.

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid falsevserver export-
policy rule create -vserver Infra-SVM -policyname default -ruleindex 2
-protocol nfs -clientmatch <<var esxi hostB nfs ip>> -rorule sys -rwrule
Sys —-superuser sys —allow-suid false

vserver export-policy rule show

3. Weisen Sie die Exportrichtlinie dem Infrastruktur-SVM-Root-Volume zu.

volume modify -vserver Infra-SVM -volume rootvol -policy default

Die NetApp VSC verarbeitet automatisch die Exportrichtlinien, wenn Sie sie nach der

(D Einrichtung von vSphere installieren méchten. Wenn Sie diese nicht installieren, missen Sie
Regeln fur die Exportrichtlinie erstellen, wenn zuséatzliche Server der Cisco UCS B-Serie
hinzugefligt werden.
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Erstellen Sie den iSCSI-Dienst in ONTAP
Gehen Sie wie folgt vor, um den iSCSI-Service zu erstellen:
1. Erstellen Sie den iSCSI-Service fir die SVM. Mit diesem Befehl wird auch der iSCSI-Service gestartet und
der iSCSI Qualified Name (IQN) fiir die SVM festgelegt. Uberpriifen Sie, ob iSCSI konfiguriert wurde.

iscsi create -vserver Infra-SVM

iscsi show

Spiegelung zur Lastverteilung von SVM-Root-Volumes in ONTAP erstellen

So erstellen Sie eine Spiegelung zur Lastverteilung des SVM-Root-Volumes in ONTAP:

1. Erstellen Sie ein Volume zur Lastverteilung der SVM Root-Volumes der Infrastruktur auf jedem Node.

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB -type DPvolume create -vserver Infra Vserver
-volume rootvol m0O2 -aggregate aggrl nodeB -size 1GB —-type DP

2. Erstellen Sie einen Job-Zeitplan, um die Spiegelbeziehungen des Root-Volumes alle 15 Minuten zu
aktualisieren.

job schedule interval create -name 15min -minutes 15

3. Erstellen Sie die Spiegelungsbeziehungen.

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m02 -type LS -schedule 15min

4. Initialisieren Sie die Spiegelbeziehung und Uberprifen Sie, ob sie erstellt wurde.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol snapmirror

show
Konfigurieren Sie HTTPS-Zugriff in ONTAP

Gehen Sie wie folgt vor, um den sicheren Zugriff auf den Storage Controller zu konfigurieren:

1. Erhéhen Sie die Berechtigungsebene, um auf die Zertifikatbefehle zuzugreifen.
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set -privilege diag
Do you want to continue? {yln}: vy

2. In der Regel ist bereits ein selbstsigniertes Zertifikat vorhanden. Uberpriifen Sie das Zertifikat, indem Sie
den folgenden Befehl ausfihren:

security certificate show

3. Bei jeder angezeigten SVM sollte der allgemeine Zertifikatname mit dem vollstandig qualifizierten DNS-
Domanennamen (FQDN) der SVM ubereinstimmen. Die vier Standardzertifikate sollten geléscht und durch
selbstsignierte Zertifikate oder Zertifikate einer Zertifizierungsstelle ersetzt werden.

Das Loschen abgelaufener Zertifikate vor dem Erstellen von Zertifikaten ist eine bewahrte
Vorgehensweise. Fuhren Sie die aus security certificate delete Befehl zum Loschen
abgelaufener Zertifikate. Verwenden Sie im folgenden Befehl DIE REGISTERKARTEN-Vervollstandigung,
um jedes Standardzertifikat auszuwahlen und zu I6schen.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM - type server -serial 552429A6

4. Um selbstsignierte Zertifikate zu generieren und zu installieren, fihren Sie die folgenden Befehle als
einmalige Befehle aus. Ein Serverzertifikat fur die Infrastruktur-SVM und die Cluster-SVM generieren.
Verwenden Sie wieder die REGISTERKARTEN-Vervollstandigung, um Sie beim Ausflllen dieser Befehle
zu unterstutzen.

security certificate create [TAB]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 - country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email- addr
"abc@netapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

5. Um die Werte fur die im folgenden Schritt erforderlichen Parameter zu erhalten, fihren Sie den aus
security certificate show Befehl.

6. Aktivieren Sie jedes Zertifikat, das gerade mit erstellt wurde —server-enabled true Und -client-
enabled false Parameter. Verwenden Sie erneut DIE REGISTERKARTEN-Vervollstandigung.

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com
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7. Konfigurieren und aktivieren Sie den SSL- und HTTPS-Zugriff und deaktivieren Sie den HTTP-Zugriff.

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yln}: vy

System services firewall policy delete -policy mgmt -service http
-vserver <<var clustername>>

@ Es ist normal, dass einige dieser Befehle eine Fehlermeldung ausgeben, die angibt, dass
der Eintrag nicht vorhanden ist.

8. Kehren Sie zur Berechtigungsstufe fiir den Administrator zurtick, und erstellen Sie das Setup, damit SVM
Uber das Internet verfiigbar ist.

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -enabled
true

Erstellen Sie in ONTAP ein NetApp FlexVol Volume

Um ein NetApp FlexVol® Volume zu erstellen, geben Sie den Namen, die GroRe und das Aggregat ein, auf
dem es vorhanden ist. Erstellung von zwei VMware Datastore Volumes und einem Server Boot Volume

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB - state online -policy default -junction-path
/infra_datastore_l -space-guarantee none -percent- snapshot-space 0
volume create -vserver Infra-SVM -volume infra datastore 2 -aggregate
aggrl nodeB -size 500GB - state online -policy default -junction-path
/infra_datastore_2 -space-guarantee none -percent- snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -juntion-path /infra swap -space
—guarantee none -percent-snapshot-space 0 -snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

Aktivieren Sie die Deduplizierung in ONTAP

Um die Deduplizierung auf entsprechenden Volumes einmal am Tag zu aktivieren, fiihren Sie folgende Befehle
aus:
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volume efficiency modify -vserver Infra-SVM -volume esxi boot -schedule
sun-sat@0

volume efficiency modify -vserver Infra-SVM -volume infra datastore 1
—schedule sun-sat@0

volume efficiency modify —-vserver Infra-SVM -volume infra datastore 2
—-schedule sun-sat@0

Erstellen Sie LUNs in ONTAP

Um zwei LUNs (Boot Logical Unit Numbers) zu erstellen, fihren Sie die folgenden Befehle aus:

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
15GB -ostype vmware - space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size

15GB -ostype vmware - space-reserve disabled
(D Beim Hinzufligen eines zusatzlichen Cisco UCS C-Series Servers muss eine zusatzliche Boot-
LUN erstellt werden.

Erstellen von iSCSI LIFs in ONTAP

In der folgenden Tabelle sind die Informationen aufgefiihrt, die zum Abschlielen dieser Konfiguration
erforderlich sind.

Details Detailwert

Speicherknoten A iSCSI LIFO1A <<var_nodeA iscsi_lif01a_ip>>
Speicherknoten A iSCSI-LIFO1A-Netzwerkmaske <<var_nodeA iscsi_lif01a_Mask>>
Speicherknoten AiSCSI LIFO1B <<var_nodeA iscsi_lif01b_ip>>

Speicherknoten Eine iSCSI-LIFO1B-Netzwerkmaske  <<var_nodeA iscsi_|if01b_Mask>>

Storage-Node B iSCSI LIFO1A <<var_nodeB_iscsi_lif01a_ip>>
Speicherknoten B iSCSI-LIFO1A-Netzwerkmaske <<var_nodeB_iscsi_lif01a_Mask>>
Storage Node B iSCSI LIFO1B <<var_nodeB iscsi_lif01b_ip>>

Speicherknoten B iISCSI-LIFO1B-Netzwerkmaske <<var_nodeB iscsi_lif01b_Mask>>

1. Erstellen Sie vier iSCSI LIFs, zwei pro Node.
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi - home-node <<var nodeA>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
-data-protocol iscsi - home-node <<var nodeA>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up - failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

Erstellen von NFS LIFs in ONTAP

In der folgenden Tabelle sind die Informationen aufgefiihrt, die zum AbschlieRen dieser Konfiguration
erforderlich sind.

Details Detailwert

Storage Node ANFS LIF 01 AIP <<var_nodeA nfs_lif 01_a_ip>>
Storage Node A NFS LIF 01 A Netzwerkmaske <<var_nodeA nfs lif 01_a maska>>
Storage-Node ANFS-LIF 01 b IP <<var_nodeA nfs_lif 01 _b ip>>
Storage Node A NFS LIF 01 b Netzwerkmaske <<var_nodeA nfs_lif 01_b_maska>>
Storage-Node B NFS-LIF 02 A-IP <<var_nodeB_nfs_lif 02 _A ip>>
Storage-Node B NFS-LIF 02 A Netzwerkmaske <<var_nodeB_nfs_lif 02_A Mask>>
Storage-Node B NFS-LIF 02 b IP <<var_nodeB_nfs_lif 02_b_ip>>
Storage Node B NFS LIF 02 b Netzwerkmaske <<var_nodeB nfs lif 02 b maska>>

1. Erstellen Sie ein NFS LIF.
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network interface create -vserver Infra-SVM -1if nfs 1if0l a -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port ele-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 a ip>> - netmask <<
var nodeA nfs 1if 01 a mask>> -status-admin up -failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if0l b -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port eOf-
<<var nfs vlan id>> -address <<var nodeA nfs 1if 01 b ip>> - netmask <<
var nodeA nfs 1if 0l b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 a -role data
-data-protocol nfs -home- node <<var nodeB>> -home-port ele-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 a ip>> - netmask <<
var nodeB nfs 1if 02 a mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 b -role data
—-data-protocol nfs -home- node <<var nodeB>> -home-port e0f-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 b ip>> - netmask <<
var nodeB nfs 1if 02 b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface show

Hinzufiigen eines SVM-Administrators fiir die Infrastruktur

In der folgenden Tabelle sind die Informationen aufgefiihrt, die zum AbschlieRen dieser Konfiguration
erforderlich sind.

Details Detailwert

Vsmgmt-IP <<var_svm_mgmt_ip>>
Vsmgmt-Netzwerkmaske <<var_svm_mgmt_maska>>
Vsmgmt Standard-Gateway <<var_svm_mgmt_Gateway>>

So fligen Sie dem Managementnetzwerk den SVM-Administrator und die SVM-Administrations-LIF der

Infrastruktur hinzu:

1. FUhren Sie den folgenden Befehl aus:

network interface create -vserver Infra-SVM -1if vsmgmt -role data

—data-protocol none —-home-node <<var nodeB>> -home-port eOM —-address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> - status-admin up

—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-

revert true
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@ Die SVM-Management-IP sollte sich hier im selben Subnetz wie die Storage-Cluster-
Management-IP befinden.

2. Erstellen Sie eine Standardroute, damit die SVM-Managementoberflache die Aullenwelt erreichen kann.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —gateway
<<var_ svm mgmt gateway>> network route show

3. Legen Sie ein Passwort fiir die SVM fest vsadmin Benutzer und entsperren Sie den Benutzer.

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>

Enter it again: <<var password>>

security login unlock -username vsadmin -vserver

Konfiguration des Cisco UCS Servers

FlexPod Cisco UCS Base

Ersteinrichtung des Cisco UCS 6324 Fabric Interconnects fir FlexPod Umgebungen durchfihren

In diesem Abschnitt werden ausfihrliche Verfahren zur Konfiguration von Cisco UCS fir die Verwendung in
einer FlexPod ROBO-Umgebung mithilfe von Cisco UCS Manager beschrieben.

Cisco UCS Fabric Interconnect 6324 A

Cisco UCS verwendet Netzwerke und Server auf Zugriffsebene. Dieses hochperformante Serversystem der
nachsten Generation bietet ein Datacenter mit einem hohen Grad an Workload-Flexibilitat und Skalierbarkeit.

Cisco UCS Manager 4.0(1b) unterstutzt das 6324 Fabric Interconnect, das Fabric Interconnect in das Cisco
UCS Gehause integriert. Es bietet eine integrierte Losung flr eine kleinere Implementierungsumgebung. Cisco
UCS Mini vereinfacht das Systemmanagement und spart Kosten fur kostengtinstige Implementierungen.

Die Hardware- und Software-Komponenten unterstitzen das Unified Fabric von Cisco, das auf mehreren Arten
von Datacenter-Datenverkehr Gber einen einzelnen konvergierten Netzwerkadapter ausgefihrt wird.

Ersteinrichtung des Systems

Wenn Sie zum ersten Mal auf einen Fabric Interconnect in einer Cisco UCS Doméane zugreifen, werden Sie
von einem Setup-Assistenten aufgefordert, die folgenden Informationen zu erhalten, die fiir die Konfiguration
des Systems erforderlich sind:

* Installationsmethode (GUI oder CLI)

» Setup-Modus (Wiederherstellung aus vollstandigem System-Backup oder Ersteinrichtung)

» Systemkonfigurationstyp (Standalone- oder Cluster-Konfiguration)

+ Systemname

e Admin-Passwort
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* Management-Port-IPv4-Adresse und Subnetzmaske oder IPv6-Adresse und -Prafix
» Standard-Gateway-IPv4- oder IPv6-Adresse

* DNS-Server IPv4- oder IPv6-Adresse

» Standard-Domain-Name

In der folgenden Tabelle sind die Informationen aufgefiihrt, die erforderlich sind, um die Erstkonfiguration von
Cisco UCS auf Fabric Interconnect A abzuschliel3en

Details Detail/Wert

Systemname <<var_ucs_clustername>>
Administratorpasswort <<var_password>>
Management-IP-Adresse: Fabric Interconnect A <<var_ucsa_Mgmt_ip>>
Management-Netmask: Fabric Interconnect A <<var_ucsa_mgmt_maska>>
Standard-Gateway: Fabric Interconnect A <<var_ucsa_mgmt_Gateway>>
Cluster-IP-Adresse <<var_ucs_Cluster_ip>>
IP-Adresse des DNS-Servers <<var_Nameserver_ip>>
Domain-Name <<var_Domain_Name>>

Gehen Sie folgendermalfen vor, um Cisco UCS fir die Verwendung in einer FlexPod-Umgebung zu
konfigurieren:

1. Stellen Sie eine Verbindung zum Konsolen-Port des ersten Cisco UCS 6324 Fabric Interconnect A her
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Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup.
(setup/restore) ? setup

You have chosen to setup a new Fabric interconnect. Continue? (y/n):
Enforce strong password? (y/n) [y]: Enter

Enter the password for "admin":<<var password>>

Confirm the password for "admin":<<var password>>

Is this Fabric interconnect part of a cluster(select 'no' for
standalone)? (yes/no) [n]: yes

Enter the switch fabric (A/B) []: A
Enter the system name: <<var ucs clustername>>
Physical Switch MgmtO IP address : <<var ucsa mgmt ip>>
Physical Switch MgmtO IPv4 netmask : <<var ucsa mgmt mask>>
IPv4 address of the default gateway : <<var ucsa mgmt gateway>>
Cluster IPv4 address : <<var ucs cluster ip>>
Configure the DNS Server IP address? (yes/no) [n]: y

DNS IP address : <<var nameserver ip>>

Configure the default domain name? (yes/no) [n]: y

Default domain name: <<var domain name>>

Join centralized management environment (UCS Central)? (yes/no) [n]:
no

NOTE: Cluster IP will be configured only after both Fabric
Interconnects are initialized. UCSM will be functional only after peer
FI is configured in clustering mode.

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - Ok
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2. Uberpriifen Sie die auf der Konsole angezeigten Einstellungen. Wenn sie richtig sind, antworten yes Zum
Anwenden und Speichern der Konfiguration.

3. Warten Sie, bis die Anmelde-Eingabeaufforderung angezeigt wird, um zu Uberprifen, ob die Konfiguration
gespeichert wurde.

In der folgenden Tabelle sind die Informationen aufgefiihrt, die erforderlich sind, um die Erstkonfiguration von
Cisco UCS auf Fabric Interconnect B abzuschlief3en

Details Detail/Wert

Systemname <<var_ucs_clustername>>
Administratorpasswort <<var_password>>
Management-IP-Adresse-FI B <<var_ucsd_Mgmt_ip>>
Management-Netmask-FI B <<var_ucsd_Mgmt_Maske>>
Standard-Gateway-FI B \<<var_ucsd_Mgmt_Gateway>
Cluster-IP-Adresse <<var_ucs_Cluster_ip>>
DNS-Server-IP-Adresse <<var_Nameserver_ip>>
Domain-Name <<var_Domain_Name>>

1. Stellen Sie eine Verbindung zum Konsolen-Port auf dem zweiten Cisco UCS 6324 Fabric Interconnect B
her
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Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect.
This Fabric interconnect will be added to the cluster. Continue (y/n) ?

Yy

Enter the admin password of the peer Fabric
interconnect:<<var password>>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <<var ucsb mgmt ip>>
Peer Fabric interconnect MgmtO IPv4 Netmask: <<var ucsb mgmt mask>>
Cluster IPv4 address: <<var_ucs_ cluster address>>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric
Interconnect MgmtO IPv4 Address

Physical Switch Mgmt(O IP address : <<var_ ucsb mgmt ip>>

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes
Applying configuration. Please wait.

Configuration file - 0Ok

2. Warten Sie, bis die Anmelde-Eingabeaufforderung angezeigt wird, um zu bestatigen, dass die
Konfiguration gespeichert wurde.

Melden Sie sich bei Cisco UCS Manager an

So melden Sie sich in der Cisco Unified Computing System (UCS)-Umgebung an:
1. Offnen Sie einen Webbrowser, und navigieren Sie zur Cisco UCS Fabric Interconnect Cluster-Adresse.

Médglicherweise mussen Sie mindestens 5 Minuten warten, nachdem Sie den zweiten Fabric Interconnect
fur den Einsatz von Cisco UCS Manager konfiguriert haben.
2. Klicken Sie auf den Link UCS Manager starten, um Cisco UCS Manager zu starten.
3. Akzeptieren Sie die erforderlichen Sicherheitszertifikate.

4. Geben Sie bei der entsprechenden Aufforderung den Benutzernamen admin ein und geben Sie das
Administratorpasswort ein.

5. Klicken Sie auf Anmelden, um sich bei Cisco UCS Manager anzumelden.

Cisco UCS Manager, Softwareversion 4.0(1b)

In diesem Dokument wird vorausgesetzt, dass die Software von Cisco UCS Manager, Version 4.0(1b),
verwendet wird. Fir ein Upgrade der Cisco UCS Manager Software und der Cisco UCS 6324 Fabric
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Interconnect Software finden Sie unter "Cisco UCS Manager — Installations- und Upgrade-Leitfaden"

Konfigurieren Sie Cisco UCS Call Home

Cisco empfiehlt ausdricklich die Konfiguration von ,Call Home* in Cisco UCS Manager. Die Konfiguration von
,Call Home" beschleunigt die Lésung von Support-Fallen. Gehen Sie wie folgt vor, um Call Home zu
konfigurieren:

1. Klicken Sie in Cisco UCS Manager links auf Admin.

2. Wahlen Sie Alle > Kommunikationsverwaltung > Call Home.

3. Andern Sie den Status in ein.

4. Fillen Sie alle Felder gemaf Ihren Verwaltungseinstellungen aus, und klicken Sie auf Anderungen
speichern und auf OK, um die Konfiguration der Call Home abzuschliel3en.

Fligen Sie einen Block von IP-Adressen fiir Tastatur, Video und Mauszugriff hinzu

Um einen Block von IP-Adressen fur Tastatur-, Video-, Maus- (KVM)-Zugriff in der Cisco UCS-Umgebung zu
erstellen, gehen Sie wie folgt vor:

1. Klicken Sie in Cisco UCS Manager links auf LAN.

2. Erweitern Sie Pools > Root > IP-Pools.

3. Klicken Sie mit der rechten Maustaste auf IP-Pool-ext-Management, und wahlen Sie Block von IPv4-
Adressen erstellen.

4. Geben Sie die Start-IP-Adresse des Blocks, die Anzahl der erforderlichen IP-Adressen sowie die
Subnetzmaske und Gateway-Informationen ein.

Create Block of IPv4 Addresses 7 X
From ?":'21‘:';61'_1'3101 . Size 12 :

Subniat Mask - [255.255.256.0 Default Gatewsy © |192:168.1596.1

Prirmnary DNS - |'r' 0.0.0 Secandary DNS 0.0.00

ﬂ Cancel

5. Klicken Sie auf OK, um den Block zu erstellen.

6. Klicken Sie in der Bestatigungsmeldung auf OK.
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Synchronisieren Sie Cisco UCS mit NTP

So synchronisieren Sie die Cisco UCS-Umgebung mit den NTP-Servern auf den Nexus-Switches:

—_

. Klicken Sie in Cisco UCS Manager links auf Admin.

Erweitern Sie Alles > Zeitzonenmanagement.

Wahlen Sie Zeitzone.

Wahlen Sie im Fensterbereich Eigenschaften die entsprechende Zeitzone im Meni Zeitzone aus.
Klicken Sie auf Anderungen speichern und dann auf OK.

Klicken Sie auf NTP-Server hinzufiigen.

N o o B~ w0 N

Eingabe <switch-a-ntp-ip> or <Nexus-A-mgmt-IP> Klicken Sie anschlielfend auf OK. Klicken Sie
auf OK.

Add NTP Server ? X

MNTP Server: [ 10.7.156.4

o Cancel

8. Klicken Sie auf NTP-Server hinzufligen.

9. Eingabe <switch-b-ntp-ip> or <Nexus-B-mgmt-IP> Klicken Sie anschlieRend auf OK. Klicken Sie
auf OK auf die Bestatigung.

All |
Actions Proparties
AT ey Time Zone :.ﬂxrneruca.-'.‘wiew.' York (Eastern 1r

NTP Servers

T Advanced Filier 4 Export 4% Print

K

Naime
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Bearbeiten der Richtlinie fiir die Gehduseermittlung

Durch die Festlegung der Erkennungsrichtlinie wird das Hinzufligen eines Cisco UCS B-Series Gehauses und
von zusatzlichen Fabric Extendern fiir weitere Cisco UCS C-Serie-Konnektivitat vereinfacht. Gehen Sie wie
folgt vor, um die Richtlinie zur Chassis-Erkennung zu andern:

1. Klicken Sie im Cisco UCS Manager links auf Equipment, und wahlen Sie in der zweiten Liste die Option
Equipment aus.
2. Wahlen Sie im rechten Fensterbereich die Registerkarte Richtlinien aus.

3. Legen Sie unter globalen Richtlinien die Chassis/FEX Discovery-Richtlinie so fest, dass sie der
Mindestanzahl von Uplink-Ports entspricht, die zwischen dem Chassis oder Fabric Extendern (Fexes) und
den Fabric Interconnects verkabelt sind.

4. Legen Sie die Einstellung ,,Gruppierung verknipfen auf Port Channel fest. Wenn die zu errichtende
Umgebung eine grofle Menge an Multicast-Datenverkehr enthalt, setzen Sie die Einstellung Multicast
Hardware-Hash auf aktiviert.

5. Klicken Sie Auf Anderungen Speichern.
6. Klicken Sie auf OK.

Unterstiitzung von Server-, Uplink- und Storage-Ports

Fihren Sie die folgenden Schritte aus, um Server- und Uplink-Ports zu aktivieren:

1. Wahlen Sie im Cisco UCS Manager im Navigationsbereich die Registerkarte Gerate aus.
2. Erweitern Sie Gerate > Fabric Interconnects > Fabric Interconnect A > Feste Module.

3. Erweitern Sie Ethernet-Ports.
4

. Wahlen Sie die Ports 1 und 2 aus, die mit den Cisco Nexus 31108-Switches verbunden sind, klicken Sie
mit der rechten Maustaste, und wahlen Sie als Uplink-Port konfigurieren aus.

o

Klicken Sie auf Ja, um die Uplink-Ports zu bestatigen, und klicken Sie auf OK.

6. Wahlen Sie die Ports 3 und 4 aus, die mit den NetApp Storage Controllern verbunden sind, klicken Sie mit
der rechten Maustaste, und wahlen Sie als Appliance-Port konfigurieren aus.

7. Klicken Sie auf Ja, um die Gerateanschlisse zu bestatigen.
8. Klicken Sie im Fenster als Appliance-Port konfigurieren auf OK.
9. Klicken Sie zur Bestatigung auf OK.
10. Wahlen Sie im linken Fensterbereich unter Fabric Interconnect A die Option Fixed Module aus

11. Vergewissern Sie sich auf der Registerkarte Ethernet-Ports, dass die Ports in der Spalte ,Wenn-Rolle*
richtig konfiguriert wurden. Wenn auf dem Skalierbarkeitsport Server der C-Serie konfiguriert wurden,
klicken Sie darauf, um die Anschlussverbindung dort zu Uberprufen.
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Erweitern Sie die Ausristung > Fabric Interconnects > Fabric Interconnect B > Festes Modul.
Erweitern Sie Ethernet-Ports.

Wahlen Sie Ethernet-Ports 1 und 2 aus, die mit den Cisco Nexus 31108-Switches verbunden sind, klicken
Sie mit der rechten Maustaste, und wahlen Sie als Uplink-Port konfigurieren.

Klicken Sie auf Ja, um die Uplink-Ports zu bestatigen, und klicken Sie auf OK.

Wahlen Sie die Ports 3 und 4 aus, die mit den NetApp Storage Controllern verbunden sind, klicken Sie mit
der rechten Maustaste, und wahlen Sie als Appliance-Port konfigurieren aus.

Klicken Sie auf Ja, um die Gerateanschlisse zu bestatigen.

Klicken Sie im Fenster als Appliance-Port konfigurieren auf OK.

Klicken Sie zur Bestatigung auf OK.

Wahlen Sie im linken Fensterbereich unter Fabric Interconnect B die Option Fixed Module aus

Vergewissern Sie sich auf der Registerkarte Ethernet-Ports, dass die Ports in der Spalte ,Wenn-Rolle*
richtig konfiguriert wurden. Wenn auf dem Skalierbarkeitsport Server der C-Serie konfiguriert wurden,
klicken Sie darauf, um die Anschlussverbindung dort zu Uberprufen.
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Erstellen von Uplink-Port-Kanédlen zu Cisco Nexus 31108 Switches

Gehen Sie wie folgt vor, um die erforderlichen Port-Channels in der Cisco UCS-Umgebung zu konfigurieren:

1. Wahlen Sie im Cisco UCS Manager im Navigationsbereich die Registerkarte LAN aus.

In diesem Verfahren werden zwei Port-Kanale erstellt: Einer von Fabric A zu Cisco Nexus
31108 Switches und einer von Fabric B zu beiden Cisco Nexus 31108 Switches. Wenn Sie

@ Standardschalter verwenden, andern Sie dieses Verfahren entsprechend. Wenn Sie 1-
Gigabit-Ethernet-Switches (1 GbE) und GLC-T-SFPs auf den Fabric Interconnects
verwenden, missen die Schnittstellengeschwindigkeiten der Ethernet-Ports 1/1 und 1/2 in
den Fabric Interconnects auf 1 Gbit/s festgelegt sein.

Erweitern Sie unter LAN > LAN Cloud die Struktur Fabric A.
Klicken Sie mit der rechten Maustaste auf Port Channels.
Wahlen Sie Port Channel Erstellen.

Geben Sie 13 als eindeutige ID des Port-Kanals ein.
Geben Sie den Namen des Port-Kanals vPC-13-Nexus ein.
Klicken Sie Auf Weiter.

S LI <

Create Port Channel I

Set Porl Channe! Name o =117

Marme ¢ wPG-13-Mexus |
Add Ports i : )

Next > Cancel

8. Wahlen Sie die folgenden Ports aus, die dem Port-Kanal hinzugefiigt werden sollen:
a. Steckplatz-ID 1 und Port 1
b. Steckplatz-ID 1 und Port 2

9. Klicken Sie auf >>, um die Ports dem Port-Kanal hinzuzufligen.

10. Klicken Sie auf Fertig stellen, um den Port-Kanal zu erstellen. Klicken Sie auf OK.
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1.

12.
13.
14.
15.
16.
17.

18.
19.
20.
21.

Wahlen Sie unter Port Channels den neu erstellten Port-Kanal aus.
Der Port-Kanal sollte einen Gesamtstatus von up aufweisen.

Erweitern Sie im Navigationsbereich unter LAN > LAN Cloud die Struktur B.
Klicken Sie mit der rechten Maustaste auf Port Channels.
Wahlen Sie Port Channel Erstellen.
Geben Sie 14 als eindeutige ID des Port-Kanals ein.
Geben Sie den Namen des Port-Kanals vPC-14-Nexus ein. Klicken Sie Auf Weiter.
Wahlen Sie die folgenden Ports aus, die dem Port-Kanal hinzugefligt werden sollen:
a. Steckplatz-ID 1 und Port 1
b. Steckplatz-ID 1 und Port 2
Klicken Sie auf >>, um die Ports dem Port-Kanal hinzuzuftigen.
Klicken Sie auf Fertig stellen, um den Port-Kanal zu erstellen. Klicken Sie auf OK.
Wabhlen Sie unter Port Channels den neu erstellten Port-Channel aus.

Der Port-Kanal sollte einen Gesamtstatus von up aufweisen.

Erstellen einer Organisation (optional)

Unternehmen organisieren Ressourcen und beschranken den Zugriff auf verschiedene Gruppen innerhalb
DER IT-Abteilung, wodurch Mandantenfahigkeit der Computing-Ressourcen ermdglicht wird.

@ Obwohl dieses Dokument nicht die Verwendung von Organisationen tUbernimmt, enthalt dieses

Verfahren Anweisungen zum Erstellen eines solchen Dokuments.

Gehen Sie wie folgt vor, um ein Unternehmen in der Cisco UCS-Umgebung zu konfigurieren:

1.

Wahlen Sie im Cisco UCS Manager im Men( Neu in der Symbolleiste oben im Fenster die Option
Organisation erstellen aus.

Geben Sie einen Namen fur die Organisation ein.

3. Optional: Geben Sie eine Beschreibung fir die Organisation ein. Klicken Sie auf OK.

4.

Klicken Sie in der Bestatigungsmeldung auf OK.

Konfigurieren von Storage-Appliance-Ports und Storage-VLANs

Gehen Sie wie folgt vor, um die Ports der Speichergerate und Speicher-VLANs zu konfigurieren:

1.

N o o k&~ 0 DN
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Wahlen Sie im Cisco UCS Manager die Registerkarte LAN aus.

Erweitern Sie die Cloud der Appliances.

Klicken Sie mit der rechten Maustaste auf VLANs unter Appliances ,Cloud*.
Wahlen Sie VLANSs erstellen aus.

Geben Sie NFS-VLAN als Name fur das NFS-VLAN fir die Infrastruktur ein.
Lassen Sie ,Allgemein/global“ ausgewahlt.

Eingabe <<var nfs vlan id>> Fur die VLAN-ID.



8.

10.
1.
12.
13.
14.
15.
16.
17.
18.
19.
20.

21.

Den Freigabetyp auf Keine setzen lassen.

Create VLANS - X

Create VLANs

VLAN Name/Prefic ;| NFS-VYLAN

(#)Common/Global OFabric A (COFabric B (C)Both Fabrics Configured Differently

You are creating global VLANS that map to the same VLAN IDs in & avalable fabrics,
Enter the range of VLAN IDs.(e.q. "2009-2019%, “29,35,40-45", "23°, "23,34-45")

YLAN IDS:JE 70 |

Sharing Type : (&) None ) Primary (O Isolated () Community

(Check Overlap | | Ok | | Cancel

Klicken Sie auf OK, und klicken Sie erneut auf OK, um das VLAN zu erstellen.

Klicken Sie mit der rechten Maustaste auf VLANs unter Appliances ,Cloud®.

Wahlen Sie VLANS erstellen aus.

Geben Sie das iISCSI-A-VLAN als Namen fur die iSCSI-Fabric-Infrastruktur Ein VLAN ein.
Lassen Sie ,Allgemein/global* ausgewahlt.

Eingabe <<var iscsi-a vlan id>> Firdie VLAN-ID.

Klicken Sie auf OK, und klicken Sie erneut auf OK, um das VLAN zu erstellen.

Klicken Sie mit der rechten Maustaste auf VLANs unter Appliances ,Cloud*.

Wahlen Sie VLANS erstellen aus.

Geben Sie das iISCSI-B-VLAN als Namen fur das iSCSI-Fabric-B-VLAN der Infrastruktur ein.
Lassen Sie ,Allgemein/global“ ausgewahlt.

Eingabe <<var iscsi-b vlan_ id>> Fur die VLAN-ID.

Klicken Sie auf OK, und klicken Sie erneut auf OK, um das VLAN zu erstellen.
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22. Klicken Sie mit der rechten Maustaste auf VLANs unter Appliances ,Cloud®.
23. Wahlen Sie VLANSs erstellen aus.

24. Geben Sie Native-VLAN als Namen fur das Native VLAN ein.

25. Lassen Sie ,Allgemein/global“ ausgewahlt.

26. Eingabe <<var native vlan_ id>> Fur die VLAN-ID.

27. Klicken Sie auf OK, und klicken Sie erneut auf OK, um das VLAN zu erstellen.

LAN ;| LAN Cloud | VLANS

VAN
W Ahncvet R * Fronm o et £F
Marma [1&} - Type rEnEpat Matn WLAN Sheanig rimary VLAN Namie Mulbesst ooy Mems
WoAN defaut 1) 1 Lan Etha= Yes Haore
WLAN D002-Mative |2} [ Ether Mo More:
P T 18 Lz = dorss
VLAN OT07-18-MGMT (107] 101 L Bt Mo Note
WLAM D792 WM iT02) to2 Lan Ethar Mo Hlare
LaN 9708-yMatior (103) 103 Len Etras N More
104 L& Elbe= i Ot
130 Lant Ethwe o Jore
WLAN D721 SCEI-B 121 127 Lan Etfrar Mo Nara
28. Erweitern Sie im Navigationsbereich unter LAN > Richtlinien Appliances und klicken Sie mit der rechten
Maustaste auf Network Control Policies.
29. Wahlen Sie Netzwerksteuerungsrichtlinie Erstellen.
30. Richtlinie benennen Enable CDP LLPD Und wéhlen Sie neben CDP aktiviert aus.
31. Aktivieren Sie die Funktionen zum Senden und Empfangen von LLDP.
Properties for: Enable_CDP X

Genoral Evarits

Actions Propesriies
Detata Mame Enable_CDP
Show Palicy Usage Description
Cnuner . Local
chp ¢ |1 Dizabled '®! Enabled |

MAC Register Mode | |8 Only Natve Vian | All Host Vians |

Acticnan Uplink Fail || () Link Deowrs ) Warning

MAC Security

Farge | * Mlow E=iny

LLOP
Transmit: |\ Disabled (w) Enabled
Recaive - Digabled ) Enabied

oK Cancel

Help
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32.
33.
. Erweitern Sie Schnittstellen.
35.
36.

37.
38.

39.

40.
41.

42.
43.
. Legen Sie das native VLAN als natives VLAN fest.
45,
46.
47.
48.
49,
50.

51.
52.

Klicken Sie auf OK und anschlielend erneut auf OK, um die Richtlinie zu erstellen.

Erweitern Sie im Navigationsbereich unter LAN > Appliances Cloud die Struktur Fabric A.

Wahlen Sie Die Appliance-Schnittstelle 1/3.

Geben Sie im Feld ,Benutzerbeschriftung” Informationen ein, die den Port des Speichercontrollers
angeben, z. B. <storage controller 01 name>:e0e. Klicken Sie auf Anderungen speichern und OK.

Wahlen Sie Enable_CDP Network Control Policy und Save Changes and OK.

Wahlen Sie unter VLANs iSCSI-A-VLAN, NFS-VLAN und natives VLAN aus. Legen Sie das native VLAN
als natives VLAN fest. Deaktivieren Sie die Standard-VLAN-Auswahl.

Klicken Sie auf Anderungen speichern und OK.

LAN | Apshunces | Fabric & | Siedece | Apsiunce Ineciucs 102

Aamin Spesdigopsl 1|0 | G

Friory © b A
Fin Gicua bl e
Hozwort Conmrel Agicy sl G

FowComdd #¥icy . otk

Wahlen Sie unter Fabric A Appliance Interface 1/4 aus

Geben Sie im Feld ,Benutzerbeschriftung” Informationen ein, die den Port des Speichercontrollers
angeben, z. B. <storage controller 02 name>:e0e. Klicken Sie auf Anderungen speichern und OK.

Wahlen Sie Enable_CDP Network Control Policy und Save Changes and OK.
Wahlen Sie unter VLANs iSCSI-A-VLAN, NFS-VLAN und natives VLAN aus.

Deaktivieren Sie die Standard-VLAN-Auswahl.

Klicken Sie auf Anderungen speichern und OK.

Erweitern Sie im Navigationsbereich unter LAN > Appliances Cloud den Strukturbaum B.
Erweitern Sie Schnittstellen.

Wahlen Sie Die Appliance-Schnittstelle 1/3.

Geben Sie im Feld ,Benutzerbeschriftung” Informationen ein, die den Port des Speichercontrollers
angeben, z. B. <storage controller 01 name>:e0f. Klicken Sie auf Anderungen speichern und OK.

Wahlen Sie Enable_CDP Network Control Policy und Save Changes and OK.
Wahlen Sie unter VLANs das iSCSI-B-VLAN, NFS-VLAN und natives VLAN aus. Legen Sie das native
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VLAN als natives VLAN fest. Heben Sie die Auswahl des Standard-VLAN auf.

LAN | Apglisnces | Fabric B | Interfaces | Appliance Interface 1/3

Genars FauzEs Eveata

Propestine

o 3
Shot 1D 1
Fatic IO B

(1]

Aggregaied Puil 1D

MFFAZOL_Cluz_C7zenf

sbzt- 1 Jsainch-emer/poit-3

FILAN NFS VLAN [102)

Peative VLAN - YLAN Natwe-yLan () ¥

53. Klicken Sie auf Anderungen speichern und OK.
54. Wahlen Sie unter Fabric B Appliance Interface 1/4 aus

55. Geben Sie im Feld ,Benutzerbeschriftung” Informationen ein, die den Port des Speichercontrollers
angeben, z. B. <storage controller 02 name>:e0f. Klicken Sie auf Anderungen speichern und OK.

56. Wahlen Sie Enable_CDP Network Control Policy und Save Changes and OK.

57. Wahlen Sie unter VLANs das iSCSI-B-VLAN, NFS-VLAN und natives VLAN aus. Legen Sie das native
VLAN als natives VLAN fest. Heben Sie die Auswahl des Standard-VLAN auf.

58. Klicken Sie auf Anderungen speichern und OK.

Jumbo Frames in der Cisco UCS Fabric festlegen

Gehen Sie wie folgt vor, um Jumbo Frames zu konfigurieren und Servicequalitat in der Cisco UCS Fabric zu
ermoglichen:

1. Klicken Sie in Cisco UCS Manager im Navigationsbereich auf die Registerkarte LAN.

2. Wahlen Sie LAN > LAN Cloud > QoS System Class.

3. Klicken Sie im rechten Fensterbereich auf die Registerkarte Allgemein.

4. Geben Sie in der Zeile ,Beste Anstrengung“ in das Feld unter der MTU-Spalte 9216 ein.
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LAN | LAN Cluud |

Qo System Class

5

Best
Effory

Fibra
Channel

Enatbod CoS Packat Weight

5. Klicken Sie Auf Anderungen Speichern.

6. Klicken Sie auf OK.

Cisco UCS-Chassis anerkennen

Gehen Sie wie folgt vor, um alle Cisco UCS-Gehause zu bestatigen:

Walght
(e

Na

Njh

A

50

50

T Multicast
Optimizad

HiA

1. Wahlen Sie im Cisco UCS Manager die Registerkarte ,Equipment” aus und erweitern Sie anschlieRend
rechts die Registerkarte ,Equipment®.

Erweitern Sie Gerate > Gehause.

Wahlen Sie in den Aktionen flr Gehause 1 die Option Gehause bestéatigen aus.

2.
3.
4. Klicken Sie auf OK und anschlielRend auf OK, um das Gehaduse zu bestatigen.
5.

Klicken Sie auf Schliel3en, um das Fenster Eigenschaften zu schlie3en.

Laden der Firmware-Images des Cisco UCS 4.0(1b)

Informationen zum Upgrade der Cisco UCS Manager Software und der Cisco UCS Fabric Interconnect
Software auf Version 4.0(1b) finden Sie unter "Cisco UCS Manager — Installations- und Upgrade-Leitfaden".

Erstellen des Host-Firmware-Pakets

Mithilfe der Firmware-Management-Richtlinien kann der Administrator die entsprechenden Pakete fir eine
bestimmte Serverkonfiguration auswahlen. Diese Richtlinien umfassen oft Pakete flir Adapter-, BIOS-, Board-
Controller, FC-Adapter, HBA-Option-ROM (Host Bus Adapter) und Storage Controller-Eigenschaften.

Gehen Sie wie folgt vor, um eine Firmware-Management-Richtlinie fir eine bestimmte Server-Konfiguration in
der Cisco UCS-Umgebung zu erstellen:

1. Klicken Sie im Cisco UCS Manager links auf Server.

Wahlen Sie Standard.

o gk~ w0 D

Wahlen Sie Richtlinien > Root.

Erweitern Sie Die Host-Firmware-Pakete.

Wahlen Sie im Bereich Aktionen die Option Paketversionen andern aus.
Wahlen Sie die Version 4.0(1b) fir beide Blade-Pakete aus.
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Modify Package Versions >

Blade Package : [4.0(1b)B v
Rack Package : |<not set= v
Service Pack -

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BIOS

Board Controller
CIMC

FC Adapters

Flex Flash Controller
GPUs

HBA Option ROM
Host NIC

Host NIC Option ROM
Local Disk

NVME Mswitch Firmware
PSU

SAS Ewnondor

{3

oK Cancel Help

7. Klicken Sie erneut auf OK und anschlieRend auf OK, um das Host-Firmware-Paket zu dndern.

Erstellen Sie MAC-Adressenpools

Um die erforderlichen MAC-Adressenpools fir die Cisco UCS-Umgebung zu konfigurieren, fuhren Sie die
folgenden Schritte aus:
1. Klicken Sie in Cisco UCS Manager links auf LAN.

2. Wahlen Sie Pools > Root aus.
Bei diesem Verfahren werden zwei MAC-Adressenpools erstellt, einer fir jede Switching-Fabric.

Klicken Sie mit der rechten Maustaste auf MAC-Pools unter der Stammorganisation.
Wahlen Sie MAC-Pool erstellen, um den MAC-Adressenpool zu erstellen.

Geben Sie MAC-Pool-A als Namen des MAC-Pools ein.

Optional: Geben Sie eine Beschreibung fir den MAC-Pool ein.

Wahlen Sie sequenziell als Option flr Zuweisungsreihenfolge aus. Klicken Sie Auf Weiter.
Klicken Sie Auf Hinzuftigen.

Geben Sie eine Start-MAC-Adresse an.

© © N o 0o bk~ »
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Fir die FlexPod-Losung empfiehlt es sich, OA in das nachste Oktett der Startadresse MAC-
Adresse einzulegen, um alle MAC-Adressen als Fabric A-Adressen zu identifizieren. In

@ unserem Beispiel haben wir das Beispiel der Einbindung der Cisco UCS-Domanennummer-
Informationen, die uns 00:25:B5:32:0A:00 als unsere erste MAC-Adresse geben,
weitergeflhrt.

10. Geben Sie eine Grole flir den MAC-Adressenpool an, die ausreichend ist, um die verfligbaren Blade- oder
Serverressourcen zu unterstlitzen. Klicken Sie auf OK.

Create a Block of MAC Addresses

First MAC Address : | 00:25:85:32:0A:00 Size : |64 -

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5:xx:xx:xx

11. Klicken Sie Auf Fertig Stellen.

12. Klicken Sie in der Bestatigungsmeldung auf OK.

13. Klicken Sie mit der rechten Maustaste auf MAC-Pools unter der Stammorganisation.

14. Wahlen Sie MAC-Pool erstellen, um den MAC-Adressenpool zu erstellen.

15. Geben Sie MAC-Pool-B als Namen des MAC-Pools ein.

16. Optional: Geben Sie eine Beschreibung fir den MAC-Pool ein.

17. Wahlen Sie sequenziell als Option fiir Zuweisungsreihenfolge aus. Klicken Sie Auf Weiter.
18. Klicken Sie Auf Hinzufligen.

19. Geben Sie eine Start-MAC-Adresse an.
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20.

21.
22.

Fir die FlexPod Losung wird empfohlen, 0B neben dem letzten Oktett der StartMAC-
@ Adresse einzulegen, um alle MAC-Adressen in diesem Pool als Fabric B-Adressen zu

identifizieren. Auch hier haben wir in unserem Beispiel die Informationen zur Cisco UCS-

Domain, die uns 00:25:B5:32:0B:00 als unsere erste MAC-Adresse geben, weitergefiihrt.

Geben Sie eine Grofe fir den MAC-Adressenpool an, die ausreichend ist, um die verfligbaren Blade- oder
Serverressourcen zu unterstlitzen. Klicken Sie auf OK.

Klicken Sie Auf Fertig Stellen.

Klicken Sie in der Bestatigungsmeldung auf OK.

ISCSI-IQN-Pool erstellen

Flhren Sie die folgenden Schritte aus, um die erforderlichen IQN-Pools fiir die Cisco UCS-Umgebung zu
konfigurieren:

—_

© ©® N o o & 0w N

-
©

1.
12.
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. Klicken Sie im Cisco UCS Manager links auf SAN.

Wahlen Sie Pools > Root aus.

Klicken Sie mit der rechten Maustaste auf IQN-Pools.

Wabhlen Sie Create IQN Suffix Pool aus, um den IQN-Pool zu erstellen.

Geben Sie IQN-Pool fur den Namen des IQN-Pools ein.

Optional: Geben Sie eine Beschreibung fiir den IQN-Pool ein.

Eingabe ign.1992-08.com.cisco Als Prafix.

Wahlen Sie sequenziell fir Zuweisungsreihenfolge aus. Klicken Sie Auf Weiter.
Klicken Sie Auf Hinzuftigen.

Eingabe ucs-host Als das Suffix.

@ Wenn mehrere Cisco UCS Doméanen verwendet werden, muss moglicherweise ein
spezifischer IQN-Suffix verwendet werden.

Geben Sie 1 in das Feld von ein.

Geben Sie die Groflie des IQN-Blocks an, der ausreicht, um die verfugbaren Serverressourcen zu
unterstitzen. Klicken Sie auf OK.



13.

Create a Block of IQN Suffixes

Suffix : | ucs-host

Fram : |1

Size @ [ 16

Klicken Sie Auf Fertig Stellen.

Erstellen Sie iSCSI-Initiator-IP-Adressenpools

Gehen Sie wie folgt vor, um den erforderlichen IP Pools iSCSI Boot fiir die Cisco UCS-Umgebung zu
konfigurieren:

= .\ =
N = O

© oo N o g b~ 0N =

Klicken Sie in Cisco UCS Manager links auf LAN.

Wahlen Sie Pools > Root aus.

Klicken Sie mit der rechten Maustaste auf IP-Pools.

Wahlen Sie IP-Pool erstellen.

Geben Sie iISCSI-IP-Pool-A als Name des IP-Pools ein.

Optional: Geben Sie eine Beschreibung fiir den IP-Pool ein.

Wahlen Sie sequenziell fur die Zuweisungsreihenfolge aus. Klicken Sie Auf Weiter.

Klicken Sie auf Hinzufiigen, um einen Block mit IP-Adresse hinzuzufligen.

Geben Sie im Feld von den Anfang des Bereichs ein, der als iSCSI-IP-Adressen zugewiesen werden soll.

Legen Sie die GroRRe auf gentigend Adressen fest, um die Server aufzunehmen. Klicken Sie auf OK.

. Klicken Sie Auf Weiter.
. Klicken Sie Auf Fertig Stellen.
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13.
14.
15.
16.
17.
18.
19.
20.
21.
22.

Klicken Sie mit der rechten Maustaste auf IP-Pools.

Wahlen Sie IP-Pool erstellen.

Geben Sie iISCSI-IP-Pool-B als Name des IP-Pools ein.

Optional: Geben Sie eine Beschreibung fir den IP-Pool ein.

Wahlen Sie sequenziell fir die Zuweisungsreihenfolge aus. Klicken Sie Auf Weiter.

Klicken Sie auf Hinzufigen, um einen Block mit IP-Adresse hinzuzuflgen.

Geben Sie im Feld von den Anfang des Bereichs ein, der als iSCSI-IP-Adressen zugewiesen werden soll.
Legen Sie die GroRRe auf genligend Adressen fest, um die Server aufzunehmen. Klicken Sie auf OK.
Klicken Sie Auf Weiter.

Klicken Sie Auf Fertig Stellen.

Erstellen Sie einen UUID-Suffix-Pool

Gehen Sie wie folgt vor, um den erforderlichen UUID-Suffix-Pool (Universally Unique Identifier) fiir die Cisco
UCS-Umgebung zu konfigurieren:

—_

© ®© N o g &~ WD
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13.
14.

. Klicken Sie im Cisco UCS Manager links auf Server.

Wahlen Sie Pools > Root aus.

Klicken Sie mit der rechten Maustaste auf UUID Suffix Pools.

Wahlen Sie Create UUID Suffix Pool.

Geben Sie den UUID-Pool als Namen des UUID-Suffix-Pools ein.
Optional: Geben Sie eine Beschreibung fir den UUID-Suffix-Pool ein.
Behalten Sie das Prafix an der abgeleiteten Option.

Wahlen Sie sequenziell fur die Zuweisungsreihenfolge aus.

Klicken Sie Auf Weiter.

Klicken Sie auf Hinzufiigen, um einen Block von UUIDs hinzuzufiigen.

. Behalten Sie das Feld von bei bei der Standardeinstellung.

. Geben Sie eine Grofde fur den UUID-Block an, die ausreicht, um die verfligbaren Blade- oder Server-

Ressourcen zu unterstitzen. Klicken Sie auf OK.
Klicken Sie Auf Fertig Stellen.
Klicken Sie auf OK.

Erstellen Sie den Server-Pool

So konfigurieren Sie den erforderlichen Server-Pool fir die Cisco UCS-Umgebung:

@ Es empfiehlt sich die Erstellung einzigartiger Server Pools, um die in der jeweiligen Umgebung

1.
2.
3.
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erforderliche Granularitat zu erreichen.

Klicken Sie im Cisco UCS Manager links auf Server.
Wahlen Sie Pools > Root aus.

Klicken Sie mit der rechten Maustaste auf Server Pools.



Wahlen Sie Serverpool Erstellen.
Geben Sie “Infra-Pool "als Namen des Serverpools ein.

Optional: Geben Sie eine Beschreibung fir den Server-Pool ein. Klicken Sie Auf Weiter.

N o o &

Wahlen Sie zwei (oder mehr) Server aus, die fur das VMware Management-Cluster verwendet werden
sollen, und klicken Sie auf >>, um sie dem "Infra-Pool “sServerpool hinzuzuflgen.

Klicken Sie Auf Fertig Stellen.
9. Klicken Sie auf OK.

®

Erstellen Sie die Network Control Policy fiir das Cisco Discovery Protocol und das Link Layer Discovery Protocol

Gehen Sie wie folgt vor, um eine Netzwerkkontrollrichtlinie fur das Cisco Discovery Protocol (CDP) und das
Link Layer Discovery Protocol (LLDP) zu erstellen:
1. Klicken Sie in Cisco UCS Manager links auf LAN.
Wahlen Sie Richtlinien > Root.
Klicken Sie mit der rechten Maustaste auf Network Control Policies.
Wahlen Sie Netzwerksteuerungsrichtlinie Erstellen.
Geben Sie den Namen der Enable-CDP-LLDP-Richtlinie ein.
Wabhlen Sie bei CDP die Option Enabled aus.

Scrollen Sie bei LLDP nach unten und wahlen Sie aktiviert fur Senden und Empfangen aus.

® N o g > W DN

Klicken Sie auf OK, um die Netzwerksteuerungsrichtlinie zu erstellen. Klicken Sie auf OK.

Create Network Control Policy 72 X

cop . Disabled (») Enabled |
MAC Remgster Mode ¢ [e Oinly Nathve Vian ) All Host Vians |
Agction on Uplink Fail : [(®) Link Down ( ) Warning

MAC Security

Forge : () Allow Deny

LLDP
Transrmit : Disahi.ed e Enabled
Receive : | Disabled l Enabled
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Energiekontrolirichtlinie erstellen

Um eine Energiekontrollrichtlinie fir die Cisco UCS-Umgebung zu erstellen, fiihren Sie die folgenden Schritte
aus:

Klicken Sie in Cisco UCS Manager links auf die Registerkarte Server.

Wahlen Sie Richtlinien > Root.

Klicken Sie mit der rechten Maustaste auf Energiekontrollrichtlinien.

Wabhlen Sie Energiesteuerungsrichtlinie Erstellen.

Geben Sie als Name der Energieregerichtlinie den Namen No-Power-Cap ein.

Andern Sie die Einstellung fiir die Stromkappung auf ,Keine Kap.".

S L T R

Klicken Sie auf OK, um die Energiekontrollrichtlinie zu erstellen. Klicken Sie auf OK.

Create Power Control Policy ? X

Name . | No-Power-Cap
Description

Fan Speed Polcy @ | Any v
Power Capping

If you choose cap. the server s allocated a certain amount of power based on its priornty
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

's)No Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of ther prionty.

Serverpool-Qualifikationsrichtlinie erstellen (optional)

Gehen Sie wie folgt vor, um eine optionale Qualifikationsrichtlinie fur den Server-Pool fiir die Cisco UCS-
Umgebung zu erstellen:
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@ Dieses Beispiel erstellt eine Richtlinie fir Cisco UCS Server der B-Serie mit Intel E2660 v4 Xeon
Broadwell Prozessoren.

Klicken Sie im Cisco UCS Manager links auf Server.

Wahlen Sie Richtlinien > Root.

Wahlen Sie Die Qualifikationen Fur Die Serverpool-Richtlinie Aus.
Wahlen Sie Create Server Pool Policy Qualification oder Add aus.
Benennen Sie die Richtlinie Intel.

Wahlen Sie CPU/Cores erstellen Qualifizierungen aus.

Wahlen Sie Xeon fiir den Prozessor/die Architektur aus.

Eingabe <ucs-cpPU- PID> Als Prozess-ID (PID).

© o N o g bk~ 0N =

Klicken Sie auf OK, um die CPU/Core-Qualifizierung zu erstellen.

-_—
©

Klicken Sie auf OK, um die Richtlinie zu erstellen, und klicken Sie anschlieend auf OK, um die
Bestatigung zu erhalten.

il CPLCores ThubhoaTons

Erstellen der Server-BIOS-Richtlinie

Gehen Sie wie folgt vor, um eine Server-BIOS-Richtlinie fir die Cisco UCS-Umgebung zu erstellen:

Klicken Sie im Cisco UCS Manager links auf Server.
Wahlen Sie Richtlinien > Root.

Klicken Sie mit der rechten Maustaste auf BIOS-Richtlinien.
Wahlen Sie BIOS-Richtlinie erstellen.

Geben Sie den VM-Host als Namen der BIOS-Richtlinie ein.

Andern Sie die Einstellung fiir den stillen Start auf deaktiviert.

A L L S

Andern Sie die konsistente Geratenennung in aktiviert.
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8. Wahlen Sie die Registerkarte Prozessor aus, und legen Sie die folgenden Parameter fest:
> Prozessor-C-Status: Deaktiviert
> Prozessor C1E: Deaktiviert
o Prozessor-C3-Bericht: Deaktiviert

o Prozessor-C7-Bericht: Deaktiviert
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9. Blattern Sie nach unten zu den Ubrigen Prozessoroptionen, und legen Sie die folgenden Parameter fest:
o Energie Leistung: Leistung
o Frequenzbereich: Aktiviert

o DRAM-Clock-Drosselung: Performance
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10. Klicken Sie auf RAS-Speicher, und legen Sie die folgenden Parameter fest:
o LV DDR-Modus: Leistungsmodus

L e P i

Traatid Farasa

[
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11. Klicken Sie auf Fertig stellen, um die BIOS-Richtlinie zu erstellen.
12. Klicken Sie auf OK.

Aktualisieren Sie die Standard-Wartungsrichtlinie

Gehen Sie wie folgt vor, um die Standardwartungsrichtlinie zu aktualisieren:

1. Klicken Sie im Cisco UCS Manager links auf Server.

2. Wahlen Sie Richtlinien > Root.

3. Wahlen Sie Wartungsrichtlinien > Standard.

4. Andern Sie die Richtlinie fir den Neustart in Benutzerack.

5. Wahlen Sie auf Next Boot, um die Wartungsfenster an Server-Administratoren zu delegieren.

263



Servers | Policles | oot | Maintenence Poll.. | defeult

Actinng Propaies

clafa
Locasl
# Sy B L
Hsheadet F oy bmrredebe @ Lser Ak T duoemate
| O Newt '-"‘":"lna\.'.lu. pnadaryy chargyes o red Pkt |

6. Klicken Sie Auf Anderungen Speichern.

7. Klicken Sie auf OK, um die Anderung zu (ibernehmen.

VNIC-Vorlagen erstellen

FUhren Sie zum Erstellen mehrerer vNIC-Vorlagen (Virtual Network Interface Card) fir die Cisco UCS-
Umgebung die in diesem Abschnitt beschriebenen Verfahren aus.

@ Es werden insgesamt vier vNIC-Vorlagen erstellt.

Erstellung von Infrastruktur-vNICs

Flhren Sie zum Erstellen einer vNIC fir die Infrastruktur die folgenden Schritte aus:

—_

. Klicken Sie in Cisco UCS Manager links auf LAN.
Wahlen Sie Richtlinien > Root.

Klicken Sie mit der rechten Maustaste auf vNIC-Vorlagen.
Wahlen Sie vNIC-Vorlage erstellen.

Eingabe Site-XxX-vNIC A Als vNIC-Vorlagenname.
Wahlen Sie Update-Template als Vorlagentyp aus.
Wahlen Sie fir die Fabric-ID die Option Fabric A. aus

Stellen Sie sicher, dass die Option Failover aktivieren nicht ausgewabhlt ist.

© ©® N o o & »w N

Primare Vorlage fur Redundanztyp auswahlen.

-
©

Lassen Sie die Vorlage fir Peer-Redundanz auf gesetzt <not set>.

—_
—_

. Stellen Sie unter Target sicher, dass nur die Adapteroption ausgewahlt ist.

-
N

. Einstellen Native-VLAN Als natives VLAN.
. Wahlen Sie vNIC-Name fiir die CDN-Quelle aus.
. Geben Sie fur MTU 9000 ein.

. Wahlen Sie unter zugelassene VLANs die Option aus "Native-VLAN, Site-XX-IB-MGMT, Site-XX-NFS,
Site-XX-VM-Traffic'Und Site-XX-vMotion. Verwenden Sie die Strg-Taste, um diese Mehrfachauswahl zu
treffen.

- A
o b~ W

16. Klicken Sie Auf Auswahlen. Diese VLANSs sollten nun unter ausgewahlten VLANs angezeigt werden.

17. Wahlen Sie in der Liste MAC-Pool die Option aus MAC_Pool A.
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18. Wahlen Sie in der Liste Netzwerkkontrollrichtlinie Pool-A aus

19. Wahlen Sie in der Liste Netzwerksteuerungsrichtlinie die Option Enable-CDP-LLDP.
20. Klicken Sie auf OK, um die vNIC-Vorlage zu erstellen.

21. Klicken Sie auf OK.
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Gehen Sie wie folgt vor, um die sekundare Redundanzvorlage Infra-B zu erstellen:

1. Klicken Sie in Cisco UCS Manager links auf LAN.

Wahlen Sie Richtlinien > Root.

Klicken Sie mit der rechten Maustaste auf vNIC-Vorlagen.
Wahlen Sie vNIC-Vorlage erstellen.

Geben Sie "Site-XX-vNIC_B “als vNIC-Vorlagenname ein.
Wahlen Sie Update-Template als Vorlagentyp aus.
Wahlen Sie fur Fabric-ID Fabric B aus

© N o g &~ WD

Wahlen Sie die Option Failover aktivieren.

Die Auswahl von Failover ist ein wichtiger Schritt zur Verbesserung der Link Failover-Zeit,
@ indem sie auf Hardwareebene verarbeitet wird, und zum Schutz vor méglichen NIC-
Ausfallen, die nicht vom virtuellen Switch erkannt werden.
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10.
1.
12.
13.
14.
15.

16.
17.
18.
19.
20.
21.

Primare Vorlage fur Redundanztyp auswahlen.

Lassen Sie die Vorlage fur Peer-Redundanz auf gesetzt vNIC Template A.
Stellen Sie unter Target sicher, dass nur die Adapteroption ausgewahlt ist.
Einstellen Native-VLAN Als natives VLAN.

Wabhlen Sie vNIC-Name fir die CDN-Quelle aus.

Geben Sie fur MTU ein 9000.

Wahlen Sie unter zugelassene VLANs die Option aus "Native-VLAN, Site-XX-IB-MGMT, Site-XX-NFS,
Site-XX-VM-Traffic'Und Site-XX-vMotion. Verwenden Sie die Strg-Taste, um diese Mehrfachauswahl zu
treffen.

Klicken Sie Auf Auswahlen. Diese VLANSs sollten nun unter ausgewahlten VLANs angezeigt werden.
Wahlen Sie in der Liste MAC-Pool die Option aus MAC_Pool B.

Wahlen Sie in der Liste Netzwerksteuerungsrichtlinie Pool-B aus

Wahlen Sie in der Liste Netzwerksteuerungsrichtlinie die Option Enable-CDP-LLDP.

Klicken Sie auf OK, um die vNIC-Vorlage zu erstellen.

Klicken Sie auf OK.

LAN | Pebciin | rut | whE Tarrgilitun | whIG Tt vheC_Turmphati_B
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Erstellen von iSCSI-vNICs

Gehen Sie wie folgt vor, um iSCSI-vNICs zu erstellen:
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. Wahlen Sie links LAN aus.

Wahlen Sie Richtlinien > Root.

Klicken Sie mit der rechten Maustaste auf vNIC-Vorlagen.

Wahlen Sie vNIC-Vorlage erstellen.

Eingabe Site- 01-isSCSI_ A Als vNIC-Vorlagenname.

Wahlen Sie Stoff A. Wahlen Sie die Option Failover aktivieren nicht aus.
Setzen Sie den Redundanztyp auf Keine Redundanz.

Stellen Sie unter Target sicher, dass nur die Adapteroption ausgewahlt ist.
Wahlen Sie Vorlage fur Vorlagentyp aktualisieren aus.

Wahlen Sie unter VLANs nur Site- 01-iSCSI_A_VLAN aus.

. Wahlen Sie Site- 01-iSCSI_A_VLAN als natives VLAN aus.

. Lassen Sie den vNIC-Namen fiir die CDN-Quelle festgelegt.

. Geben Sie unter MTU 9000 ein.

. Wahlen Sie aus der Liste MAC-Pool die Option MAC-Pool-A aus

. Wahlen Sie in der Liste Netzwerksteuerungsrichtlinie die Option Enable-CDP-LLDP.
. Klicken Sie auf OK, um die Erstellung der vNIC-Vorlage abzuschlief3en.

. Klicken Sie auf OK.

LAM | Policies | rool | vMIC Templates | wNIC Template Site_01_ISCSI-A

\ctions Properties

Connection Policies
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18.
19.
20.
21.
22.
23.
24,
25.
26.
27.
28.

29.
30.
31.

32.
33.
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Wahlen Sie links LAN aus.

Wahlen Sie Richtlinien > Root.

Klicken Sie mit der rechten Maustaste auf vNIC-Vorlagen.

Wahlen Sie vNIC-Vorlage erstellen.

Eingabe Site- 01-isSCSI_ B Als vNIC-Vorlagenname.

Wahlen Sie Stoff B aus Wahlen Sie die Option Failover aktivieren nicht aus.
Setzen Sie den Redundanztyp auf Keine Redundanz.

Stellen Sie unter Target sicher, dass nur die Adapteroption ausgewahlt ist.
Wahlen Sie Vorlage fur Vorlagentyp aktualisieren aus.

Wahlen Sie unter VLANs nur aus Site- 01-iSCSI B VLAN.

Wahlen Sie Site- 01-iSCSI_B_VLAN Als natives VLAN.

Lassen Sie den vNIC-Namen fiir die CDN-Quelle festgelegt.

Geben Sie unter MTU 9000 ein.

Wahlen Sie aus der Liste MAC-Pool die Option aus MAC-Pool1-B.

Wahlen Sie aus der Liste Netzwerksteuerungsrichtlinie die Option aus Enable-CDP-LLDP.

Klicken Sie auf OK, um die Erstellung der vNIC-Vorlage abzuschlieRen.
Klicken Sie auf OK.
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LAN-Konnektivitatsrichtlinie fiir iSCSI-Boot erstellen

Dieses Verfahren gilt fuir eine Cisco UCS-Umgebung, in der sich zwei iSCSI-LIFs auf Cluster-Node 1 befinden
(iscsi 1ifOla Und iscsi 1if01b) Und zweiiSCSI LIFs befinden sich auf Cluster Node 2

(iscsi 1if02a Und iscsi 1if£02b). Es wird auerdem davon ausgegangen, dass die A-LIFs mit Fabric A
(Cisco UCS 6324 A) verbunden sind und die B-LIFs mit Fabric B (Cisco UCS 6324 B) verbunden sind.

Gehen Sie wie folgt vor, um die erforderliche Infrastruktur-LAN-Konnektivitatsrichtlinie zu konfigurieren:

—_

. Klicken Sie in Cisco UCS Manager links auf LAN.

Wahlen Sie LAN > Richtlinien > Root.

Klicken Sie mit der rechten Maustaste auf LAN Connectivity Policies.

Wahlen Sie LAN-Verbindungsrichtlinie erstellen.

Eingabe Site-XxX-Fabric-A Als Name der Richtlinie.

Klicken Sie oben auf Hinzufligen, um einen vNIC hinzuzufiigen.

Geben Sie im Dialogfeld vNIC erstellen ein Site-01-vNIC-A Als Name der vNIC.

Wahlen Sie die Option vNIC-Vorlage verwenden aus.
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Wahlen Sie in der Liste vNIC-Vorlage die Option aus vNIC Template A.
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10. Wahlen Sie aus der Dropdown-Liste Adapterrichtlinie VMware aus.

11. Klicken Sie auf OK, um diese VNIC zur Richtlinie hinzuzufiigen.

Modify vNIC ?

Mame  Site-07-vMNIC-A
Use yNiC Termplate; €
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12. Klicken Sie oben auf Hinzufligen, um einen vNIC hinzuzufliigen.

13. Geben Sie im Dialogfeld vNIC erstellen ein site-01-vNIC-B Als Name der vNIC.
14. Wahlen Sie die Option vNIC-Vorlage verwenden aus.

15. Wahlen Sie in der Liste vNIC-Vorlage die Option aus vNIC Template B.

16. Wahlen Sie aus der Dropdown-Liste Adapterrichtlinie VMware aus.

17. Klicken Sie auf OK, um diese VNIC zur Richtlinie hinzuzufiigen.

18. Klicken Sie oben auf Hinzufligen, um einen vNIC hinzuzufiigen.

19. Geben Sie im Dialogfeld vNIC erstellen ein Site-01- iSCSI-A Als Name der vNIC.
20. Wahlen Sie die Option vNIC-Vorlage verwenden aus.

21. Wahlen Sie in der Liste vNIC-Vorlage die Option aus Site-01-iSCSI-A.

22. Wahlen Sie aus der Dropdown-Liste Adapterrichtlinie VMware aus.

23. Klicken Sie auf OK, um diese vNIC zur Richtlinie hinzuzufiigen.

24. Klicken Sie oben auf Hinzufiigen, um einen vNIC hinzuzufligen.
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25.

26.
27.
28.
29.
30.
31.

32.
33.

Geben Sie im Dialogfeld vNIC erstellen ein Site-01-iSCSI-B Als Name der vNIC.
Wahlen Sie die Option vNIC-Vorlage verwenden aus.

Wahlen Sie in der Liste vNIC-Vorlage die Option aus Site-01-iSCSI-B.

Wahlen Sie aus der Dropdown-Liste Adapterrichtlinie VMware aus.

Klicken Sie auf OK, um diese vNIC zur Richtlinie hinzuzuftigen.

Erweitern Sie die Option iISCSI vNICs hinzuflgen.

Klicken Sie im Bereich iSCSI vNICs hinzufiigen auf die Option Lower Add, um die iSCSI vNIC
hinzuzufligen.

Geben Sie im Dialogfeld iSCSI vNIC erstellen ein Site-01-1SCSI-A Als Name der vNIC.

Wahlen Sie die vNIC Overlay unter aus Site-01-1SCSI-A.

. Lassen Sie die iSCSI-Adapter-Policy-Option nicht festgelegt.
35.
36.
37.

Wahlen Sie das VLAN unter aus Site-01-iSCSI-Site-A (Nativ)
Wahlen Sie Keine (standardmafig verwendet) als MAC-Adresszuweisung.
Klicken Sie auf OK, um die iSCSI-vNIC zur Richtlinie hinzuzufliigen.
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Modify ISCSI vNIC

Name . Site-01-I1SCSI-A
Overlay vNIC : | Site-01-ISCSI-A v

ISCSI Adapter Policy : | <notset> ¥ Create iSCS| Adapter Policy

VLAN | Site_01_ISCSI-A (native) v

iSCSI MAC Address

MAC Address Assignment: Select(None used by default)

Create MAC Pool

38. Klicken Sie im Bereich iSCSI vNICs hinzufligen auf die Option Lower Add, um die iSCSI vNIC
hinzuzufligen.

39. Geben Sie im Dialogfeld iSCSI vNIC erstellen ein Site-01-iSCSI-B Als Name der vNIC.
40. Wahlen Sie die Overlay vNIC als Standort-01-iSCSI-B aus

41. Lassen Sie die iSCSI-Adapter-Policy-Option nicht festgelegt.

42. Wahlen Sie das VLAN unter aus Site-01-iSCSI-Site-B (Nativ)

43. Wabhlen Sie Keine (standardmafig verwendet) als MAC-Adresszuweisung.

44. Klicken Sie auf OK, um die iSCSI-vNIC zur Richtlinie hinzuzufligen.

45. Klicken Sie Auf Anderungen Speichern.
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Erstellen Sie die vMedia-Richtlinie fiir den Installationsstart von VMware ESXi 6.7U1

In den NetApp Data ONTAP-Einrichtungsschritten ist ein HTTP-Web-Server erforderlich, der fir das Hosting

von NetApp Data ONTAP sowie VMware-Software verwendet wird. Die hier erstellte vMedia Policy bildet
VMware ESXi 6 ab. 7U1 ISO auf den Cisco UCS Server, um die ESXi-Installation zu starten. Gehen Sie wie
folgt vor, um diese Richtlinie zu erstellen:

—_

. Wahlen Sie im Cisco UCS Manager links Server aus.

Wahlen Sie Richtlinien > Root.

Wahlen Sie vMedia Policies.

Klicken Sie auf Hinzufiigen, um eine neue vMedia Policy zu erstellen.
Richtlinie ESXi-6.7U1-HTTP benennen

Geben Sie im Feld Beschreibung die ISO-Einstellungen fir ESXi 6.7U1 ein.
Wahlen Sie Ja, um den Montagefehler erneut zu versuchen.

Klicken Sie Auf Hinzufligen.

Benennen Sie den Mount ESXi-6.7U1-HTTP.

Wahlen Sie den CDD-Geratetyp aus.

. Wahlen Sie das HTTP-Protokoll aus.

. Geben Sie die IP-Adresse des \Webservers ein.
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@ Die DNS-Server-IPs wurden friher nicht in die KVM-IP eingegeben, daher ist es notwendig,
die IP des Webservers anstelle des Hostnamens einzugeben.

13. Eingabe VMware-VMvisor-Installer-6.7.0.update01-10302608.x86 64.iso Als Name der
Remote-Datei.

Dieser VMware ESXi 6.7U1 ISO kann von heruntergeladen werden "VMware-Downloads".

14. Geben Sie im Feld Remote Path den Pfad des Webservers zur ISO-Datei ein.
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15. Klicken Sie auf OK, um den vMedia Mount zu erstellen.

16. Klicken Sie erneut auf OK und anschlieftend auf OK, um die Erstellung der vMedia Policy abzuschlieRen.
Bei allen neuen Servern, die der Cisco UCS Umgebung hinzugefligt werden, kann die vMedia-Service-
Profilvorlage zur Installation des ESXi Hosts verwendet werden. Beim ersten Booten startet der Host in den

ESXi Installer, da die tGber SAN bereitgestellte Festplatte leer ist. Nach der Installation von ESXi wird auf
die vMedia nicht verwiesen, solange auf die Boot-Diskette zugegriffen werden kann.

Create vMedia Mount

Nario ESXi-6.7U1-HTTP
Dhascripdion

Deviee Type

Protocol o CIFS (8 HTTP L HTTPS |

Hoasmame/ P Address - 172 1807.30

[imegpe Mame Varfable - [(8) Nane | Serviee Brafie Name

Remate File VMware-YMyisor-Instabier-6.7 0 updsted 1-103026( |
Remote Aath ntt://172,18,7 30/seahawksvSohare/

| Jreemrrae

Fagaward

Fo=riap on Ejact

ISCSI-Startrichtlinie erstellen

Das Verfahren in diesem Abschnitt gilt fir eine Cisco UCS-Umgebung, in der sich zwei logische iSCSI-
Schnittstellen (LIFs) auf Cluster-Node 1 befinden (iscsi 1if0la Und iscsi 1if01b) Und zwei iSCSI LIFs
befinden sich auf Cluster Node 2 (iscsi 1if02a Und iscsi 1if02b). Es wird auRerdem davon
ausgegangen, dass die A LIFs mit Fabric A (Cisco UCS Fabric Interconnect A) verbunden sind und die B LIFs
mit Fabric B (Cisco UCS Fabric Interconnect B) verbunden sind.

@ Bei diesem Verfahren wird eine Boot-Richtlinie konfiguriert. Die Richtlinie konfiguriert das
primare Ziel so, dass es sein soll iscsi 1if01la.

Gehen Sie wie folgt vor, um eine Boot-Richtlinie fur die Cisco UCS-Umgebung zu erstellen:

1. Klicken Sie im Cisco UCS Manager links auf Server.
2. Wahlen Sie Richtlinien > Root.

3. Klicken Sie mit der rechten Maustaste auf Startrichtlinien.
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10.
1.

12.
13.

14.

Wahlen Sie Boot Policy Erstellen.

Eingabe site-01-Fabric-A Als Name der Boot-Richtlinie.

Optional: Geben Sie eine Beschreibung flir die Boot Policy ein.

Lassen Sie die Option Neu starten bei der Anderung der Startreihenfolge deaktiviert.

Der Boot-Modus ist alt.

Erweitern Sie das Dropdown-Meni Lokale Gerate, und wahlen Sie Remote-CD/DVD hinzufligen.
Erweitern Sie das Dropdown-Menu iSCSI vNICs, und wahlen Sie iSCSI Boot hinzufligen.

Geben Sie im Dialogfeld iSCSI-Boot hinzufligen ein Site-01-i3CSI-A. Klicken Sie auf OK.
Wahlen Sie iSCSI-Boot hinzufiigen.

Geben Sie im Dialogfeld iISCSI-Boot hinzufligen ein Site-01-iSCSI-B. Klicken Sie auf OK.

Klicken Sie auf OK, um die Richtlinie zu erstellen.
Propeaertias for: Boot Policy Site-01-Fabric—-»A

Iemlmte Sitm- 07 -Fabric - A&

LS AL

Erstellen einer Service-Profilvorlage

In diesem Verfahren wird eine Service-Profilvorlage fur Infrastruktur-ESXi-Hosts fiir Fabric A-Boot erstellt.

Um die Service-Profilvorlage zu erstellen, gehen Sie wie folgt vor:

1.

Klicken Sie im Cisco UCS Manager links auf Server.

2. Wahlen Sie Service Profile Vorlagen > root.

3. Klicken Sie mit der rechten Maustaste auf ,Root".
4.
5

Wahlen Sie Dienstprofilvorlage erstellen, um den Assistenten Dienstprofilvorlage erstellen zu 6ffnen.

Vorlage ist flr das Booten von Storage-Node 1 in Fabric A konfiguriert

Wahlen Sie die Option Vorlage aktualisieren aus.

. Eingabe vM-Host-Infra-isSCcSI-A Tragt den Namen der Service-Profilvorlage bei. Diese Service-Profil-
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7. Wahlen Sie unter UUID die Option aus UUID Pool Als UUID-Pool. Klicken Sie Auf Weiter.

Create Serice Proble Templole (L
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Konfiguration der Speicherbereitstellung

Gehen Sie wie folgt vor, um die Speicherbereitstellung zu konfigurieren:

1. Wenn Sie Server ohne physische Laufwerke haben, klicken Sie auf Konfigurationsrichtlinie fir lokale
Festplatten, und wahlen Sie die lokale SAN Boot-Speicherrichtlinie aus. Wahlen Sie andernfalls die
Standard-Richtlinie fiir lokalen Speicher aus.

2. Klicken Sie Auf Weiter.

Netzwerkoptionen konfigurieren

Gehen Sie wie folgt vor, um die Netzwerkoptionen zu konfigurieren:
1. Behalten Sie die Standardeinstellung fir die dynamische vNIC-Verbindungsrichtlinie bei.
2. Wahlen Sie die Option Verbindungsrichtlinie verwenden, um die LAN-Konnektivitat zu konfigurieren.
3. Wahlen Sie iSCSI-Boot aus dem Dropdown-Menl LAN Connectivity Policy.

4. Wahlen Sie ION_Pool In Initiator-Namenszuweisung. Klicken Sie Auf Weiter.
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Konfigurieren Sie die SAN-Konnektivitét

Gehen Sie wie folgt vor, um die SAN-Konnektivitat zu konfigurieren:
1. Wahlen Sie fur die vHBAs ,Nein“ aus, um die Konfiguration von SAN-Verbindungen vorzunehmen. Option.
2. Klicken Sie Auf Weiter.

Konfigurieren Sie das Zoning

Klicken Sie zum Konfigurieren des Zoning einfach auf Weiter.

Konfiguration der vNIC/HBA-Platzierung

Gehen Sie wie folgt vor, um die Platzierung von vNIC/HBA zu konfigurieren:

1. Lassen Sie in der Dropdown-Liste Platzierung auswahlen die Platzierungsrichtlinie als Platzierung des
Systems durchfiihren lassen.

2. Klicken Sie Auf Weiter.

VMedia-Richtlinie konfigurieren

Gehen Sie wie folgt vor, um die vMedia-Richtlinie zu konfigurieren:

1. Wahlen Sie keine vMedia Policy aus.
2. Klicken Sie Auf Weiter.
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Server-Startreihenfolge konfigurieren

Gehen Sie wie folgt vor, um die Server-Startreihenfolge zu konfigurieren:

1. Wahlen Sie Boot-Fabric-A Fir Boot Policy.

Create Service Profile Template

ldentify Service Profile
Template

Storage Provisioning

Metworking

Opticnally specify the boot pelicy for this scrvice profile tomplac

Scloct a boot pofcy.

Boot Poliey! ile-n1-kalnic-8 »

Mlamic

Diescription

¢ Site-01-Fabric-A

Reckoot on Boot Order Chancs @ Ne
SAN Cennmetiity Frolomre whlI W HHANSE ST Mane - Yes
Howal hknie Legaoy
Zoning WARNINGS:
The fejie [pmangtaecondsy) does oot meeata o boal edar jue
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2. Wahlen Sie in der Boor-Reihenfolge aus Site-01- iSCSI-A.
3. Klicken Sie auf iISCSI-Startparameter festlegen.

4. Lassen Sie im Dialogfeld iSCSI-Boot-Parameter festlegen die Option Authentication Profile nicht auf
gesetzt, es sei denn, Sie haben unabhéangig eine fur Ihre Umgebung geeignete Option erstellt.

5. Lassen Sie das Dialogfeld ,Initiator Name Assignment® nicht so eingestellt, dass der in den vorherigen
Schritten definierte Single Service Profile Initiator Name verwendet wird.

Einstellen 1SCSI_IP Pool A Als Initiator-IP-Adressrichtlinie.
Wahlen Sie die Option iSCSI Static Target Interface.
Klicken Sie Auf Hinzufligen.
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der Storage-Cluster-Managementoberflache an, und fliihren Sie den aus iscsi show Befehl.

10. Geben Sie die IP-Adresse von ein iscsi 1if 02a Fir das Feld IPv4-Adresse.
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Geben Sie den iSCSI-Zielnamen ein. Um den iSCSI-Zielnamen Infra-SVM zu erhalten, melden Sie sich bei



Create iSCSI Static Target

ECSI Target Mame iqn. 1992 -08.com natapp::

Priciity 1

Post : 3260

Authentication Profile ; | «not sat> ¥ Create ISCS1 Authentication Profie
Pl Address 19108, 102

LLIN 1D o

Cancel

X

11. Klicken Sie auf OK, um das statische iSCSI-Ziel hinzuzufligen.
12. Klicken Sie Auf Hinzufligen.
13. Geben Sie den iSCSI-Zielnamen ein.

14. Geben Sie die IP-Adresse von ein iscsi_ 1if 0la Firdas Feld IPv4-Adresse.

Create iSCSI Static Target

ISCSI Target Mame ign._1992-08. com natapp::

Pruedy 2

Paori ;| 3260

Authentication Profile «not sel> w Create ISCS! Authentication Profie
Py Address 182 1681067

LU D 0

?
:

Cancel

X

15. Klicken Sie auf OK, um das statische iSCSI-Ziel hinzuzufiigen.
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16.
17.
18.

19.

20.

21.
22.
23.
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Die Ziel-IPs wurden mit Storage Node 02 IP zuerst und Storage Node 01 IP Sekunde
@ festgelegt. Dies setzt voraus, dass die Boot-LUN auf Node 01 ist. Der Host wird Giber den
Pfad zu Node 01 gebootet, wenn die Reihenfolge in diesem Verfahren verwendet wird.

Wahlen Sie in der Startreihenfolge iSCSI-B-vNIC aus.
Klicken Sie auf iSCSI-Startparameter festlegen.

Lassen Sie im Dialogfeld iSCSI-Boot-Parameter festlegen die Option Authentication Profile nicht als
festgelegt, es sei denn, Sie haben unabhangig eine fir Inre Umgebung geeignete Option erstellt.

Lassen Sie das Dialogfeld ,Initiator Name Assignment” nicht so eingestellt, dass der in den vorherigen
Schritten definierte Single Service Profile Initiator Name verwendet wird.

Einstellen 1SCSI_IP Pool B Als Richtlinie fir die Initiator-IP-Adresse.
Wahlen Sie die Option iSCSI Static Target Interface.
Klicken Sie Auf Hinzufligen.

Geben Sie den iSCSI-Zielnamen ein. Um den iSCSI-Zielnamen Infra-SVM zu erhalten, melden Sie sich bei
der Storage-Cluster-Managementoberflache an, und fihren Sie den aus iscsi show Befehl.



24. Geben Sie die IP-Adresse von ein iscsi_ 1if 02b Fir das Feld IPv4-Adresse.

Create iSCSI Static Target 7 X
ISCS| Tangat Narns On, 1992 -0B.com. netapp:
1
i 3260
¥, L]
Adddress i

25. Klicken Sie auf OK, um das statische iISCSI-Ziel hinzuzuftigen.
26. Klicken Sie Auf Hinzufligen.
27. Geben Sie den iSCSI-Zielnamen ein.

28. Geben Sie die IP-Adresse von ein iscsi 1if 01b Fir das Feld IPv4-Adresse.

Create iSCSI Static Target X
SCS! Tanget Moy g 1992 -08. com. netapp::
F 2
= 3260
[} JriaF v
IPvd Acd
LL L o

281



29. Klicken Sie auf OK, um das statische iISCSI-Ziel hinzuzuftigen.

Set iSCS| Boot Parameters

Lot 3008 Sofhe Pl
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hiAlator Acfbrmen

vt 2 Adidress, Pobey| (G550 _Pool B12hE) ¥

1P imdreis 0.0.0.0

St Bk 255.255.255.0
Detaul Qaetewary 0000
Prurigey DNS 0.0.0.0
Secondary DNS - 0.0.0.0
Caniitw 1P Soand

Mt inqiatme A
Thes B gcicirems will b unomabcaly Exsaned frmm the selected pos

w1 ISE5] Sene Tengel Inbisfaco S5 Augsy Taipet nleifech

N Pr sty Poxt Aushenteation Pri.  (B000 OWE Address LS
e V52 -0B. e I T
lgn E2-00e 3 AT IO VGE HLEY H
£ Duleta i) inie

Minimum one instance of ISCS! Sistic Target interface aed manimam hwo ane allowed.

30. Klicken Sie Auf Weiter.

Wartungsrichtlinie konfigurieren

Gehen Sie wie folgt vor, um die Wartungsrichtlinie zu konfigurieren:

1. Andern Sie die Wartungsrichtlinie in den Standardwert.
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2. Klicken Sie Auf Weiter.

Konfigurieren Sie die Serverzuweisung
Gehen Sie wie folgt vor, um die Serverzuweisung zu konfigurieren:

1. Wahlen Sie in der Liste Poolzuweisung die Option Infra-Pool aus.

2. Wahlen Sie nach unten als Betriebszustand aus, der angewendet werden soll, wenn das Profil mit dem

Server verknupft ist.

3. Erweitern Sie die Firmware-Verwaltung unten auf der Seite und wahlen Sie die Standardrichtlinie aus.

283



Create Semvice Profile Template
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4. Klicken Sie Auf Weiter.

Konfiguration von Betriebsrichtlinien
Gehen Sie wie folgt vor, um die Betriebsrichtlinien zu konfigurieren:

1. Wahlen Sie aus der Dropdown-Liste BIOS-Richtlinie VM-Host aus.

2. Erweitern Sie die Konfiguration der Energiesteuerungsrichtlinie, und wahlen Sie in der Dropdown-Liste
Stromsteuerungsrichtlinie die Option Keine Einschaltgrenze aus.

Create Sevace Prohle Termplane
ATy e T B e T i Tim T ™ e s
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3.
4.

Klicken Sie auf Fertig stellen, um die Service-Profilvorlage zu erstellen.

Klicken Sie in der Bestatigungsmeldung auf OK.

VMedia-fahige Service-Profilvorlage erstellen

Gehen Sie wie folgt vor, um eine Service-Profilvorlage zu erstellen, bei der vMedia aktiviert ist:

1.

2

Stellen Sie eine Verbindung zum UCS Manager her, und klicken Sie links auf Server.

2. Wahlen Sie Service Profile Templates > root > Service Template VM-Host-Infra-iISCSI-A.

3. Klicken Sie mit der rechten Maustaste auf VM-Host-Infra-iSCSI-A, und wahlen Sie Create a Clone aus.
4.
5

Benennen Sie den Klon VvM-Host-Infra-iSCSI-A-vM.

. Wahlen Sie die neu erstellte VM-Host-Infra-iSCSI-A-VM aus, und wahlen Sie rechts die Registerkarte

vMedia Policy aus.

Klicken Sie auf vMedia Policy andern.

7. Wahlen Sie ESXi-6 aus. 7U1-HTTP vMedia Policy und klicken Sie auf OK.

Klicken Sie zur Bestatigung auf OK.

Erstellen von Serviceprofilen

Um Service-Profile aus der Vorlage fiir Service-Profile zu erstellen, gehen Sie wie folgt vor:

1.
2.
3.

4.

Stellen Sie eine Verbindung zum Cisco UCS Manager her, und klicken Sie links auf Server.
Erweitern Sie Server > Service Profile Templates > Root > Service Template <Name>.

Klicken Sie in Aktionen auf Service-Profil aus Vorlage erstellen und konkurrieren Sie mit den folgenden
Schritten:

a. Eingabe Site- 01-Infra-0 Als Namensprafix.
b. Eingabe 2 Als Anzahl der zu erstellenden Instanzen.

c. Wahlen Sie root als Organisation aus.

d. Klicken Sie auf OK, um die Serviceprofile zu erstellen.

- Properties 0 x

Create Service Profiles From Template W

MHama Brafoc "Sﬁ'ﬂ':'l‘!ﬁ‘#'ﬂ
L

Nember |2 |?

Org n:-c-' |-._-'
Org Instance:  arg-root

[oe || cuse |

Klicken Sie in der Bestatigungsmeldung auf OK.
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5. Uberpriifen Sie die Serviceprofile Site-01-Infra-01 Und Site-01-Infra-02 Wurden erstellt.

(D Die Serviceprofile werden automatisch den Servern in ihren zugewiesenen Serverpools
zugeordnet.

Storage-Konfiguration Teil 2: Boot-LUNs und Initiatorgruppen
Einrichtung von ONTAP Boot Storage

Erstellen von Initiatorgruppen

FUhren Sie die folgenden Schritte aus, um Initiatorgruppen zu erstellen:

1. Fuhren Sie die folgenden Befehle Uber die SSH-Verbindung des Cluster-Managementknoten aus:

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-01 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-01l-ign>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-02 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-02-ign>

igroup create -vserver Infra-SVM —-igroup MGMT-Hosts -protocol iscsi
—ostype vmware —-initiator <vm-host-infra-0l1-ign>, <vm-host-infra-02-ign>

@ Verwenden Sie die in Tabelle 1 und Tabelle 2 aufgefihrten Werte fur die IQN-Informationen.
2. Um die drei gerade erstellten Initiatorgruppen anzuzeigen, filhren Sie den aus igroup show Befehl.

Zuordnen von Boot-LUNs zu Initiatorgruppen

Flhren Sie den folgenden Schritt aus, um Boot-LUNSs Initiatorgruppen zuzuordnen:

1. Flhren Sie Uber die SSH-Verbindung fur das Storage-Cluster-Management die folgenden Befehle aus:

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A
—igroup VM-Host-Infra-01 -lun-id Olun map -vserver Infra-SVM -volume
esxi boot -lun VM-Host-Infra- B —-igroup VM-Host-Infra-02 -lun-id O

Implementierungsverfahren fiir VMware vSphere 6.7U1

In diesem Abschnitt werden ausfihrliche Verfahren zum Installieren von VMware ESXi 6.7U1 in einer FlexPod
Express Konfiguration beschrieben. Nach Abschluss der Verfahren werden zwei gestartete ESXi-Hosts
bereitgestellt.

Fir die Installation von ESXi in einer VMware-Umgebung sind mehrere Methoden vorhanden. Diese Verfahren
konzentrieren sich darauf, wie die integrierte KVM-Konsole und die Funktionen fir virtuelle Medien im Cisco
UCS Manager verwendet werden, um Remote-Installationsmedien einzelnen Servern zuzuordnen und eine
Verbindung zu ihren Boot-LUNs herzustellen.
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Laden Sie das individuelle Cisco Image fiir ESXi 6.7U1 herunter

Wenn das benutzerdefinierte VMware ESXi Image nicht heruntergeladen wurde, flihren Sie die folgenden
Schritte aus, um den Download abzuschlielen:

1. Klicken Sie auf den folgenden Link: VMware vSphere Hypervisor (ESXi) 6.7U1.
2. Sie bendtigen eine Benutzer-ID und ein Passwort fur "VMware.com" Um diese Software herunterzuladen.

3. Laden Sie die herunter .iso Datei:

Cisco UCS Manager

Das Cisco UCS IP KVM ermdglicht es dem Administrator, die Installation des Betriebssystems Giber Remote-
Medien zu starten. Es ist erforderlich, sich in der Cisco UCS-Umgebung anzumelden, um IP KVM
auszuflihren.

So melden Sie sich in der Cisco UCS-Umgebung an:

1. Offnen Sie einen Webbrowser, und geben Sie die IP-Adresse fiir die Cisco UCS-Cluster-Adresse ein. In
diesem Schritt wird die Cisco UCS Manager-Applikation gestartet.
2. Klicken Sie auf den Link UCS Manager starten unter HTML, um die HTML 5 UCS Manager GUI zu starten.

3. Wenn Sie aufgefordert werden, Sicherheitszertifikate anzunehmen, akzeptieren Sie diese bei Bedarf.

&

Geben Sie bei der entsprechenden Aufforderung ein admin Geben Sie als Benutzername das
Administratorpasswort ein.

Um sich bei Cisco UCS Manager anzumelden, klicken Sie auf Anmelden.
Klicken Sie im Hauptmenu auf Server auf der linken Seite.

Wahlen Sie Server > Service-Profile > root > aus VM-Host-Infra-01.

Mit der rechten Maustaste klicken VM-Host-Infra-01 Und wahlen Sie KVM-Konsole aus.

© ® N o O

Befolgen Sie die Anweisungen, um die Java-basierte KVM-Konsole zu starten.
10. Wahlen Sie Server > Service-Profile > root > aus VM-Host-Infra-02.
11. Mit der rechten Maustaste klicken VvM-Host-Infra-02. Und wahlen Sie KVM-Konsole aus.

12. Befolgen Sie die Anweisungen, um die Java-basierte KVM-Konsole zu starten.

Einrichtung der VMware ESXi-Installation

ESXi hostet VM-Host-Infra-01 und VM-Host-Infra-02

Um den Server fur die Betriebssysteminstallation vorzubereiten, fihren Sie die folgenden Schritte auf jedem
ESXi-Host durch:

1. Klicken Sie im KVM-Fenster auf Virtueller Datentrager.

2. Klicken Sie Auf Virtuelle Gerate Aktivieren.

3. Wenn Sie aufgefordert werden, eine unverschlisselte KVM-Sitzung anzunehmen, akzeptieren Sie diese
bei Bedarf.

4. Klicken Sie auf Virtueller Datentrager und wahlen Sie Karte CD/DVD.
5. Navigieren Sie zur ISO-Image-Datei des ESXi Installers, und klicken Sie auf Offnen.
6. Klicken Sie Auf Kartengerat.
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7.

Klicken Sie auf die Registerkarte KVM, um den Serverstart zu Gberwachen.

ESXi installieren

ESXi hostet VM-Host-Infra-01 und VM-Host-Infra-02

So installieren Sie VMware ESXi auf der iSCSI-bootfahigen LUN der Hosts, gehen Sie auf jedem Host wie folgt

Vor:

1.

Starten Sie den Server, indem Sie Boot Server auswahlen und auf OK klicken. Klicken Sie anschliel3end
erneut auf OK.

Beim Neustart erkennt das System das Vorhandensein des ESXi-Installationsmediums. Wahlen Sie das
ESXi-Installationsprogramm aus dem Startmenu aus, das angezeigt wird.

3. Dricken Sie nach dem Laden des Installers die Eingabetaste, um mit der Installation fortzufahren.

10.
1.

Lesen und akzeptieren Sie die Endbenutzer-Lizenzvereinbarung (EULA). Dricken Sie F11, um zu
akzeptieren und fortzufahren.

Wahlen Sie die LUN aus, die zuvor als Installationsfestplatte fiir ESXi eingerichtet wurde, und driicken Sie
die Eingabetaste, um mit der Installation fortzufahren.

Wahlen Sie das entsprechende Tastaturlayout aus, und driicken Sie die Eingabetaste.
Geben Sie das Root-Passwort ein und bestatigen Sie es, und driicken Sie die Eingabetaste.

Das Installationsprogramm gibt eine Warnung aus, dass das ausgewahlte Laufwerk neu partitioniert wird.
Driicken Sie F11, um mit der Installation fortzufahren.

Wahlen Sie nach Abschluss der Installation die Registerkarte Virtueller Datentrager aus, und I6schen Sie
die P-Markierung neben dem ESXi-Installationsmedium. Klicken Sie Auf Ja.

@ Das ESXi-Installationsabbild muss nicht zugeordnet werden, um sicherzustellen, dass der
Server in ESXi und nicht in das Installationsprogramm neu gestartet wird.

Dricken Sie nach Abschluss der Installation die Eingabetaste, um den Server neu zu starten.

Binden Sie im Cisco UCS Manager das aktuelle Service-Profil an die nicht-vMedia-Serviceprofilvorlage, um
zu verhindern, dass die ESXi Installations-iso iber HTTP gemountet wird.

Einrichten des Managementnetzwerkes fiir ESXi-Hosts

Fir jeden VMware Host ist das Hinzufligen eines Managementnetzwerks erforderlich, um den Host zu
verwalten. Um ein Management-Netzwerk fur die VMware-Hosts hinzuzufluigen, fihren Sie die folgenden
Schritte auf jedem ESXi-Host aus:

ESXi Host VM-Host-Infra-01 und VM-Host-Infra-02

Gehen Sie wie folgt vor, um jeden ESXi-Host mit Zugriff auf das Managementnetzwerk zu konfigurieren:

1.
2.

Dricken Sie nach dem Neustart des Servers F2, um das System anzupassen.

Melden Sie sich als an ‘root'Geben Sie das entsprechende Passwort ein, und driicken Sie die
Eingabetaste, um sich anzumelden.

3. Wahlen Sie Fehlerbehebungsoptionen aus, und driicken Sie die Eingabetaste.
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Wahlen Sie SSH aktivieren, und driicken Sie die Eingabetaste.
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10.

1.
12.

13.
14.

15.
16.
17.
18.
19.

20.
21.
22.
23.

Dricken Sie Esc, um das Menu Fehlerbehebungsoptionen zu verlassen.
Wahlen Sie die Option Managementnetzwerk konfigurieren, und driicken Sie die Eingabetaste.
Wahlen Sie Netzwerkadapter aus, und driicken Sie die Eingabetaste.

Stellen Sie sicher, dass die Nummern im Feld Hardwarebezeichnung mit den Nummern im Feld
Geratename Ubereinstimmen.

Dricken Sie Die Eingabetaste.

Network Adapters

Select the adapters for this host’s default management netuork
connection. Use tuwo or more adapters for fault-tolerance and
load-balancing.
Device Name Harduare Label (MAC Address) Status

[X]1 vnnicB Site-01-vNIC-A (...00:0a:2e) Connected (...)

[X]1 vmanicl : Connected (...)

[ 1 vmnic2 Site-01-ISC... (...00:0a:3e) Connected (...)

[ 1 vnnic3 Site-01-ISC... (...00:8b:3e) Connected (...)
<{D> Vieu Details <Space> Toggle Selected <{Enter> 0K <Esc> Cancel

Wahlen Sie die Option VLAN (Optional) aus, und driicken Sie die Eingabetaste.
Geben Sie das ein <ib-mgmt-vlan-id> Und dricken Sie die Eingabetaste.
Wahlen Sie IPv4-Konfiguration aus, und driicken Sie die Eingabetaste.

Wahlen Sie die Option statische IPv4-Adresse und Netzwerkkonfiguration festlegen, indem Sie die
Leertaste verwenden.

Geben Sie die IP-Adresse zur Verwaltung des ersten ESXi-Hosts ein.

Geben Sie die Subnetzmaske fiir den ersten ESXi-Host ein.

Geben Sie das Standard-Gateway fiir den ersten ESXi-Host ein.

Driicken Sie die Eingabetaste, um die Anderungen an der IP-Konfiguration zu akzeptieren.

Wahlen Sie die Option DNS-Konfiguration aus, und driicken Sie die Eingabetaste.

@ Da die IP-Adresse manuell zugewiesen wird, missen auch die DNS-Informationen manuell
eingegeben werden.

Geben Sie die IP-Adresse des primaren DNS-Servers ein.
Optional: Geben Sie die IP-Adresse des sekundaren DNS-Servers ein.
Geben Sie den FQDN flr den ersten ESXi-Host ein.

Driicken Sie die Eingabetaste, um die Anderungen an der DNS-Konfiguration zu akzeptieren.
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24. Drucken Sie Esc, um das Menu Verwaltungsnetzwerk konfigurieren zu beenden.

25. Wahlen Sie Testmanagement-Netzwerk aus, um zu tberprufen, ob das Verwaltungsnetzwerk
ordnungsgemal’ eingerichtet ist, und driicken Sie die Eingabetaste.

26. Dricken Sie die Eingabetaste, um den Test auszufiihren. Driicken Sie erneut die Eingabetaste, sobald der
Test abgeschlossen ist. Uberpriifen Sie die Umgebung, wenn ein Fehler auftritt.

27. Wahlen Sie erneut das Managementnetzwerk konfigurieren aus, und dricken Sie die Eingabetaste.

28. Wahlen Sie die IPv6-Konfigurationsoption aus, und driicken Sie die Eingabetaste.

29. Wahlen Sie in der Leertaste IPv6 deaktivieren (Neustart erforderlich), und driicken Sie die Eingabetaste.
30. Druicken Sie Esc, um das Untermenl Verwaltungsnetzwerk konfigurieren zu beenden.

31. Driicken Sie Y, um die Anderungen zu bestétigen und den ESXi-Host neu zu starten.

VMware ESXi Host VMkernel Port vmk0 MAC-Adresse zuriicksetzen (optional)

ESXi Host VM-Host-Infra-01 und VM-Host-Infra-02

Die MAC-Adresse des Management-VMkernel-Ports vmkO ist standardmaRig dieselbe wie die MAC-Adresse
des Ethernet-Ports, auf dem er platziert wird. Wenn die Boot-LUN des ESXi-Hosts einem anderen Server mit
unterschiedlichen MAC-Adressen neu zugeordnet wird, tritt ein MAC-Adressenkonflikt auf, da vmkO die
zugewiesene MAC-Adresse behalt, wenn die ESXi-Systemkonfiguration nicht zurtickgesetzt wird. So setzen
Sie die MAC-Adresse von vmkO0 auf eine zufallige, von VMware zugewiesene MAC-Adresse zurick:

1. Driicken Sie im Hauptmeni der ESXi-Konsole Strg-Alt-F1, um auf die Befehlszeilenoberflache der
VMware-Konsole zuzugreifen. Im UCSM KVM wird in der Liste der statischen Makros Strg-Alt-F1
angezeigt.

2. Melden Sie sich als Root an.

3. Typ esxcfg-vmknic -1 Um eine detaillierte Liste der Schnittstelle vmk0 zu erhalten. VmkO sollte ein Teil
der Verwaltungsnetzwerk-Portgruppe sein. Beachten Sie die IP-Adresse und die Netzmaske von vmkO.

4. Geben Sie zum Entfernen von vmkO den folgenden Befehl ein:

esxcfg-vmknic -d “Management Network”

5. Um vmkO erneut mit einer zufalligen MAC-Adresse hinzuzufiigen, geben Sie den folgenden Befehl ein:

esxcfg-vmknic —-a —-i <vmkO-ip> -n <vmkO-netmask> “Management Network””.

6. Uberpriifen Sie, ob vmk0 mit einer zufélligen MAC-Adresse erneut hinzugefiigt wurde

esxcfg-vmknic -1

7. Typ exit So melden Sie sich von der Befehlszeilenschnittstelle ab.

8. Driicken Sie Strg-Alt-F2, um zur MenU-Schnittstelle der ESXi-Konsole zurtickzukehren.
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Melden Sie sich bei VMware ESXi Hosts mit dem VMware Host-Client an

ESXi Host-VM-Host-Infra-01

So melden Sie sich Uber den VMware Host-Client am VM-Host-Infra-01 ESXi-Host an:

1.

© o &~ W DN

Offnen Sie einen Webbrowser auf der Management-Workstation, und navigieren Sie zum VM-Host-
Infra-01 Management-IP-Adresse:

Klicken Sie auf VMware Host Client 6ffnen.

Eingabe root Fur den Benutzernamen.

Geben Sie das Root-Passwort ein.

Klicken Sie auf Anmelden, um die Verbindung herzustellen.

Wiederholen Sie diesen Vorgang, um sich bei anzumelden VvM-Host-Infra-02 In einem separaten
Browser-Tab oder -Fenster.

Installation von VMware Treibern fiir die Cisco Virtual Interface Card (VIC)

Laden Sie das Offline Bundle fir den folgenden VMware VIC-Treiber fir die Management Workstation herunter

un

d extrahieren Sie es.

* Nenic Driver Version 1.0.25.0

ESXi hostet VM-Host-Infra-01 und VM-Host-Infra-02

So installieren Sie VMware VIC-Treiber auf dem ESXi Host VM-Host-Infra-01 und VM-Host-Infra-02:

1

AW DN
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10.
1.

12.

. Wahlen Sie auf jedem Host-Client die Option Speicher aus.
. Klicken Sie mit der rechten Maustaste auf Datenspeicher 1, und wahlen Sie Durchsuchen.
. Klicken Sie im Datastore-Browser auf Hochladen.

. Navigieren Sie zum gespeicherten Speicherort fur die heruntergeladenen VIC-Treiber, und wahlen Sie
VMW-ESX-6.7.0-nenic-1.0.25.0-offline_Bundle-11271332.zip.

. Klicken Sie im Datastore-Browser auf Hochladen.

. Klicken Sie auf Offnen, um die Datei in Datenspeicher 1 hochzuladen.

Stellen Sie sicher, dass die Datei auf beide ESXi Hosts hochgeladen wurde.

Setzen Sie jeden Host in den Wartungsmodus, wenn er nicht bereits vorhanden ist.

Verbinden Sie sich Uber SSH mit jedem ESXi Host Gber eine Shell-Verbindung oder ein Putty-Terminal.
Melden Sie sich als root mit dem Root-Passwort an.

Flhren Sie auf jedem Host folgende Befehle aus:

esxcli software vib update -d /vmfs/volumes/datastorel/VMW-ESX-6.7.0-
nenic-1.0.25.0-offline bundle-11271332.zip
reboot

Melden Sie sich auf jedem Host beim Host-Client an, sobald der Neustart abgeschlossen ist, und beenden
Sie den Wartungsmodus.
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Einrichten der VMkernel-Ports und des virtuellen Switches

ESXi Host VM-Host-Infra-01 und VM-Host-Infra-02

Um die VMkernel-Ports und die virtuellen Switches auf den ESXi-Hosts einzurichten, gehen Sie wie folgt vor:

—_

. Wahlen Sie auf dem Host-Client links die Option Netzwerk.

. Wahlen Sie im mittleren Fensterbereich die Registerkarte Virtuelle Switches aus.

. Wahlen Sie vSwitch0 aus.

Wahlen Sie Einstellungen bearbeiten aus.

Andern Sie die MTU in 9000.

. Erweitern Sie NIC Teaming.

Wahlen Sie im Abschnitt Failover-Reihenfolge vmnic1 aus, und klicken Sie auf aktiv markieren.

. Stellen Sie sicher, dass vmnic1 jetzt den Status ,aktiv* aufweist.
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. Klicken Sie auf Speichern .

-
o

. Wahlen Sie links die Option Netzwerk.

—_
—_

. Wahlen Sie im mittleren Fensterbereich die Registerkarte Virtuelle Switches aus.

-
N

. Wahlen Sie iScsiBootvSwitch aus.

N
w

. Wahlen Sie Einstellungen bearbeiten aus.
. Andern Sie die MTU in 9000

-
[S) BN

. Klicken Sie auf Speichern .
. Wahlen Sie die Registerkarte VMkernel NICs aus.
. Wahlen Sie vmk1 iScsiBootPG.

S A A
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. Wahlen Sie Einstellungen bearbeiten aus.
. Andern Sie die MTU in 9000.

. Erweitern Sie IPv4-Einstellungen und andern Sie die IP-Adresse in eine Adresse auflerhalb des UCS
iISCSI-IP-Pool-A

N =
o ©

Um IP-Adressenkonflikte zu vermeiden, wenn die Cisco UCS iSCSI IP-Pool-Adressen neu
@ zugewiesen werden sollen, wird empfohlen, fir die iISCSI VMkernel-Ports unterschiedliche
IP-Adressen im gleichen Subnetz zu verwenden.

21. Klicken Sie auf Speichern .

22. Wahlen Sie die Registerkarte Virtuelle Switches aus.

23. Wahlen Sie den virtuellen Standard-Switch hinzufligen aus.

24. Geben Sie einen Namen von an iScsciBootvSwitch-B Fir den vSwitch-Namen.
25. Setzen Sie die MTU auf 9000.

26. Wahlen Sie vmnic3 aus dem Dropdown-Menu Uplink 1.

27. Klicken Sie Auf Hinzufugen.

28. Wahlen Sie im mittleren Fensterbereich die Registerkarte VMkernel NICs aus.

29. Wahlen Sie VMkernel NIC hinzufligen aus
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30.
31.
32.
33.

35.
36.

37.
38.
39.

40.
41.
42.
43.
. Wahlen Sie fir virtuellen Switch vSwitchO ausgewahlt aus.
45.
46.
47,
48.
49.
50.
51.
52.
53.
. Wahlen Sie fir virtuellen Switch vSwitchO ausgewahlt aus.
55.

56.
57.
58.
59.
60.

Geben Sie einen neuen Portgruppennamen von iScsiBootPG-B an
Wahlen Sie iScciBootvSwitch-B fiir virtuellen Switch aus.
Setzen Sie die MTU auf 9000. Geben Sie keine VLAN-ID ein.

Wahlen Sie statisch fur die IPv4-Einstellungen aus, und erweitern Sie die Option, um die Adresse und die

Subnetzmaske in der Konfiguration bereitzustellen.

Um IP-Adressenkonflikte zu vermeiden, sollten die Cisco UCS iSCSI IP-Pool-Adressen neu
@ zugewiesen werden, wird empfohlen, fiir die iISCSI VMkernel-Ports unterschiedliche IP-
Adressen im gleichen Subnetz zu verwenden.

Klicken Sie auf Erstellen .
Wahlen Sie auf der linken Seite Netzwerk und dann die Registerkarte Portgruppen aus.

Klicken Sie im mittleren Fensterbereich mit der rechten Maustaste auf VM Network, und wahlen Sie
Entfernen.

Klicken Sie auf Entfernen, um das Entfernen der Portgruppe abzuschlie3en.
Wahlen Sie im mittleren Fensterbereich Port-Gruppe hinzufligen aus.

Geben Sie einen Namen fur das Management-Netzwerk der Portgruppe ein, und geben Sie ein <ib-

mgmt-vlan-id> Stellen Sie im Feld VLAN ID sicher, dass der virtuelle Switch vSwitchO ausgewahlt ist.

Klicken Sie auf Hinzufligen, um die Anderungen fiir das IB-MGMT-Netzwerk abzuschlieRen.
Wahlen Sie oben die Registerkarte fir VMkernel NICs aus.
Klicken Sie auf VMkernel NIC hinzufiigen.

Geben Sie fir neue Portgruppe VMotion ein.

Eingabe <vmotion-vlan-id> Fur die VLAN-ID.

Andern Sie die MTU in 9000.

Wabhlen Sie statische IPv4-Einstellungen und erweitern Sie IPv4-Einstellungen.
Geben Sie die IP-Adresse und die Netmask fir ESXi Host vMotion ein.
Wahlen Sie den vMotion Stack TCP/IP-Stack aus.

Wahlen Sie vMotion unter Services aus.

Klicken Sie auf Erstellen .

Klicken Sie auf VMkernel NIC hinzufligen.

Geben Sie fur neue Portgruppe NFS_Share ein.

Eingabe <infra-nfs-vlan-id> Fir die VLAN-ID

Andern Sie die MTU in 9000.

Wahlen Sie statische IPv4-Einstellungen und erweitern Sie IPv4-Einstellungen.
Geben Sie die NFS-IP-Adresse und die Netzmaske der ESXi-Hostinfrastruktur ein.
Wahlen Sie keine der Services aus.

Klicken Sie auf Erstellen .
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61. Wahlen Sie die Registerkarte Virtuelle Switches aus, und wahlen Sie dann vSwitchO aus. Die
Eigenschaften fir vSwitchO VMkernel NICs sollten dem folgenden Beispiel &hnlich sein:

= vawitchl

B adiplek f Eolteetiigs | @ Rebuch | Ao

ey VSuitchO
| | Tope Slandind ySelch
P s
Undiniz: &
|- vaich Ducas | it topalogy
| 5000 | e
b Metwork i Fhysieal ackplers
Feits £8150798 sueiatie| e / g
| VLA D T8 il
| Link eiscavery Listen | Cisoo discawery groloool |COR) 7 [:|
| atshed Vi Tilecivel [
| Bemoortiecved 1 } B LM g
| = MIC teaming policy |
|| oty swiches Veg @ VMaton g |
== S VLN D 10
| Puloy Feule bazed on aiginairg part IC « UMizmel erts (1] [ (I—
Feyarsa policy Veg e 13168 0008 -]
| Faack g |:
. WFE St [
| = Becuwity policy 4 /
| WLAN
i promizelons made [ » VMsemal porls 1] | T
| |
e fonged Iransls ey B i T2 1R A0S —]
Al MAC changes ey |:
£, Wenagaert Netiot: A |
(R ply VAN D 18
| Enabiee ho + WHfiemel aorts 11 |
R ]
"

62. Wahlen Sie die Registerkarte VMkernel NICs aus, um die konfigurierten virtuellen Adapter zu bestatigen.
Die aufgefiihrten Adapter sollten dem folgenden Beispiel ahnlich sein:

3 localhost localdomain - Networking

Port groups Virtual switches Fhysical NICs i VMkernel NICs l TCPR/IP stacks Firewszll rules

B Add YMkernel NIC Edit settings | (@ Refresh | Artins (‘Q search
Marme w | Partgroup w  TCF/P stack w | Services w | |Pvd ad... ~ Py addresses -
B vmkD g Management Network =& Default TCP/P stack Management 17218.7....  fe@l:2253bof a0l a2efd
B vk Q_ iScsiBootPG =t Default TCP/IP stack 182168,  feBD;22505F fell ade/td
B vmk2 ﬁ iScsiBootPG-B == Default TCP/IP stack 192 168.... fedD;250:56f fe6d; 1248
k3 g NFS Share == Default TCP/IF stack 192.188.... feB: 25056 feB5:20a4 .
vk & ViMation == Default TCF/IF stack vivlotion 1892.168.... fe80:: 25056 feBc:2650.

5 iterns
&

ISCSI-Multipathing einrichten

ESXi hostet VM-Host-Infra-01 und VM-Host-Infra-02

So richten Sie iISCSI-Multipathing auf den ESXi-Host-VM-Host-Infra-01 und VM-Host-Infra-02 ein:
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1. Wahlen Sie auf jedem Host-Client links die Option Speicher aus.

2. Klicken Sie im mittleren Fensterbereich auf Adapter.

3. Wahlen Sie den iSCSI-Software-Adapter aus, und klicken Sie auf iISCSI konfigurieren.

1 locathost.localdomaln - Storage

Datastores Adapters Devices Persistent Memaory

Configure iSCS1 B Software iSCS| ¥ Rescan | (3 Refresh | £F Actions

Maine ~  Model “ Siatus
8 vmhbal Lewisburg SATA AHCI Controller Unkmown
B2 ymihbaf4 iSCS! Software Adapter Online

Model ISCS] Software Adapter

Driver iscsi_vmk

4. Klicken Sie unter dynamische Ziele auf dynamische Ziele hinzufiigen.

5. Geben Sie die IP-Adresse von ein 1SCST_1if0la.

I-Q Search

L

Diriver

wrmw_ahc

1scsl_vmk

2 Irems
4

6. Wiederholen Sie die Eingabe dieser IP-Adressen: iscsi 1if01b, iscsi 1if02a,und iscsi_ 1if02b.

7. Klicken Sie Auf Konfiguration Speichern.
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&2 configure ISCS1 - ymhbak4

iSCEl enabled Disabled ® Enablsd

* Name & aliag 0. 1892-08 com. ciscoiucs-host 3

¢ CHAP authentication Do ot tse CHAP

b Mutual CHAP authentication Do not uss CHAR

b Advancad settings Click to expand

Metwork port bindings 8 Add port binding

Viikarne! NIC v - Pon group v  |Pyd addrass w
Mo port bindings

Static targets B add static 1arget  Edit sattings (Q Search )|
Targat ~ | Address ~ | Pont -
Iqn.1992-08. com. netappsn.eff200ve 3 182.168.124.3 3280
ign.1992-08 com_netapp-sn aff300:wvs 3 192 168 124 1 3260
gn. 1882-08. com.netappsn effdl0os 3 182.168.125.3 3280
ign.1992-08 . com.netappsn aff300wvs 3 192.158.125.1 3260

Dynarmic targets B3 Add dynamic target emove arpe < Hirigs (@ Search )
Address v | Port v
192.168.124.1 3280
182 18B.125:1 3260
182:168.125.3 3280

| Save configuraiion I Cancel |

)

Um alle zu erhalten iscsi 1if IP-Adressen: Melden Sie sich bei der NetApp Storage Cluster
Managementoberflache an, und flihren Sie den aus network interface show Befehl.

@ Der Host liest den Speicheradapter automatisch wieder ein, und die Ziele werden statischen
Zielen hinzugeflgt.

Bereitstellung erforderlicher Datastores
ESXi hostet VM-Host-Infra-01 und VM-Host-Infra-02
Um die erforderlichen Datastores zu mounten, fihren Sie die folgenden Schritte auf jedem ESXi Host aus:

1. Wahlen Sie im Host-Client links die Option Speicher aus.
2. Wabhlen Sie im mittleren Fensterbereich Datenspeicher aus.
3. Wahlen Sie im mittleren Fensterbereich New Datastore aus, um einen neuen Datenspeicher hinzuzufiigen.

4. Wahlen Sie im Dialogfeld Neuer Datastore die Option Mount NFS Datastore aus, und klicken Sie auf Next.
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1 Mew datastore

1 Select creation type

2 Provide NFS mount details
3 Ready to compleie

Select creation type

How would you like to create a datastore?

| Create new VWFS datastors
Add an extent 1o existing VMFS dalastore

Expand an existing VMFE datasiors extent

Mount NFS datastore

Creata & new datastore by mounting a remaota NFS valumea

| sack || weat || Fuen Cancel

5. Fuhren Sie auf der Seite ,NFS Mount Details angeben® die folgenden Schritte aus:

a. Eingabe infra datastore 1 Fir den Namen des Datenspeichers.

b. Geben Sie die IP-Adresse fiir das ein nfs_1i£01_a LIF fiir den NFS-Server:

C. Eingabe /infra datastore 1 Firden NFS-Share.
d. NFS-Version auf NFS 3 einstellen.

e. Klicken Sie Auf Weiter.

£ Mew datastore - Infra_datastore_1 - Infra_datastore_1

v 1 Select creation type

2 Provide NFS mount detalls

+ 3 Ready to complete

Provide NFS mount details

Provide the datails of the NFE share you wish 1o mount

Naima | Infra_datastare_1
NFS sarver [ 192188 1043
NFS share | infra_datastare_1
MFS varskan

®INFS3

NFS 4

6. Klicken Sie Auf Fertig Stellen. Der Datastore sollte nun in der Datastore-Liste angezeigt werden.

7. Wahlen Sie im mittleren Fensterbereich New Datastore aus, um einen neuen Datenspeicher hinzuzufiigen.

8. Wahlen Sie im Dialogfeld Neuer Datastore die Option Mount NFS Datastore aus, und klicken Sie auf

Weiter.
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9. Fuhren Sie auf der Seite ,NFS Mount Details angeben® die folgenden Schritte aus:
a. Eingabe infra datastore_ 2 Fir den Namen des Datenspeichers.

b. Geben Sie die IP-Adresse fiir das ein nfs_1i£02_a LIF fiir den NFS-Server:

9]

- Eingabe /infra datastore_ 2 Firden NFS-Share.
d. NFS-Version auf NFS 3 einstellen.
e. Klicken Sie Auf Weiter.

10. Klicken Sie Auf Fertig Stellen. Der Datastore sollte nun in der Datastore-Liste angezeigt werden.

[ ] saxi-01.vikings cisco.com -!;'I.mlupu

Datastores Adaplers Davicas

i’j New datasion (kg Regisier a VM =~} Datasiore Drow per E_‘ Refrash =1

Hasse w | Dutvl Typa w  Chpicly v  Prowigionssd w  Fles w  Typa w | Thif piewiibaa._ ~  Abisag
B cataston Fon-550 THGE 385G 3558 VMIFGE Eupporied Singly
E) miEn_dalasiera_1 RAn kT 500 0B AT 1% GE 462 81 GE HF3S Sugpomed Singla
3 inka_datastioie_2 Uinknown L5068 10,75 GB 43921 GB HFS Supporied Single

11. Mounten Sie beide Datenspeicher auf beiden ESXi Hosts.

Konfigurieren Sie NTP auf ESXi Hosts

ESXi hostet VM-Host-Infra-01 und VM-Host-Infra-02
Gehen Sie auf jedem Host wie folgt vor, um NTP auf den ESXi-Hosts zu konfigurieren:

1. Wahlen Sie im Host-Client links die Option Verwalten aus.

Wahlen Sie im mittleren Fensterbereich die Registerkarte Uhrzeit und Datum aus.

Klicken Sie Auf Einstellungen Bearbeiten.

Stellen Sie sicher, dass das Network Time Protocol (NTP-Client aktivieren) ausgewahlt ist.

Wahlen Sie im Dropdown-Meni Start und Stopp mit Host aus.

o o kc w0 BN

Geben Sie die beiden Nexus-Switch-NTP-Adressen in das durch Komma getrennte NTP-Server-Feld ein.
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[ Edittime configuration

Specify how the date and time of this host should e set.
I Manually configure the date and fime on this host
Em|
@ Use Metwork Time Protocol (enable NTP client}

NTF service startup policy Start and stop with host v

WIE SEreers 10.1.156.4,10.1.156.5|

P
Separate servers with commas, e.g. 10.31.21.2, fe00:2800

Save || Cancel

i #

7. Klicken Sie auf Speichern, um die Konfigurationsanderungen zu speichern.
8. Wahlen Sie Actions > NTP Service > Start aus.

9. Uberprifen Sie, ob der NTP-Dienst jetzt ausgefiihrt wird und die Uhr jetzt auf ungefahr die richtige Zeit
eingestellt ist

@ Die NTP-Serverzeit kann von der Hostzeit leicht abweichen.

Konfiguration des ESXi Host-Auslagerungaus

ESXi hostet VM-Host-Infra-01 und VM-Host-Infra-02

Fihren Sie die folgenden Schritte auf jedem Host aus, um den Host-Swap auf den ESXi Hosts zu
konfigurieren:

1. Klicken Sie im linken Navigationsbereich auf Verwalten. Wahlen Sie im rechten Fensterbereich die Option
System aus, und klicken Sie auf Tausch.
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“I Navigator || [0 ucsesxia.cie.netapp.com - Manage
| - Q Host | System Hardware Licensing Packages Services Securit
Manitor Advanced settings & Editsetings | @ Refresh
= —— Autostart
{51 Virtual Machines 0 Enabled Yes
H storage 3| _ Datastore Mo
> —= Time & date
~£3 Networking 5
Host cache Yes
v Switchi
= iScsiBootvSwitch Local swap Yes
More networks...

2. Klicken Sie Auf Einstellungen Bearbeiten. Wahlen Sie infra_swap In den Datastore-Optionen.

| [31 Edit swap configuration
Enabled ® ves @ No
Datastore infra_swap -
Local swap enabled ® ves @ No
Host cache enabled 8 vaz () No

Save || Cancel

3. Klicken Sie auf Speichern .

Installieren Sie das NetApp NFS Plug-in 1.1.2 fiir VMware VAAI
Um das NetApp NFS-Plug-in 1 zu installieren. 1.2 fur VMware VAAI, fihren Sie die folgenden Schritte aus.

1. Laden Sie das NetApp NFS Plug-in fir VMware VAAI herunter:
a. Wechseln Sie zum "NetApp Software Download-Seite".
b. Scrollen Sie nach unten und klicken Sie auf NetApp NFS Plug-in for VMware VAAI.
c. Wahlen Sie die ESXi-Plattform aus.

d. Laden Sie entweder das Offline-Bundle (.zip) oder das Online-Bundle (.vib) des neuesten Plug-ins
herunter.

2. Das NetApp NFS Plug-in fir VMware VAAI steht an der IMT-Qualifizierung mit ONTAP 9.5 aus.
Einzelheiten zur Interoperabilitat werden bald beim NetApp IMT veréffentlicht.

3. Installieren Sie das Plug-in auf dem ESXi Host mithilfe der ESX CLI.
4. STARTEN Sie DEN ESXI-Host neu.
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Installieren Sie VMware vCenter Server 6.7

Dieser Abschnitt enthalt ausfuhrliche Verfahren zur Installation von VMware vCenter Server 6.7 in einer

FlexPod Express-Konfiguration.

(D FlexPod Express verwendet die VMware vCenter Server Appliance (VCSA).

Installieren Sie die VMware vCenter Server Appliance

Gehen Sie wie folgt vor, um VCSA zu installieren:

1. Laden Sie die VCSA herunter. Offnen Sie den Download-Link, indem Sie bei der Verwaltung des ESXi-
Hosts auf das Symbol vCenter Server abrufen klicken.

alls]

E storage
~ €3 Networking

| °T% Navigator ~ || [ ucsesxia.cienetapp.con
Ntanage |_L,] GetvCenter Server
Manitor ucses:
Version:
= Virtual Machines State:
U pfime:;

2. Laden Sie die VCSA von der VMware-Website herunter.

(D Obwohl die installierbare Microsoft Windows vCenter Server unterstiitzt wird, empfiehlt
VMware VCSA fur neue Implementierungen.

. Mounten Sie das ISO-Image.

Klicken Sie Auf Installieren.

Akzeptieren Sie die EULA.

® N o o M W

Navigieren Sie zum vcsa-ui-installer > win32 Verzeichnis. Doppelklicken installer.exe.

Klicken Sie auf der Seite Einflhrung auf Weiter.

Wahlen Sie als Bereitstellungstyp den Embedded Platform Services Controller aus.
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9.

302

=

| instzlar

vim Install - Stage 1; De appliance

Select deployment type

1 Inbroueson
Sciect the deploymen: tyor yoawant b ceofiguio oo e spplianee
2 Cnc bsel leanss agraamant
3 Select deplovment tvae For mars irtormation on degloyment tvmes, refer tg the wSphare 6.7 documentation

4 Appiance deploymens| Targe Embadded Platform Services Controfier 2
Q) voenter Server with an Embecdsd P atfcrm Services Canrallsr Applancs

t FCe Fiatform Senvlees

2t Up applEnce Vi ‘ Serviee:
Controller

u

B =rlec popoymerl siio wierler
Server

T Select datastare

g8 Conflgure metwork settings

External Platform Services Conbrodler
Flalh i it ralle:

winier Server (Reguoros Exloros! Macform Services Soolrolen PH'Z‘QI'I'I'I Services
Cetraller

& Readdy Lo omrplels slaps

Appllance

Appliance

wilantar
Server

Falls erforderlich wird auch die Controller-Implementierung fiir externe Plattformen im Rahmen der
FlexPod Express Losung unterstitzt.

Geben Sie auf der Seite Appliance Deployment Target die IP-Adresse eines bereitgestellten ESXi-Hosts,
den Root-Benutzernamen und das Root-Passwort ein. Klicken Sie Auf Weiter.



3 oo e pplonce nsser L= = —

abadlin

Wm install - 5

Appliance deployment Target

Intreducuan

. . Soecity e sopliance deployment Targat settings, Toe tafgiet s the ESXI host of wianter Server inst2nce an whah t2 appliance will be
2 End usor liconse sgrecmort]
caprayed.

3 Selech deploymant e

CSX] hoat o et Serdal nams 172.18.7.208 @

Appliance deployment targst

HTTME poct A4z

5 5ot up appienme W

Usei name ot 6]

=

Selact napiayiment Aiie

Faszword

Select oatastare N

S

Configurs mebweork. sotlings

9 Ready lo comnletastage

10. Legen Sie die Appliance-VM fest, indem Sie VCSA als VM-Name und das Root-Passwort eingeben, das
Sie fur VCSA verwenden mdéchten. Klicken Sie Auf Weiter.
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l: ﬁ ms if'rﬁiﬂpﬁﬁnng "- Ir = | .

Instater

vim Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform 5 sontroller

Set Up applianca VM

1 Intreduction
SpecTy the VWM ZStUngs ror the apoliance to be deploved.
2 Frad hisest Bienmer gy eweriesn|
3 Seiectdeplovment typs W NRme Arnhaveas-Eafrash-visa &)
4 Appliance ceploymaint Targst Set oot pEsswCrd mainaiessa Cj

o

Setup appliance ¥ Confin 1ol passaung

£ Select depluyrment sizs
¢ Seloct daestons
B Configure netwaik ssttings

8 Roady Lo complile slege 1

CAMCE | Rack NEXT

11. Wahlen Sie die Implementierungsgrofie aus, die am besten zu lhrer Umgebung passt. Klicken Sie Auf
Weiter.
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storane sre

B Select cdepleyment size Resaurces requlred for different deployment slzes

7 Colard delssiope Degloyment Size WiTHL Memary [SE) Storage (GH) Hoabs [up te) WE (up o)
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O Confliours neteork settings
Syl a (i a0 (814}

4 Heady tocomalets stane Medlim 8 iy L A0
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24 i ned 200003 22000

CAMUEL 24CH | RE

12. Wahlen Sie die aus infra datastore 1 Datenspeicher: Klicken Sie Auf Weiter.

L5

Inzzaier

I Inirmcductice

spallance

=1

Selec] dalestors

Frashiles Thim Pinke Mudde (T

o

Confiniire nenwark settings

"

Ready to comp 2te stage !

2 end uger cense
1 Sziect deployment Type
Faarmie r Iype r Capacity T Free r Frovisiored ] Thin Prowigioming
4 ety erenl large dalestore WMES B 17,560 12.50 GG Sunpurted
b SRt up npoliance WA Intre_catastore 2 NFZ] FOC GE Sunparted
Inlte dalasion MF521 300 50 et e ) Suoputbed
£ Select degloyient size

[= 1= —

3 Heew
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13. Geben Sie auf der Seite Netzwerkeinstellungen konfigurieren die folgenden Informationen ein, und klicken
Sie auf Weiter.

a. Wahlen SIE MGMT-Network als Netzwerk aus.
b. Geben Sie den FQDN oder die IP ein, die fir den VCSA verwendet werden sollen.
. Geben Sie die zu verwendenden IP-Adresse ein.

c
d. Geben Sie die zu verwendenden Subnetzmaske ein.
e. Geben Sie das Standard-Gateway ein.

f

. Geben Sie den DNS-Server ein.

FODN soahawkidiosa cie ratapp com W

1P poidress 2 4
B Configure network sentings SUBNET MASk of CIeNE ength J55.2550,0 @
T g pEaudt e lewny o
DS 30 R el R TR )
HTTE
HTTFS 443

S i m

14. Uberpriifen Sie auf der Seite bereit zum AbschlieRen von Phase 1, ob die von Ihnen eingegebenen
Einstellungen korrekt sind. Klicken Sie Auf Fertig Stellen.

Die VCSA wird jetzt installiert. Dieser Vorgang dauert mehrere Minuten.

15. Wenn Phase 1 abgeschlossen ist, wird eine Meldung angezeigt, die angibt, dass sie abgeschlossen ist.
Klicken Sie auf Weiter, um die Konfiguration von Phase 2 zu beginnen.
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16.
17.

18.

19.
20.

21.

Install - Stage 1. Deploy vCenter Server with an Embedded Platform Services
Controller

@ You have successiully deployed the vCenter Server with an Embedded Platform Services Controlier

Klicken Sie auf der Seite Einfihrung in Phase 2 auf Weiter.

Eingabe <<var ntp id>> Fir die NTP-Serveradresse. Sie kdnnen mehrere NTP-IP-Adressen eingeben.

Wenn Sie Hochverflgbarkeit in vCenter Server verwenden mdchten, stellen Sie sicher, dass der SSH-
Zugriff aktiviert ist.

Konfigurieren Sie den SSO-Domanennamen, das Passwort und den Standortnamen. Klicken Sie Auf
Weiter.

Notieren Sie diese Werte fir lhre Referenz, insbesondere wenn Sie vom abweichen vsphere.local
Domain-Name:

Treten Sie auf Wunsch dem VMware Customer Experience-Programm bei. Klicken Sie Auf Weiter.

Zeigen Sie die Zusammenfassung lhrer Einstellungen an. Klicken Sie auf Fertig stellen oder verwenden
Sie die Schaltflache Zurlick, um die Einstellungen zu bearbeiten.

Es wird eine Meldung angezeigt, die besagt, dass Sie die Installation nach dem Start nicht anhalten oder
beenden konnen. Klicken Sie auf OK, um fortzufahren.

Die Einrichtung der Appliance wird fortgesetzt. Dies dauert einige Minuten.

Es wird eine Meldung angezeigt, die angibt, dass das Setup erfolgreich war.

@ Die Links, die der Installer zum Zugriff auf vCenter Server bereitstellt, sind anklickbar.

Konfiguration von VMware vCenter Server 6.7 und vSphere Clustering

Gehen Sie wie folgt vor, um VMware vCenter Server 6.7- und vSphere-Clustering zu konfigurieren:

1

2.
3.

Navigieren Sie zu https://<<FQDN oder IP von vCenter>>/vsphere-Client/.
Klicken Sie auf vSphere Client starten.

Melden Sie sich mit dem Benutzernamen administrator@vsphere.local und dem SSO-Passwort an, das
Sie wahrend des VCSA-Setups eingegeben haben.

Klicken Sie mit der rechten Maustaste auf den vCenter-Namen, und wahlen Sie New Datacenter aus.

5. Geben Sie einen Namen fir das Datacenter ein, und klicken Sie auf OK.

Erstellen Sie vSphere Cluster.
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Gehen Sie zum Erstellen eines vSphere-Clusters wie folgt vor:

1. Klicken Sie mit der rechten Maustaste auf das neu erstellte Datacenter, und wahlen Sie Neuer Cluster aus.
2. Geben Sie einen Namen flr das Cluster ein.

3. Wahlen Sie DRS und vSphere HA-Optionen aus und aktivieren Sie sie.

4. Klicken Sie auf OK.

New Cluster Flexpod_SeaHawks %
M Express
Location [ Flexpod_SeaHawks

@) DRs a
(@D vsphere HA @«
VEAM ()

These services will have default settings - these can be changed later in the

Cluster Qulckstart workflow,

ESXi Hosts zu Cluster hinzufiigen
Flhren Sie die folgenden Schritte aus, um dem Cluster ESXi-Hosts hinzuzufiigen:

1. Wahlen Sie im MenU Aktionen des Clusters die Option Host hinzufligen aus.

vSphere Client

H @ 8 9@ [ Express | AcTionsy
i — H Actions - Express
v i 172187123 Summary Monitor Config s Dataste
—_— A
v [ Flexpod_SeaHawks i e
Teotal Processor
|_T_I| Express — |- et rdesie e o] 71 New Virtual Machine...

2. Gehen Sie wie folgt vor, um dem Cluster einen ESXi-Host hinzuzuflgen:
a. Geben Sie die IP oder den FQDN des Hosts ein. Klicken Sie Auf Weiter.
b. Geben Sie den Benutzernamen und das Kennwort flir den Root-Benutzer ein. Klicken Sie Auf Weiter.

c. Klicken Sie auf Ja, um das Host-Zertifikat durch ein vom VMware-Zertifikatsserver signiertes Zertifikat
Zu ersetzen.
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d. Klicken Sie auf der Seite Host Summary auf Next.

e. Klicken Sie auf das griine Symbol +, um dem vSphere-Host eine Lizenz hinzuzuflgen.
@ Dieser Schritt kann auf Wunsch spater abgeschlossen werden.

f. Klicken Sie auf Weiter, um den Sperrmodus deaktiviert zu lassen.
g. Klicken Sie auf der Seite VM-Speicherort auf Weiter.

h. Uberpriifen Sie die Seite ,bereit fiir Fertigstellung®. Verwenden Sie die Zuriick-Taste, um Anderungen
vorzunehmen, oder wahlen Sie Fertig stellen.

3. Wiederholen Sie die Schritte 1 und 2 fiir Cisco UCS Host B.

Dieser Prozess muss fir alle zusatzlichen Hosts abgeschlossen werden, die zur Konfiguration von
FlexPod Express hinzugefligt werden.

Konfigurieren Sie coredump auf ESXi Hosts

ESXi Dump Collector-Setup fur Gber iSCSI gestartete Hosts

ESXi-Hosts, die mit iISCSI mit dem VMware iSCSI-Software-Initiator gestartet wurden, missen so konfiguriert
werden, dass Core Dumps flir den ESXi Dump Collector, der Teil von vCenter ist, ausgeflihrt werden. Der
Dump Collector ist auf der vCenter-Appliance standardmaRig nicht aktiviert. Dieses Verfahren sollte am Ende
der vCenter-Bereitstellung ausgefiuhrt werden. So richten Sie den ESXi Dump Collector ein:

—_

. Melden Sie sich beim vSphere Web Client als administrator@vsphere.local an, und wahlen Sie Home.
Klicken Sie im mittleren Fensterbereich auf Systemkonfiguration.

Wahlen Sie im linken Fensterbereich Dienste aus.

Klicken Sie unter Dienste auf VMware vSphere ESXi Dump Collector.

Klicken Sie im mittleren Fensterbereich auf das griine Startsymbol, um den Service zu starten.
Klicken Sie im Menu Aktionen auf Starttyp bearbeiten.

Wahlen Sie Automatisch.

Klicken Sie auf OK.

© ® N o g &~ WD

Stellen Sie eine Verbindung zu jedem ESXi Host her, indem Sie SSH als Root verwenden.

-
©

FUhren Sie folgende Befehle aus:

esxcli system coredump network set -v vmk0 —-j <vcenter-ip>
esxcli system coredump network set —-e true
esxcli system coredump network check

Die Nachricht verified the configured netdump server is running Wird angezeigt, nachdem
Sie den letzten Befehl ausgefihrt haben.

@ Dieser Prozess muss fiir alle zusatzlichen, FlexPod Express hinzugefligten Hosts
abgeschlossen sein.
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Schlussfolgerung

FlexPod Express ist eine einfache und effiziente Losung und bietet ein validiertes Design
mit branchenfihrenden Komponenten. Durch die Skalierung bis hin zum Hinzufligen
weiterer Komponenten kann FlexPod Express gezielt auf spezifische
Geschaftsanforderungen angepasst werden. FlexPod Express wurde fur kleine und
mittelstandische Unternehmen, Groliunternehmen und andere Unternehmen konzipiert,
die dedizierte Losungen bendtigen.

Weitere Informationen

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr tber die in
diesem Dokument beschriebenen Informationen zu erfahren:

* NVA- 1130-DESIGN: FlexPod Express mit VMware vSphere 6.7U1 und NetApp AFF A220 mit Direct-
Attached IP=basiertem Storage NVA-Design

"https://www.netapp.com/us/media/nva-1130-design.pdf"

* AFF and FAS Systems Documentation Center
"http://docs.netapp.com/platstor/index.jsp"

* ONTAP 9 Dokumentationszentrum
"http://docs.netapp.com/ontap-9/index.jsp"

* NetApp Produktdokumentation

"https://docs.netapp.com”

FlexPod Express fur VMware vSphere 7.0 mit Cisco UCS
Mini und NetApp AFF/FAS — NVA - Implementierung

Jyh-shing Chen, NetApp

Die FlexPod Express fur VMware vSphere 7.0 mit Cisco UCS Mini und NetApp AFF/FAS
Ldsung nutzt Cisco UCS Mini mit B200 M5 Blade Servern, Cisco UCS 6324 in-Chassis
Fabric Interconnects, Cisco Nexus 31108PC-V Switches oder andere konforme Switches,
NetApp AFF A220, C190 oder das Controller-HA-Paar der FAS2700 Serie Mit der NetApp
ONTAP 9.7 Datenmanagement-Software ausgefuhrt wird. Dieses Dokument zur
Implementierung der NetApp Verified Architecture (NVA) enthalt die detaillierten Schritte,
die zur Konfiguration der Infrastrukturkomponenten und zur Implementierung von
VMware vSphere 7.0 und den zugehorigen Tools erforderlich sind, um eine aul3erst
zuverlassige und hochverfugbare virtuelle FlexPod Express-Infrastruktur zu erstellen.

"FlexPod Express fur VMware vSphere 7.0 mit Cisco UCS Mini und NetApp AFF/FAS — NVA —
Implementierung”
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