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Hybrid Cloud
FlexPod Hybrid Cloud mit Cloud Volumes ONTAP fur Epic

TR-4960: FlexPod Hybrid Cloud with Cloud Volumes ONTAP for Epic

tlllnl'lt
CISCO

In Zusammenarbeit mit:
Kamini Singh, NetApp

Der Schlussel zu einer digitalen Transformation liegt darin, einfach mehr Daten zu
nutzen. Krankenhauser generieren grof3e Datenmengen, um ihr Unternehmen zu
betreiben und ihre Patienten effektiv zu versorgen. Die Daten werden bei der Behandlung
von Patienten und bei der Verwaltung von Terminplanen und medizinischen Ressourcen
des Personals erfasst und verarbeitet.

Durch die stetig wachsende Datenmenge im Gesundheitswesen und die wertvollen Einblicke, die diese Daten
bieten, werden Datenservices und Datensicherung im Gesundheitswesen zu einer wichtigen und schwierigen
Herausforderung. Erstens missen Daten im Gesundheitswesen sowohl verfligbar als auch geschiitzt sein, um
Datenwiederherstellungsanforderungen, medizinische Business Continuity oder Compliance-Anforderungen zu
erfillen.

Zweitens missen Gesundheitsdaten zur Analyse bereitstehen. Haufig kommen bei dieser Analyse Ansatze auf
der Basis von kunstlicher Intelligenz (KI) und ml (Machine Learning) zum Einsatz, um medizinische
Unternehmen bei der Verbesserung ihrer Lésungen und der Schaffung von geschaftlichen Werten zu
unterstitzen.

Drittens missen die Datenserviceinfrastrukturen und die Datensicherungsmethoden das Wachstum der
Gesundheitsdaten bewaltigen, wahrend das medizinische Unternehmen wachst. Dariber hinaus wird
Datenmobilitat immer wichtiger, da die Daten vom Edge dorthin verschoben werden mussen, wo sie erstellt
werden, im Core-Bereich und in der Cloud, um die dort verfligbaren Ressourcen flir Datenanalyse oder
Archivierung zu nutzen.

NetApp bietet eine zentrale Datenmanagement-Lésung fiir Enterprise-Applikationen einschliel3lich
Gesundheitswesen und wir kdnnen Krankenhauser durch ihren Weg zur digitalen Transformation begleiten.
NetApp Cloud Volumes ONTAP bietet eine Lésung fir Datenmanagement im Gesundheitswesen, mit der
Daten effizient von einem FlexPod Datacenter zu Cloud Volumes ONTAP repliziert werden kénnen, die in einer
Public Cloud wie AWS implementiert werden.

Cloud Volumes ONTAP nutzt kostengtinstige und sichere Public Cloud-Ressourcen und verbessert die Cloud-
basierte Disaster Recovery (DR) mit duf3erst effizienter Datenreplizierung, integrierten Storage-
Effizienzfunktionen und einfachen DR-Tests. Diese Systeme werden mit einheitlicher Steuerung und einfacher
Drag-and-Drop-Funktion verwaltet, wodurch kosteneffektiver und absolut sicherer Schutz vor Fehlern,
Ausfallen oder Notfallen gewahrleistet wird. Cloud Volumes ONTAP bietet die NetApp SnapMirror Technologie
als Losung fiir die Datenreplizierung auf Block-Ebene, die das Ziel durch inkrementelle Updates auf dem
neuesten Stand halt.



Zielgruppe

Dieses Dokument richtet sich an Solution Engineers (SES) und Mitarbeiter von NetApp und Partner. NetApp
geht davon aus, dass der Leser Uber folgende Hintergrundwissen verfugt:

* Ein solides Verstandnis der SAN- und NAS-Konzepte
» Technische Vertrautheit mit NetApp ONTAP Storage-Systemen

» Technische Vertrautheit mit der Konfiguration und Administration der ONTAP Software

Vorteile der Lésung

Eine Integration von FlexPod Datacenter mit NetApp Cloud Volumes ONTAP bietet folgende Vorteile fur
Workloads im Gesundheitswesen:

» Customized Protection. Cloud Volumes ONTAP bietet Datenreplikation auf Blockebene von ONTAP in
die Cloud, sodass das Ziel durch inkrementelle Updates auf dem neuesten Stand bleibt. Benutzer kbnnen
einen Synchronisierungszeitplan festlegen, der bestimmt, wann Anderungen an der Quelle (ibertragen
werden. Damit bietet das System einen individuellen Schutz fir alle Arten von Gesundheitsdaten.

* Failover und Failback. Wenn ein Notfall eintritt, kbnnen Storage-Administratoren schnell ein Failover auf
die Cloud Volumes einrichten. Wenn der primare Standort wiederhergestellt ist, werden die in der DR-
Umgebung neu erstellten Daten zurtick zu den Quell-Volumes synchronisiert. So kann die sekundare
Datenreplizierung wieder hergestellt werden. Auf diese Weise kdnnen Gesundheitsdaten problemlos und
ohne Unterbrechung wiederhergestellt werden.

» Effizienz. der Speicherplatz und die Kosten fir die sekundare Cloud-Kopie werden durch
Datenkomprimierung, Thin Provisioning und Deduplizierung optimiert. Gesundheitsdaten werden auf
Blockebene komprimiert und dedupliziert tibertragen, was die Ubertragungsgeschwindigkeit erhoht.
Darlber hinaus werden Daten automatisch auf kostenguinstigen Objekt-Storage verschoben und lediglich
bei Zugriffen auf hochperformanten Storage zurlickgefiihrt, z. B. in einem DR-Szenario. So sinken die
laufenden Storage-Kosten deutlich.




* Schutz vor Ransomware. Der Ransomware-Schutz der NetApp Console scannt Datenquellen in lokalen
und Cloud-Umgebungen, erkennt Sicherheitslicken und gibt deren aktuellen Sicherheitsstatus und
Risikobewertung an. AnschlieRend werden konkrete Handlungsempfehlungen gegeben, die Sie weiter
untersuchen und befolgen kdnnen, um Abhilfe zu schaffen. Dies ermdglicht es Ihnen, lhre kritischen
Gesundheitsdaten vor Ransomware-Angriffen zu schitzen.

Topologie der L6sung

Dieser Abschnitt beschreibt die logische Topologie der Losung. Die folgende Abbildung stellt die
Losungstopologie dar, die aus der FlexPod -On-Premises-Umgebung, NetApp Cloud Volumes ONTAP (CVO),
das auf Amazon Web Services (AWS) lauft, und der NetApp Console SaaS-Plattform besteht.
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Die Kontrollebenen und Datenebenen werden zwischen den Endpunkten klar angezeigt. Die Datenebene lauft
Uber eine sichere Site-to-Site-VPN-Verbindung zwischen der ONTAP Instanz, die auf All-Flash FAS in FlexPod
ausgefuhrt wird, und der NetApp CVO Instanz in AWS. Die Replizierung von Daten aus dem lokalen FlexPod
Datacenter in die NetApp Cloud Volumes ONTAP erfolgt durch die NetApp SnapMirror Replizierung. Ein
optionales Backup und Tiering von kalten Daten in der NetApp CVO-Instanz zu AWS S3 wird bei dieser
Losung ebenfalls unterstitzt.

"Als Nachstes: Losungskomponenten.”

Losungskomponenten

"Zurtck: Lésungsubersicht."

FlexPod

FlexPod besteht aus vordefinierter Hardware und Software und bietet eine integrierte Grundlage fir
virtualisierte und nicht virtualisierte Losungen. FlexPod umfasst NetApp ONTAP Storage, Cisco Nexus



Netzwerkkomponenten, Cisco MDS Storage Netzwerke und das Cisco Unified Computing System (Cisco
ucs).

Organisationen im Gesundheitswesen suchen nach einer Lésung, mit der sie ihren digitalen Wandel
vereinfachen und die Patientenerfahrungen und -Ergebnisse verbessern kénnen. Mit FlexPod erhalten Sie
eine sichere, skalierbare Plattform, die die Effizienz steigert und Ihren Mitarbeitern ermdglicht, fundiertere
Entscheidungen schneller zu treffen und somit die Patientenversorgung zu verbessern.

FlexPod ist die ideale Plattform fir die Workload-Anforderungen im Gesundheitswesen, da sie folgende
Vorteile bietet:

» Optimierung des Betriebs flr schnellere Einblicke und bessere Behandlungsergebnisse
» Optimierung von Bildgebungsapplikationen mit einer skalierbaren, zuverlassigen Infrastruktur.

» Schnelle und effiziente Implementierung mit einem bewahrten Ansatz fir Applikationen im
Gesundheitswesen, wie z. B. EHR.

EHR

Electronic Health Records (EHRSs) stellt Software fiir mittelgroRe und grofle medizinische Gruppen,
Krankenhauser und integrierte Organisationen im Gesundheitswesen her. Zu den Kunden zahlen auch
kommunale Krankenhauser, akademische Einrichtungen, Kinderorganisationen, Sicherheitsnetzbetreiber und
Systeme mit mehreren Krankenhausern. Die in die EHR integrierte Software umfasst klinische Funktionen
sowie Zugriffs- und Umsatzfunktionen und kann auch zu Hause genutzt werden.

Unternehmen aus dem Gesundheitswesen stehen weiterhin unter dem Druck, den Nutzen aus ihren
umfangreichen Investitionen in branchenfiihrende EHRs zu maximieren. Wenn Kunden ihre Datacenter auf
EHR-L6sungen und geschéaftskritische Applikationen ausrichten, werden haufig die folgenden Ziele fiir die
Datacenter-Architektur identifiziert:

» Hohe Verfugbarkeit der EHR-Anwendungen
* Hohe Performance

 Einfache Implementierung von EHR im Datacenter

« Agilitat und Skalierbarkeit, um das Wachstum mit neuen EHR-Versionen oder -Applikationen zu
ermoglichen

» Auch die Wirtschaftlichkeit kann sich sehen
» Managebarkeit, Stabilitdt und einfache Support-Bedienung

* Robuste Datensicherung, Backup, Recovery und Business Continuance

FlexPod ist EHR-zertifiziert und unterstitzt eine Plattform mit Cisco UCS mit Intel Xeon-Prozessoren, Red Hat
Enterprise Linux (RHEL ) und Virtualisierung mit VMware ESXi. Diese Plattform, kombiniert mit dem hohen
Komfortniveau von EHR fur NetApp -Speicher mit ONTAP, ermdglicht es Ihnen, lhre Anwendungen im
Gesundheitswesen in einer vollstandig verwalteten privaten Cloud tber FlexPod auszufiihren, die auch mit
jedem beliebigen offentlichen Cloud-Anbieter verbunden werden kann.

NetApp Console

NetApp Console ist eine SaaS-basierte Managementplattform der Enterprise-Klasse, die es IT-Experten und
Cloud-Architekten ermdglicht, ihre hybride Multi-Cloud-Infrastruktur mithilfe von NetApp Cloud-Lésungen
zentral zu verwalten. Es bietet ein zentralisiertes System zur Anzeige und Verwaltung lhres lokalen und Cloud-
Speichers und unterstitzt Hybrid-Cloud-Umgebungen sowie mehrere Cloud-Anbieter und -Konten. Weitere
Informationen finden Sie unter "Dokumentation zur NetApp Console".


https://docs.netapp.com/us-en/console-family/index.html

Konsolenagent

Eine Console-Agent-Instanz ermoglicht es der Console, Ressourcen und Prozesse innerhalb einer 6ffentlichen
Cloud-Umgebung zu verwalten. Fiir viele der von der Konsole bereitgestellten Funktionen wird ein
Konsolenagent bendtigt, der in der Cloud oder im lokalen Netzwerk bereitgestellt werden kann.

Ein Konsolenagent wird an folgenden Standorten unterstitzt:

* Amazon Web Services
* Microsoft Azure
* Google Cloud

* On-Premises

"Erfahren Sie mehr Uber Konsolenagenten".

NetApp Cloud Volumes ONTAP

NetApp Cloud Volumes ONTAP ist ein Software-Defined-Storage-Angebot, auf dem die ONTAP
Datenmanagement-Software in der Cloud ausgefiihrt wird. Sie bietet fortschrittliches Datenmanagement fiir
Datei- und Block-Workloads. Mit Cloud Volumes ONTAP kdnnen Sie lhre Cloud Storage-Kosten optimieren,
die Applikations-Performance steigern und gleichzeitig den Schutz, die Sicherheit und die Compliance
verbessern.

Die wichtigsten Vorteile:

» Storage-Effizienz Nutzen Sie integrierte Datendeduplizierung, Datenkomprimierung, Thin Provisioning
und sofortiges Klonen, um die Storage-Kosten zu minimieren.

* Hohe Verfiuigbarkeit. Zuverlassigkeit der Enterprise-Klasse und unterbrechungsfreier Betrieb bei Ausfallen
in der Cloud-Umgebung.

Datensicherung Cloud Volumes ONTAP nutzt SnapMirror, die branchenfihrende NetApp
Replizierungstechnologie, um On-Premises-Daten in die Cloud zu replizieren. So ist es einfach, sekundare
Kopien fir verschiedene Anwendungsfalle zur Verfligung zu haben. Cloud Volumes ONTAP lasst sich auch
in Cloud Backup integrieren, um Backup- und Restore-Funktionen zum Schutz und zur langfristigen
Archivierung lhrer Cloud-Daten zu bieten.

» Daten-Tiering. Wechseln Sie nach Bedarf zwischen hoch- und Low-Performance-Speicherpools, ohne
Anwendungen offline zu schalten.

» Applikationskonsistenz. sorgen fir die Konsistenz der NetApp Snapshot Kopien mit NetApp SnapCenter
Technologie.

Datensicherheit. Cloud Volumes ONTAP unterstiitzt Datenverschllisselung und bietet Schutz vor Viren
und Ransomware.

Datenschutz-Compliance-Kontrollen. die Integration mit Cloud Data Sense hilft Ihnen, Datenkontext zu
verstehen und sensible Daten zu identifizieren.

Fuir detailliertere Informationen siehe"Cloud Volumes ONTAP" Die

NetApp Active IQ Unified Manager

Mit NetApp Active IQ Unified Manager kdnnen Sie lhre ONTAP Storage-Cluster Uber eine zentrale, neu
gestaltete und intuitive Benutzeroberflache tGberwachen, die wertvolle Erkenntnisse aus Community-Wissen
und Kl-Analysen liefert. Es bietet umfassende betriebliche, performante und proaktive Einblicke in die Storage-
Umgebung und die darauf ausgefiihrten Virtual Machines. Wenn bei der Storage-Infrastruktur ein Problem


https://docs.netapp.com/us-en/console-setup-admin/concept-connectors.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/

auftritt, informiert Sie Unified Manager Uber die Fehlerdetails, um die Ursache des Problems zu identifizieren.
Das Dashboard der Virtual Machine bietet einen Uberblick iber die Performance-Statistiken der VM, sodass
Sie den gesamten I/O-Pfad vom vSphere Host Uber das Netzwerk und schlie3lich den Storage ermitteln
kdnnen.

Einige Ereignisse bieten auch AbhilfemalRnahmen, die zur Behebung des Problems ergriffen werden kénnen.
Sie kénnen benutzerdefinierte Warnmeldungen flur Ereignisse konfigurieren, sodass Sie bei Auftreten von
Problemen tber E-Mail und SNMP-Traps benachrichtigt werden. Mit Active 1Q Unified Manager kénnen Sie die
Storage-Anforderungen lhrer Anwender planen, indem Sie Kapazitaten und Nutzungstrends prognostizieren,
um aktuelle Probleme zu vermeiden und so kurzfristige Entscheidungen zu vermeiden, die langfristig zu
zusatzlichen Problemen fiihren kénnen.

Weitere Informationen finden Sie unter "Active |Q Unified Manager".

Cisco Intersight

Cisco Intersight ist eine SaaS-Plattform, die intelligente Automatisierung, Beobachtbarkeit und Optimierung fur
herkdmmliche und Cloud-native Applikationen und Infrastrukturen bietet. Die Plattform fordert den Wandel mit
IT-Teams und bietet ein Betriebsmodell fir Hybrid Clouds. Cisco Intersight bietet folgende Vorteile:

« Schnellere Lieferung. Intersight wird als Service aus der Cloud oder im Rechenzentrum des Kunden mit
haufigen Updates und fortgesetzten Innovationen durch ein agiles Software-Entwicklungsmodell
bereitgestellt. So kann sich der Kunde auf die Unterstltzung wichtiger geschaftlicher Anforderungen
konzentrieren.

» Vereinfachter Betrieb. Intersight vereinfacht den Betrieb durch die Verwendung eines einzigen, sicheren
SaaS-bereitgestellten Tools mit gemeinsamer Inventarisierung, Authentifizierung und APlIs flr den
gesamten Stack und an allen Standorten, sodass Silos in allen Teams vermieden werden. Damit kbnnen
Sie physische Server und Hypervisoren vor Ort, auf VMs, K8s, serverlos, Automatisierung, Optimierung
und Kostenkontrolle sowohl vor Ort als auch in Public Clouds.

» Kontinuierliche Optimierung. Sie kdnnen lhre Umgebung kontinuierlich optimieren, indem Sie die
Intelligenz von Cisco Intersight auf allen Ebenen sowie von Cisco TAC nutzen. Diese Informationen werden
in empfohlene und automatisierte Aktionen umgewandelt, damit Sie sich in Echtzeit an Anderungen
anpassen kénnen: Vom Verschieben von Workloads und der Uberwachung des Zustands physischer
Server bis hin zu Empfehlungen zur Kostenreduzierung fiir die Public Clouds, mit denen Sie
zusammenarbeiten.

Cisco Intersight ermoglicht zwei verschiedene Managementmodi: UCSM Managed Mode (UMM) und Intersight
Managed Mode (IMM). Wahrend des ersten Setups der Fabric Interconnects kdnnen Sie den nativen UCSM
Managed Mode (UMM) oder Intersight Managed Mode (IMM) fiir Fabric-Attached Cisco UCS-Systeme
auswahlen. In dieser Losung wird natives IMM verwendet. Die folgende Abbildung zeigt das Cisco Intersight
Dashboard.


https://docs.netapp.com/us-en/active-iq-unified-manager/
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VMware vSphere 7.0

VMware vSphere ist eine Virtualisierungsplattform, mit der sich gro3e Mengen an Infrastrukturen
(einschliel3lich CPUs, Storage und Netzwerke) als eine nahtlose, vielseitige und dynamische
Betriebsumgebung verwalten lassen. Im Gegensatz zu herkémmlichen Betriebssystemen, die eine einzelne
Maschine verwalten, aggregiert VMware vSphere die Infrastruktur eines gesamten Rechenzentrums zu einem
einzigen Kraftpaket mit Ressourcen, die schnell und dynamisch jeder benétigten Anwendung zugewiesen
werden kdnnen.

Weitere Informationen zu VMware vSphere und seinen Komponenten finden Sie unter"VMware vSphere" Die

VMware vCenter Server

VMware vCenter Server ermdglicht einheitliches Management aller Hosts und VMs Uber eine einzige Konsole
und aggregiert die Performance-Uberwachung von Clustern, Hosts und VMs. VMware vCenter Server bietet
Administratoren einen detaillierten Einblick in Status und Konfiguration von Computing-Clustern, Hosts, VMs,
Storage, Gastbetriebssystem Und anderen geschaftskritischen Komponenten einer virtuellen Infrastruktur.
VMware vCenter verwaltet die umfassenden Funktionen, die in einer VMware vSphere Umgebung verfligbar
sind.

Fur detaillierte Informationen siehe"\VVMware vCenter" Die

Hardware- und Software-Versionen

Diese Hybrid-Cloud-Ldsung kann auf jede FlexPod -Umgebung erweitert werden, die unterstitzte Versionen
von Software, Firmware und Hardware gemafR der Definition in der"NetApp Interoperabilitats-Matrix-Tool"
,"UCS Hardware- und Softwarekompatibilitat" , Und"VMware Compatibility Guide" Die

In der folgenden Tabelle sind die lokalen FlexPod Hardware- und Softwareversionen aufgefihrt.

Komponente Produkt Version

Computing Cisco UCS X210c M6 5.0(1b)


https://www.vmware.com/products/vsphere.html
https://www.vmware.com/products/vcenter.html
http://support.netapp.com/matrix/
https://ucshcltool.cloudapps.cisco.com/public/
https://www.vmware.com/resources/compatibility/search.php

Komponente Produkt Version

Cisco UCS Fabric Interconnects 4.2(2a)

6454
Netzwerk Cisco Nexus 9336C-FX2 NX-OS 9.3 (9)
Storage NetApp AFF A400 ONTAP 9.11.1P2
NetApp ONTAP Tools fur VMware  9.11
vSphere
NetApp NFS Plug-in fur VMware 2.0
VAAI

NetApp Active IQ Unified Manager 9.11P1

Software VMware vSphere 7.0 (U3)
VMware ESXi Nenic Ethernet- 1.0.35.0
Treiber
VMware vCenter Appliance 7.0.3
Cisco Intersight Assist Virtual 1.0.9-342
Appliance

Die folgende Tabelle zeigt die Versionen von Console und Cloud Volumes ONTAP .

Anbieter Produkt Version
NetApp Konsole 3.9.24
Cloud Volumes ONTAP ONTAP 9.11

"Weiter: Installation und Konfiguration."

Installation und Konfiguration

"Friher: Lésungskomponenten."

NetApp Cloud Volumes ONTAP Implementierung

Flhren Sie die folgenden Schritte aus, um Ihre Cloud Volumes ONTAP-Instanz zu konfigurieren:
1. Vorbereitung der Public-Cloud-Service-Provider-Umgebung
Fir die Lésungskonfiguration missen Sie die Umgebungsdetails Ihres Public Cloud-Service-Providers
erfassen. Zur Vorbereitung der Amazon Web Services (AWS)-Umgebung bendtigen Sie beispielsweise
den AWS-Zugriffsschliissel, den AWS-Geheimschlissel und weitere Netzwerkdetails wie Region, VPC,
Subnetz usw.

2. Konfigurieren Sie das VPC-Endpunkt-Gateway.

Um die Verbindung zwischen der VPC und dem AWS S3-Service zu ermoglichen, ist ein VPC-Endpunkt-
Gateway erforderlich. Damit wird die Sicherung auf CVO, einem Endpunkt mit dem Gateway-Typ, aktiviert.

3. Greifen Sie auf die NetApp Console zu.



Um auf die Konsole und andere Cloud-Dienste zuzugreifen, miissen Sie sich anmelden bei "NetApp
Console" Die Informationen zum Einrichten von Arbeitsbereichen und Benutzern im Konsolenkonto finden
Sie unter "Einrichtung und Verwaltung der NetApp Console" Die Sie bendtigen ein Konto, das die
Berechtigung besitzt, den Console-Agenten direkt von der Console aus bei Ihrem Cloud-Anbieter
bereitzustellen. Um die bendtigten Berechtigungen zu erhalten, lesen Sie bitte Folgendes:
"Berechtigungsubersicht fir die NetApp Console" Die

4. Konsolenagent bereitstellen.

Bevor Sie ein Cloud Volume ONTAP -System hinzufiigen, missen Sie einen Konsolenagenten
bereitstellen. Die Konsole fordert Sie auf, wenn Sie versuchen, Ihr erstes Cloud Volumes ONTAP System
ohne installierten Konsolenagenten zu erstellen. Informationen zur Bereitstellung eines Console-Agenten
in AWS uber die Console finden Sie unter "Installationsoptionen fur Konsolenagenten in AWS" Die

5. Starten Sie Cloud Volumes ONTAP in AWS.

Sie kénnen Cloud Volumes ONTAP in einer Einzelsystemkonfiguration oder als HA-Paar in AWS starten.
"Lesen Sie die Schritt-flir-Schritt-Anleitung".

Ausflhrliche Informationen zu diesen Schritten finden Sie im "Schnellstartanleitung fur Cloud Volumes
ONTAP in AWS".

Bei dieser Losung haben wir ein Cloud Volumes ONTAP System mit einem einzigen Knoten in AWS
bereitgestellt.

Lokale FlexPod-Implementierung

Informationen Uber die Designdetails von FlexPod with UCS X-Series, VMware and NetApp ONTAP finden Sie
im "FlexPod Datacenter mit Cisco UCS X-Serie" Designleitfaden Dieses Dokument enthalt Anleitungen zum
Design, wie Sie die von Cisco Intersight gemanagte Plattform der UCS X-Serie in die FlexPod Datacenter-
Infrastruktur integrieren kdnnen.

Informationen zur Bereitstellung der lokalen FlexPod-Instanz finden Sie unter "Implementierungsleitfaden”.

Dieses Dokument enthalt Anleitungen zur Implementierung, wie Sie die von Cisco Intersight gemanagte
Plattform der UCS X-Serie in eine FlexPod Datacenter-Infrastruktur integrieren kénnen. Das Dokument
behandelt sowohl Konfigurationen als auch Best Practices fiir eine erfolgreiche Implementierung.

FlexPod kann sowohl im UCS Managed Mode als auch im Cisco Intersight Managed Mode (IMM)
implementiert werden. Wenn Sie FlexPod im verwalteten UCS-Modus bereitstellen, finden Sie dies
"Designleitfaden" Und das "Implementierungsleitfaden".

Die FlexPod-Implementierung kann mit ,Infrastructure-as-Code” Gber Ansible automatisiert werden.
Nachfolgend finden Sie die Links zu GitHub Repositorys flir eine End-to-End FlexPod Implementierung:

* Ansible-Konfiguration von FlexPod mit Cisco UCS im UCS Managed Mode, NetApp ONTAP und VMware
vSphere sind sichtbar "Hier".

* Ansible-Konfiguration von FlexPod mit Cisco UCS in IMM, NetApp ONTAP und VMware vSphere sind
sichtbar "Hier".

On-Premises-ONTAP Storage-Konfiguration

In diesem Abschnitt werden einige der wichtigen fir diese Losung spezifischen ONTAP Konfigurationsschritte
beschrieben.


https://cloudmanager.netapp.com/
https://cloudmanager.netapp.com/
https://docs.netapp.com/us-en/console-setup-admin/index.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/reference-permissions.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/task-creating-connectors-aws.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-deploying-otc-aws.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-aws.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-aws.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://netapp-https:/www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.htmlmy.sharepoint.com/personal/dorianh_netapp_com/Documents/Projects/Github%20Conversions/FlexPod/TR-4960/TR-4960%20FlexPod%20hybrid%20cloud%20with%20CVO%20for%20Epic%20latest-Feb14.docx
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html
https://github.com/ucs-compute-solutions/FlexPod-UCSM-M6
https://github.com/ucs-compute-solutions/FlexPod-IMM-4.2.2

1. Konfigurieren Sie eine SVM, auf der der iSCSI-Dienst ausgefuhrt wird.

1. vserver create -vserver Healthcare SVM -rootvolume
Healthcare SVM root -aggregate aggrl A400 G0312 01 -rootvolume-security
-style unix

2. vserver add-protocols -vserver Healthcare SVM -protocols iscsi

3. vserver iscsi create -vserver Healthcare SVM

To verify:

A400-G0312::> vserver iscsi show -vserver Healthcare SVM
Vserver: Healthcare SVM

Target Name:
ign.1992-08.com.netapp:sn.1fbf00£f438cllled866cd039%9ea91fb56:vs.3
Target Alias: Healthcare SVM

Administrative Status: up

Wenn die iSCSI-Lizenz wahrend der Clusterkonfiguration nicht installiert wurde, miissen Sie die Lizenz
installieren, bevor Sie den iISCSI-Dienst erstellen.

2. Erstellen Sie ein FlexVol-Volume.

1. volume create -vserver Healthcare SVM -volume hc iscsi vol -aggregate
aggrl A400 G0312 01 -size 500GB -state online -policy default -space

guarantee none

3. Fugen Sie Schnittstellen fir iISCSI-Zugriff hinzu.

1. network interface create -vserver Healthcare SVM -1if iscsi-1if-0la
-service-policy default-data-iscsi -home-node <st-node0l> -home-port
ala-<infra-iscsi-a-vlan-id> -address <st-nodelOl-infra-iscsi-a-ip>
-netmask <infra-iscsi-a-mask> -status-admin up

2. network interface create -vserver Healthcare SVM -1if iscsi-1if-01b
-service-policy default-data-iscsi -home-node <st-node(0l> -home-port
ala-<infra-iscsi-b-vlan-id> -address <st-nodeOl-infra-iscsi-b-ip>
-netmask <infra-iscsi-b-mask> -status-admin up

3. network interface create -vserver Healthcare SVM -1if iscsi-1if-02a
-service-policy default-data-iscsi -home-node <st-node02> -home-port
ala-<infra-iscsi-a-vlan-id> -address <st-nodeO2-infra-iscsi-a-ip>
-netmask <infra-iscsi-a-mask> -status—-admin up

4. network interface create -vserver Healthcare SVM -1if iscsi-1if-02b
-service-policy default-data-iscsi -home-node <st-node02> -home-port
ala-<infra-iscsi-b-vlan-id> -address <st-nodelO2-infra-iscsi-b-ip>
-netmask <infra-iscsi-b-mask> -status-admin up
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6.

In dieser Lésung haben wir vier iSCSI Logical Interfaces (LIFs) erstellt, zwei auf jedem Node.

Nachdem die FlexPod Instanz mit bereitgestelltem vCenter ausgefihrt wurde und alle ESXi Hosts
hinzugefugt wurden, missen wir eine Linux VM implementieren, die als Server fungiert, der mit dem
NetApp ONTAP Storage verbunden ist und auf diesen zugreift. In dieser Losung haben wir eine CentOS 8-
Instanz in vCenter installiert.

Erstellen Sie eine LUN.

1. lun create -vserver Healthcare SVM -path /vol/hc iscsi vol/iscsi lunl
-size 200GB -ostype linux -space-reserve disabled

Fir eine ODB (EHR Operational Database), ein Journal und Applikations-Workloads empfiehlt EHR die
Bereitstellung von Storage flr Server als iISCSI-LUNs. NetApp unterstitzt auch die Verwendung von FCP
und NVMe/FC, wenn Sie Versionen von AlX und den RHEL Betriebssystemen verwenden kdnnen,
wodurch die Performance verbessert wird. FCP und NVMe/FC kénnen gleichzeitig im selben Fabric
vorhanden sein.

Erstellen einer Initiatorgruppe

1. igroup create -vserver Healthcare SVM -igroup ehr -protocol iscsi
-ostype linux -initiator ign.1994-05.com.redhat:8e91e9769336

IGroups ermdglichen den Serverzugriff auf LUNs. Fur Linux-Host kann der Server-IQN in der Datei
gefunden werden /etc/iscsi/initiatorname.iscsi.
Ordnen Sie die LUN der Initiatorgruppe zu.

1. lun mapping create -vserver Healthcare SVM -path
/vol/hc_iscsi vol/iscsi lunl -igroup ehr -lun-id 0

Figen Sie der NetApp Console lokalen FlexPod Speicher hinzu.

Flhren Sie die folgenden Schritte aus, um Ihren FlexPod -Speicher mithilfe der Konsole zum System
hinzuzufiigen.

1.

> 0N

Wahlen Sie im NavigationsmenU Speicher > Systeme.
Klicken Sie auf der Seite ,Systeme” auf System hinzufiigen und wahlen Sie Lokale Installation aus.
Wahlen Sie On-Premise ONTAP. Klicken Sie Auf Weiter.

Geben Sie auf der Seite ONTAP Cluster Details die Cluster-Management-IP-Adresse und das Kennwort fiir
das Admin-Benutzerkonto ein. Klicken Sie dann auf Hinzufiigen.

Geben Sie auf der Seite Details und Anmeldeinformationen einen Namen und eine Beschreibung fiir die
Arbeitsumgebung ein, und klicken Sie dann auf Go.

Die Konsole erkennt den ONTAP Cluster und fligt ihn als System auf der Seite ,Systeme” hinzu.
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Ausfuhrliche Informationen finden Sie auf der Seite "Erkennen von ONTAP Clustern vor Ort".

"Weiter: SAN-Konfiguration."

SAN-Konfiguration

"Zurlck: Installation und Konfiguration."

In diesem Abschnitt wird die Host-seitige Konfiguration beschrieben, die von EHR zur
optimalen Integration der Software in NetApp Storage erforderlich ist. In diesem Segment
befassen wir uns insbesondere mit der Host-Integration fur Linux-Betriebssysteme.
Verwenden Sie die "NetApp Interoperabilitats-Matrix-Tool (IMT)" Zur Validierung aller
Versionen von Software und Firmware.

@ Die folgenden Konfigurationsschritte sind spezifisch flr den CentOS 8-Host, der in dieser
Lésung verwendet wurde.

NetApp Host Utility Kit

NetApp empfiehlt die Installation des NetApp Host Utility Kit (Host Utilities) auf den Betriebssystemen der
Hosts, die mit den NetApp Storage-Systemen verbunden sind und auf diese zugreifen. Native Microsoft
Multipath-1/0 (MP10O) wird unterstiitzt. Das Betriebssystem muss fiir Multipathing asymmetrisch (Asymmetric
Logical Unit Access, ALUA) fahig sein. Durch das Installieren der Host Utilities werden die HBA-Einstellungen
(Host Bus Adapter) fur den NetApp Storage konfiguriert.

NetApp Host Utilities kdnnen heruntergeladen werden "Hier". In dieser Lésung haben wir Linux Host Utilities
7.1 auf dem Host installiert.

[root@hc-cloud-secure-1 ~]# rpm -ivh netapp linux unified host utilities-
7-1.x86_64.rpm

ONTAP Storage entdecken

Stellen Sie sicher, dass der iISCSI-Dienst ausgefuihrt wird, wenn die Anmeldungen erfolgen sollen. Um den
Anmelde-Modus fiir ein bestimmtes Portal auf einem Ziel oder fiir alle Portale auf einem Ziel festzulegen,
verwenden Sie die iscsiadm Befehl.

[root@hc-cloud-secure-1 ~]# rescan-scsi-bus.sh
[root@hc-cloud-secure-1 ~]# iscsiadm -m discovery -t sendtargets -p
<iscsi-lif-ip>

[root@hc-cloud-secure-1 ~]# iscsiadm -m node -L all

Jetzt konnen Sie verwenden sanlun Um Informationen Uber die mit dem Host verbundenen LUNs
anzuzeigen. Stellen Sie sicher, dass Sie als root auf dem Host angemeldet sind.
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[root@hc-cloud-secure-1 ~]# sanlun lun show
controller (7mode/E-Series) /

device host lun
vserver (cDOT/FlashRay) lun-pathname filename adapter protocol size

product
Healthcare SVM /dev/sdb host33 1iSCSI 200g
cDOT

/vol/hc_iscsi vol/iscsi lunl
Healthcare SVM /dev/sdc host34 iSCSI 200g
cDOT

/vol/hc iscsi vol/iscsi lunl

Konfigurieren Sie Multipathing

Device Mapper Multipathing (DM-Multipath) ist ein natives Multipathing-Dienstprogramm in Linux. Es kann fir
Redundanz und zur Verbesserung der Leistung verwendet werden. Die Software aggregiert oder kombiniert
die zahlreichen 1/0O-Pfade zwischen Servern und Storage und erstellt somit ein einziges Gerat auf
Betriebssystemebene.

1. Bevor Sie DM-Multipath auf Inrem System einrichten, stellen Sie sicher, dass lhr System aktualisiert wurde

und den enthélt device-mapper-multipath Paket.

[root@hc-cloud-secure-1 ~]1# rpm -galgrep multipath
device-mapper-multipath-1ibs-0.8.4-31.e18.x86 64
device-mapper-multipath-0.8.4-31.e18.x86 64

2. Die Konfigurationsdatei ist die /etc/multipath.conf Datei: Aktualisieren Sie die Konfigurationsdatei
wie unten gezeigt.
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[root@hc-cloud-secure-1 ~]# cat /etc/multipath.conf

defaults {
path checker readsector(
no path retry fail

}

devices {

device {
vendor "NETAPP "
product "LUN.*"
no_path retry queue
path checker tur

3. Aktivieren und starten Sie die Multipath-Services.

[root@hc-cloud-secure-1 ~]# systemctl enable multipathd.service
[root@hc-cloud-secure-1 ~]# systemctl start multipathd.service

4. Flgen Sie das ladbare Kernelmodul hinzu dm-multipath Und starten Sie den Multipath-Dienst neu.
Uberpriifen Sie abschlieBend den Multipathing-Status.

[root@hc-cloud-secure-1 ~]# modprobe -v dm-multipath
insmod /lib/modules/4.18.0-408.el18.x86 64/kernel/drivers/md/dm-
multipath.ko.xz

[root@hc-cloud-secure-1 ~]# systemctl restart multipathd.service

[root@hc-cloud-secure-1 ~]# multipath -11
3600a09803831494c372b545a4d786278 dm-2 NETAPP,LUN C-Mode

size=200G features='3 queue if no path pg init retries 50' hwhandler='1l
alua' wp=rw

| -+- policy='service-time 0' prio=50 status=active

| "= 33:0:0:0 sdb 8:16 active ready running

‘—+- policy='service-time 0' prio=10 status=enabled

"= 34:0:0:0 sdc 8:32 active ready running

@ Ausfluhrliche Informationen zu diesen Schritten finden Sie unter "Hier".

Erstellen eines physischen Volumes

Verwenden Sie die pvcreate Befehl zum Initialisieren eines Blockgerats, das als physisches Volume
verwendet werden soll. Die Initialisierung ist analog zur Formatierung eines Dateisystems.
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[root@hc-cloud-secure-1 ~]# pvcreate /dev/sdb
Physical volume "/dev/sdb" successfully created.

Volume-Gruppe erstellen

Um eine Volume-Gruppe aus einem oder mehreren physischen Volumes zu erstellen, verwenden Sie die
vgcreate Befehl. Mit diesem Befehl wird eine neue Volume-Gruppe nach Namen erstellt und ihr mindestens
ein physisches Volume hinzugefugt.

[root@hc-cloud-secure-1 ~]# vgcreate datavg /dev/sdb
Volume group "datavg" successfully created.

Der vgdisplay Mit dem Befehl kdnnen die Eigenschaften der Volume-Gruppe (z. B. GroRe, Extents, Anzahl
physischer Volumes usw.) in einem festen Format angezeigt werden.

[root@hc-cloud-secure-1 ~]# vgdisplay datavg
—-—— Volume group ---

VG Name datavg

System ID

Format 1vm2

Metadata Areas 1

Metadata Sequence No 1

VG Access read/write

VG Status resizable

MAX LV 0

Cur LV 0

Open LV 0

Max PV 0

Cur PV 1

Act PV 1

VG Size <200.00 GiB

PE Size 4.00 MiB

Total PE 51199

Alloc PE / Size 0/ 0

Free PE / Size 51199 / <200.00 GiB
VG UUID C79mI0-J0SS-Cq91-t6b4-A9xw-nTfi-RXcy28

Erstellung eines logischen Volumes

Wenn Sie ein logisches Volume erstellen, wird das logische Volume mithilfe der freien Extents auf den
physischen Volumes, aus denen die Volume-Gruppe besteht, aus einer Volume-Gruppe erstellt.

15



[root@hc-cloud-secure-1 ~]# lvcreate - 1 100%FREE -n datalv datavg
Logical volume "datalv" created.

Mit diesem Befehl wird ein logisches Volume mit dem Namen erstellt datalv Dies belegt den gesamten nicht
zugewiesenen Speicherplatz in der Volume-Gruppe datavg.

Erstellen Sie ein Dateisystem

[root@hc-cloud-secure-1 ~]1# mkfs.xfs -K /dev/datavg/datalv

meta-data=/dev/datavg/datalv isize=512 agcount=4, agsize=13106944
blks
= sectsz=4096 attr=2, projid32bit=1
= crc=1 finobt=1, sparse=1, rmapbt=0
= reflink=1 bigtime=0 inobtcount=0
data = bsize=4096 blocks=52427776, imaxpct=25
= sunit=0 swidth=0 blks
naming =version 2 bsize=4096 ascii-ci=0, ftype=1
log =internal log bsize=4096 blocks=25599, version=2

= sectsz=4096 sunit=1 blks, lazy-count=1
realtime =none extsz=4096 blocks=0, rtextents=0

Ordner zum Mounten erstellen

[root@hc-cloud-secure-1 ~]# mkdir /filel

Mounten Sie das Dateisystem

[root@hc-cloud-secure-1 ~]# mount -t xfs /dev/datavg/datalv /filel

[root@hc-cloud-secure-1 ~]# df -k

Filesystem 1K-blocks Used Available Use% Mounted on
devtmpfs 8072804 0 8072804 0% /dev

tmpfs 8103272 0 8103272 0% /dev/shm

tmpfs 8103272 9404 8093868 % /run

tmpfs 8103272 0 8103272 % /sys/fs/cgroup
/dev/mapper/cs-root 45496624 5642104 39854520 13% /

/dev/sda2 1038336 258712 779624 25% /boot
/dev/sdal 613184 7416 605768 % /boot/efi
tmpfs 1620652 12 1620640 % /run/user/42
tmpfs 1620652 0 1620652 % /run/user/0

/dev/mapper/datavg-datalv 209608708 1494520 208114188 1% /filel
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Ausflhrliche Informationen zu diesen Aufgaben finden Sie auf der Seite "LVM-Administration mit CLI-
Befehlen".

Datengenerierung

‘Dgen.pl ist ein Perl-Skript-Datengenerator fiur den I/O-Simulator von EHR
(GenerateIO). Die Daten innerhalb der LUNs werden mit dem EHR generiert.
"Dgen.pl” Skript. Das Skript ist so konzipiert, dass es Daten erzeugt,
die den Daten in einer EHR-Datenbank &hneln.

[root@hc-cloud-secure-1 ~]# cd GenerateIO-1.17.3/

[root@hc-cloud-secure-1 GenerateIO-1.17.3]1# ./dgen.pl --directory /filel
--jobs 80

[root@hc-cloud-secure-1 ~]# cd /filel/

[root@hc-cloud-secure-1 filell# 1s

dir0l dir05 dir09 dirl3 dirl7 dir21 dir25 dir29 dir33 dir37
dird4l dir45 dir49 dir53 dir57 dire6l dir65 dir69 dir73 dir77
dir02 dir06 dirl0 dirl4 dirl8 dir22 dir26 dir30 dir34 dir38
dir42 dir46 dir50 dir54 dir58 dir62 dir66 dir70 dir74 dir78
dir03 dir07 dirll dirl5 dirl9 dir23 dir27 dir31 dir35 dir39
dir43 dir47 dir51 dir55 dir59 dir63 dir67 dir71 dir75 dir79
dir04 dir08 dirl2 dirle dir20 dir24 dir28 dir32 dir36 dir40
dirdd4d dir48 dir52 dir56 dire0 dired4d dir68 dir72 dir76 dir80

[root@hc-cloud-secure-1 filell]l# df -k

Filesystem 1K-blocks Used Available Use$% Mounted
on

/dev/mapper/datavg-datalv 209608708 178167156 31441552 85% /filel

Wahrend der Ausflhrung wird die angezeigt Dgen.pl Skript verwendet standardmafig 85 % des
Dateisystems fir die Datengenerierung.

Konfiguration der SnapMirror Replizierung zwischen lokalem ONTAP und Cloud Volumes ONTAP

NetApp SnapMirror repliziert Daten mit hohen Geschwindigkeiten Uber LAN oder WAN, so dass Sie in
virtuellen und herkdmmlichen Umgebungen hohe Datenverfligbarkeit und schnelle Datenreplizierung erhalten.
Durch das Replizieren und standige Aktualisieren der sekundaren Daten auf NetApp Storage-Systemen sind
die Daten immer aktuell und verflgbar. Es sind keine externen Replizierungsserver erforderlich.

Flhren Sie die folgenden Schritte aus, um die SnapMirror Replizierung zwischen Ihrem lokalen ONTAP
System und CVO zu konfigurieren.

1. Wahlen Sie im NavigationsmenU Speicher > Systeme.

2. Wahlen Sie unter ,Systeme* das System aus, das das Quellvolume enthalt, ziehen Sie es auf das System,
auf das Sie das Volume replizieren méchten, und wahlen Sie dann Replikation aus.
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In den verbleibenden Schritten wird erldutert, wie eine synchrone Beziehung zwischen Cloud Volumes
ONTAP und On-Premises-ONTAP-Clustern erstellt werden kann.

. Einrichtung von Quell- und Ziel-Peering. Wenn diese Seite angezeigt wird, wahlen Sie alle Cluster-LIFs

fur die Cluster-Peer-Beziehung aus.

. Auswahl des Quell-Volumes. Wahlen Sie das Volume aus, das Sie replizieren mochten.

5. Zieldatentyp und Tiering. Wenn es sich bei dem Ziel um ein Cloud Volumes ONTAP-System handelt,

10.

wahlen Sie den Zieldatentyp aus und wahlen, ob Sie Daten-Tiering aktivieren mdchten.

. Zieldatentrager Name: Geben Sie den Namen des Zieldatentrager an und wahlen Sie das Zielaggregat.

Wenn das Ziel ein ONTAP-Cluster ist, missen Sie auch die Ziel-Storage-VM angeben.

. Maximale Ubertragungsrate. Geben Sie die maximale Ubertragungsrate (in Megabyte pro Sekunde) an.

. Replikationsrichtlinie. Wahlen Sie eine Standardrichtlinie oder klicken Sie auf zusatzliche Richtlinien

und wahlen Sie dann eine der erweiterten Richtlinien aus. Hilfe erhalten Sie unter: "Weitere Informationen
zu Replizierungsrichtlinien".

. Zeitplan. Wahlen Sie eine einmalige Kopie oder einen wiederkehrenden Zeitplan. Es stehen mehrere

Standardzeitplane zur Verfligung. Wenn Sie einen anderen Zeitplan bendtigen, missen Sie einen neuen
Zeitplan auf der erstellen destination cluster Verwenden von System Manager.

Review. Uberpriifen Sie lhre Auswahl und klicken Sie auf Go.

Ausfuhrliche Informationen zu diesen Konfigurationsschritten finden Sie unter "Hier".

Die Konsole startet den Datenreplikationsprozess. In diesem Stadium kénnen Sie den Replikationsdienst
sehen, der zwischen lhrem lokalen ONTAP System und Cloud Volumes ONTAP eingerichtet wurde.

Im Cloud Volumes ONTAP Cluster kbnnen Sie das neu erstellte Volume sehen.

Sie kénnen auch Uberprifen, ob die SnapMirror Beziehung zwischen dem lokalen Volume und dem Cloud
Volume aufgebaut ist.

Weitere Informationen zur Replikationsaufgabe finden Sie auf der Registerkarte Replikation.

"Weiter: Lésungsvalidierung."

Losungsvalidierung

"Zurlck: SAN-Konfiguration."

In diesem Abschnitt werden einige Anwendungsfalle fur Losungen vorgestellt.

* Ein primarer Anwendungsfall fir SnapMirror ist das Daten-Backup. SnapMirror kann als primares Backup

Tool genutzt werden, indem Daten innerhalb desselben Clusters oder zu Remote-Zielen repliziert werden.

* Verwendung der DR-Umgebung fur Applikationsentwicklung (Entwicklung/Test)

« DR im Falle eines Disasters in der Produktion.

» Datenverteilung und Remote-Datenzugriff:

Bemerkenswert ist, dass die in dieser Losung validierten relativ wenigen Anwendungsfalle nicht die gesamte
Funktionalitat der SnapMirror Replizierung darstellen.
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Applikationsentwicklung und -Tests (Entw./Test)

Zur Beschleunigung der Applikationsentwicklung kénnen replizierte Daten am DR-Standort geklont und zum
entwickeln und Testen von Applikationen genutzt werden. Durch das Zusammenfiihren von DR- und
Entwicklungs-/Testumgebungen |asst sich die Auslastung von Backup- oder DR-Einrichtungen immens
verbessern. Zudem stehen durch Klone fir Test und Entwicklung so viele Datenkopien wie ndtig zur
Verfligung, um die Produktion zu beschleunigen.

Mit der NetApp FlexClone Technologie kann schnell eine Lese-/Schreibkopie eines SnapMirror Ziel-FlexVol-
Volumes erstellt werden, falls Sie einen Lese-/Schreibzugriff auf die sekundare Kopie haben méchten, um zu
bestatigen, ob alle Produktionsdaten verfligbar sind.

Gehen Sie wie folgt vor, um die DR-Umgebung fiir die Entwicklung/den Test von Applikationen zu nutzen:

1. Erstellen einer Kopie der Produktionsdaten Fiihren Sie dazu einen Anwendungs-Snapshot eines On-
Premises-Volumes aus. Das Erstellen eines Applikations-Snapshots besteht aus drei Schritten: Lock,
Snap, und Unlock.

a. Legen Sie das Filesystem still, damit der 1/0 ausgesetzt wird und die Anwendungen konsistent bleiben.
Alle Anwendungen, die auf das Dateisystem schreiben, bleiben in einem Wartezustand, bis der Befehl
zum unstilllegen in Schritt ¢ ausgegeben wird Die Schritte a, b und ¢ werden Uber einen transparenten
Prozess oder einen transparenten Workflow ausgefihrt, der die SLA fir Applikationen nicht
beeintrachtigt.

[root@hc-cloud-secure-1 ~]# fsfreeze -f /filel

Diese Option fordert das angegebene Dateisystem auf, von neuen Anderungen eingefroren zu werden.
Jeder Prozess, der versucht, in das eingefrorene Dateisystem zu schreiben, wird blockiert, bis das
Dateisystem nicht eingefroren ist.

b. Erstellen Sie einen Snapshot des On-Premises-Volumes.

A400-G0312::> snapshot create -vserver Healthcare SVM -volume
hc iscsi vol -snapshot kamini

c. Heben Sie die Stilllegung des Dateisystems auf, um I/O neu zu starten

[root@hc-cloud-secure-1 ~]# fsfreeze -u /filel

Diese Option wird verwendet, um das Dateisystem aufzufrieren und den Betrieb fortzusetzen. Alle
Dateisystemanderungen, die durch das Einfrieren blockiert wurden, werden entsperrt und kénnen
abgeschlossen werden.

Applikationskonsistente Snapshots kdnnen dartiber hinaus mithilfe von NetApp SnapCenter erstellt
werden, mit der der oben beschriebene Workflow im Rahmen von SnapCenter vollstandig orchestriert wird.
Ausflhrliche Informationen finden Sie unter "Hier".

2. Fihren Sie einen SnapMirror Update-Vorgang durch, um die Produktions- und DR-Systeme synchron zu
halten.
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https://docs.netapp.com/us-en/snapcenter/

3.

4,

5.
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singlecvoaws::> snapmirror update -destination-path
svm_singlecvoaws:hc iscsi vol copy -source-path
Healthcare SVM:hc iscsi vol

Operation is queued: snapmirror update of destination
“svm singlecvoaws:hc iscsi vol copy”.

Ein SnapMirror Update kann auch Uber die NetApp Console GUI unter der Registerkarte Replikation
durchgefiihrt werden.

Erstellen Sie auf Basis des bereits zuvor erstellten Applikations-Snapshots eine FlexClone Instanz.

singlecvoaws::> volume clone create -flexclone kamini clone -type RW
-parent-vserver svm singlecvoaws -parent-volume hc iscsi vol copy

-junction-active true -foreground true -parent-snapshot kamini

[Job 996] Job succeeded: Successful

Fir die vorherige Aufgabe kann auch ein neuer Snapshot erstellt werden, Sie missen jedoch die gleichen

Schritte wie oben ausflihren, um die Anwendungskonsistenz zu gewahrleisten.

Aktivieren Sie ein FlexClone Volume, um die EHR-Instanz in der Cloud zu erstellen.

singlecvoaws::> lun mapping create -vserver svm singlecvoaws -path

/vol/kamini clone/iscsi lunl -igroup ehr-igroup -lun-id 0

singlecvoaws::> lun mapping show
Vserver Path Igroup LUN ID
Protocol

svm_singlecvoaws

/vol/kamini clone/iscsi lunl ehr-igroup 0 iscsi

Flhren Sie die folgenden Befehle fiir die EHR-Instanz in der Cloud aus, um auf die Daten oder das
Dateisystem zuzugreifen.

a. ONTAP Storage entdecken. Uberpriifen Sie den Multipathing-Status.



sudo rescan-scsi-bus.sh
sudo iscsiadm -m discovery -t sendtargets -p <iscsi-lif-ip>
sudo iscsiadm -m node -L all

sudo sanlun lun show

Output:
controller (7mode/E-Series) / device host lun
vserver (cDOT/FlashRay) lun-pathname filename adapter protocol size
product

svm_singlecvoaws /dev/sda host2 iscsI 200g
cDOT

/vol/kamini clone/iscsi lunl
sudo multipath -11

Output:

3600a09806631755a452b543041313053 dm-0 NETAPP,LUN C-Mode
size=200G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw

‘—+- policy='service-time 0' prio=50 status=active

"= 2:0:0:0 sda 8:0 active ready running

b. Aktivieren Sie die Volume-Gruppe.

sudo vgchange -ay datavg
Output:
1 logical volume(s) in volume group "datavg" now active

c. Mounten Sie das Dateisystem und zeigen Sie die Zusammenfassung der Dateisysteminformationen
an.

sudo mount -t xfs /dev/datavg/datalv /filel

cd /filel

df -k

Output:

Filesystem 1K-blocks Used Available Use%
Mounted on

/dev/mapper/datavg-datalv 209608708 183987096 25621612 88%
/filel

So wird Uberprift, ob Sie die DR-Umgebung fir Entwicklung und Tests von Applikationen verwenden
kénnen. Mithilfe der Entwicklungs- und Testverfahren fir Applikationen auf lhrem DR-Storage nutzen
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Sie Ressourcen besser, die andernfalls méglicherweise die meiste Zeit ungenutzt bleiben.

Disaster Recovery

SnapMirror Technologie wird auch als Teil von DR-Planen eingesetzt. Wenn kritische Daten an einen anderen
physischen Standort repliziert werden, muss ein schwerwiegender Ausfall nicht zu langeren Datenperioden fir
geschaftskritische Applikationen flhren. Clients kdnnen bis zur Wiederherstellung des Produktionsstandorts
vor Beschadigung, versehentlichem Léschen, Naturkatastrophen usw. Uber das Netzwerk auf replizierte Daten
zugreifen.

Im Falle eines Failback zum primaren Standort bietet SnapMirror eine effiziente Mdglichkeit, den DR-Standort
am primaren Standort neu zu synchronisieren. Dabei werden nur geanderte oder neue Daten vom DR-
Standort aus zuriick zum primaren Standort Ubertragen, indem die SnapMirror Beziehung einfach umgekehrt
wird. Nachdem der primare Produktionsstandort den normalen Applikationsbetrieb wiederaufgenommen hat,
setzt SnapMirror die Ubertragung zum DR-Standort fort, ohne dass ein weiterer Basistransfer erforderlich ist.

Gehen Sie wie folgt vor, um ein erfolgreiches DR-Szenario zu validieren:

1. Simulieren Sie einen Notfall auf der Quell- (Produktions-) Seite, indem Sie die SVM, die das lokale ONTAP
Volume hostet, anhalten (hc_iscsi vol).

= " ONTAP System Manager Search actions, objects, and pages Q @ o

Storage VMs

DASHBOARD
INSIGHTS -+ Add Q_ Search ¥ Download @ Show/Hide v = Filter
STORAGE Name State Subtype Configured Protocols IPspace Protection
Overview CI_CIFS_SUM running default SMB/CIFS Default 9
Volumes

cl_svM running default NFS, iSCSl, FC Default )
LUNs
BT EaE Healthcare_SVM : running default NFS, iSCS| Default 9
Shares e
Buckets Delete
arrees

Quotas

Trace File Access
Storage VMs.

Login Banner Message

Tiers

NETWORK
EVENTS & JOBS
PROTECTION
HOSTS

CLUSTER Showing 1 -3 of 3 Storage VMs !

Vergewissern Sie sich, dass die SnapMirror Replizierung bereits zwischen der On-Premises-ONTAP in der
FlexPod-Instanz und Cloud Volumes ONTAP in AWS eingerichtet ist, sodass Sie haufige Applikations-
Snapshots erstellen kénnen.
Nachdem die SVM gestoppt wurde, hc _iscsi vol Die Lautstarke wird in der Konsole nicht angezeigt.
2. DR in CVO aktivieren.
a. Die SnapMirror Replizierungsbeziehung zwischen On-Premises-ONTAP und Cloud Volumes ONTAP
wird unterbrochen, und das CVO-Zielvolume wird heraufgestuft (hc_iscsi vol copy) Bis zur

Produktion.

Nachdem die SnapMirror Beziehung beschadigt wurde, andert sich der Typ des Ziel-Volume von
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Datensicherung (DP) in Lesen/Schreiben (RW).

singlecvoaws::> volume show -volume hc iscsi vol copy -fields typev
server volume type

svm_singlecvoaws hc iscsi vol copy RW

b. Aktivieren Sie das Ziel-Volume in Cloud Volumes ONTAP, um die EHR-Instanz auf einer EC2-Instanz in
der Cloud zu 6ffnen.

singlecvoaws::> lun mapping create -vserver svm singlecvoaws -path

/vol/hc_iscsi vol copy/iscsi lunl -igroup ehr-igroup -lun-id 0

singlecvoaws::> lun mapping show
Vserver Path Igroup LUN ID
Protocol

svm_singlecvoaws
/vol/hc_iscsi vol copy/iscsi lunl ehr-igroup 0 iscsi

c. Um auf die Daten und das Dateisystem auf der EHR-Instanz in der Cloud zuzugreifen, ermitteln Sie
zuerst den ONTAP-Speicher und Uberprifen Sie den Multipathing-Status.

sudo rescan-scsi-bus.sh

sudo iscsiadm -m discovery -t sendtargets -p <iscsi-lif-ip>

sudo iscsiadm -m node -L all

sudo sanlun lun show

Output:

controller (7mode/E-Series) / device host lun
vserver (cDOT/FlashRay) lun-pathname filename adapter protocol size
product

svm_singlecvoaws /dev/sda host2 1SCSI 200g
cDOT
/vol/hc_iscsi vol copy/iscsi lunl
sudo multipath -11
Output:
3600a09806631755a452b543041313051 dm-0 NETAPP,LUN C-Mode
size=200G features='3 queue if no path pg init retries 50°'
hwhandler='1l alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active
"= 2:0:0:0 sda 8:0 active ready running
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d. Aktivieren Sie dann die Volume-Gruppe.

sudo vgchange -ay datavg
Output:
1 logical volume(s) in volume group "datavg" now active

e. Schlief3lich mounten Sie das Dateisystem und zeigen die Dateisysteminformationen an.

sudo mount -t xfs /dev/datavg/datalv /filel

cd /filel

df -k

Output:

Filesystem 1K-blocks Used Available Use$%
Mounted on

/dev/mapper/datavg-datalv 209608708 183987096 25621612 88%
/filel

Diese Ausgabe zeigt, dass Benutzer auf replizierte Daten im gesamten Netzwerk zugreifen kdnnen, bis
die Recovery des Produktionsstandorts nach einem Ausfall erfolgt.

f. Rickgangig machen der SnapMirror Beziehung Dieser Vorgang kehrt die Rollen der Quell- und Ziel-
Volumes um.

Bei diesem Vorgang werden die Inhalte des urspriinglichen Quell-Volume durch den Inhalt des Ziel-
Volume Uberschrieben. Dies ist hilfreich, wenn Sie ein Quell-Volume, das offline gegangen ist,
reaktivieren mdchten.

Jetzt das CVO Volumen (hc_iscsi vol copy) Wird zum Quell-Volume und zum On-Premises-
Volume (hc_iscsi vol) Wird zum Zielvolume.

Alle Daten, die zwischen der letzten Datenreplizierung und dem Zeitpunkt, zu dem das Quell-Volume
deaktiviert wurde, auf das urspriingliche Quell-Volume geschrieben wurden, bleiben nicht erhalten.

a. Erstellen Sie eine neue Datei auf der EHR-Instanz in der Cloud, um den Schreibzugriff auf das CVO-
Volume zu Uberprfen.

cd /filel/
sudo touch newfile

Wenn der Produktionsstandort ausfallt, kbnnen Clients weiterhin auf die Daten zugreifen und auch
Schreibvorgange auf das Cloud Volumes ONTAP Volume ausfiihren, das jetzt das Quell-Volume ist.

Im Falle eines Failback zum primaren Standort bietet SnapMirror eine effiziente Mdglichkeit, den DR-Standort
am primaren Standort neu zu synchronisieren. Dabei werden nur geanderte oder neue Daten vom DR-
Standort aus zurlick zum primaren Standort Ubertragen, indem die SnapMirror Beziehung einfach umgekehrt
wird. Nachdem der primare Produktionsstandort den normalen Applikationsbetrieb wiederaufgenommen hat,
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setzt SnapMirror die Ubertragung zum DR-Standort fort, ohne dass ein weiterer Basistransfer erforderlich ist.

Dieser Abschnitt veranschaulicht die erfolgreiche Lésung eines DR-Szenarios, wenn der Produktionsstandort
durch einen Notfall betroffen ist. Daten kénnen jetzt sicher von Applikationen genutzt werden, die jetzt die
Clients bedienen kénnen, wahrend der Quellstandort die Wiederherstellung durchlauft.

Verifizierung der Daten am Produktionsstandort

Nach der Wiederherstellung des Produktionsstandorts missen Sie sicherstellen, dass die urspringliche
Konfiguration wiederhergestellt ist und Clients vom Quellstandort aus auf die Daten zugreifen kénnen.

In diesem Abschnitt sprechen wir Uber die Einrichtung der Quellsite, die Wiederherstellung der SnapMirror-
Beziehung zwischen On-Premises ONTAP und Cloud Volumes ONTAP und haben schlief3lich am Quellende
eine Datenintegritatsprifung durchgefihrt

Fir die Verifizierung der Daten am Produktionsstandort kann folgendes Verfahren verwendet werden:

1. Stellen Sie sicher, dass der Quellstandort jetzt verfigbar ist. Starten Sie dazu die SVM, die das lokale
ONTAP Volume hostet (hc_iscsi vol).

= [ ONTAP System Manager Search actions, objects, and pages Q @ o =&

Storage VMs

DASHBOARD
INSIGHTS + Add Q Search % Download @ Show/Hide v = Filter
STORAGE Name State Subtype Configured Protocols IPspace Protection
=l CI_CIFS_SVM running default SMB/CIFS Default
Volumes

CI_SVM running default NFS, iSCSI, FC Default
LUNs
P — Healthcare_SVM : stopped default Default

Shares Delete

Buckets Start

Qtrees

Login Banner Message

Quotas

Storage VMs

Tiers

NETWORK
EVENTS & JOBS
PROTECTION
HOSTS

CLUSTER Showing 1 -3 of 3 Storage VMs :

2. Die SnapMirror Replizierungsbeziehung zwischen Cloud Volumes ONTAP und On-Premises-ONTAP wird
unterbrochen und das On-Premises-Volume hochgestuft (hc_iscsi_ vol) Zurlck zur Produktion.

Nachdem die SnapMirror Beziehung beschadigt wurde, andert sich der Typ des lokalen Volumes von
Datensicherung (DP) in Lesen/Schreiben (RW).

A400-G0312::> volume show -volume hc iscsi vol -fields type
vserver volume type

Healthcare SVM hc iscsi vol RW

3. Rlickgangig machen der SnapMirror Beziehung Jetzt das lokale ONTAP Volume (hc_iscsi vol) Wird
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das Quell-Volume, wie es friher war, und das Cloud Volumes ONTAP-Volume (hc_iscsi vol copy)
Wird zum Zielvolume.

Durch Befolgen dieser Schritte haben wir die urspriingliche Konfiguration erfolgreich wiederhergestelit.

4. Starten Sie die lokale EHR-Instanz neu. Mounten Sie das Dateisystem und Uberprifen Sie, ob das
newfile Die Sie bei einem Produktionsstart auf der EHR-Instanz in der Cloud erstellt haben, existiert jetzt
auch hier.

Wir kdnnen daraus schlief3en, dass die Datenreplikation von der Quelle zum Ziel erfolgreich abgeschlossen
wurde und dass die Datenintegritat gewahrt bleibt. Damit ist die Uberpriifung der Daten am
Produktionsstandort abgeschlossen.

"Weiter: Fazit."

Schlussfolgerung

"Zurtck: Losungsvalidierung."

Der Aufbau einer Hybrid Cloud hat fur die meisten Organisationen im Gesundheitswesen
das Ziel, jederzeit fur Verfugbarkeit der Daten zu sorgen. In dieser Losung haben wir mit
Cloud Volumes ONTAP eine FlexPod Hybrid-Cloud-Lésung implementiert und mithilfe der
NetApp SnapMirror Replizierungstechnologie einige Anwendungsfalle fur das Backup
und Recovery von Applikationen und Workloads des Gesundheitswesens validiert.

FlexPod ist eine umfassend getestete und validierte konvergente Infrastruktur aus der strategischen
Partnerschaft von Cisco und NetApp. Das Ziel ist es, vorhersehbare System-Performance mit niedriger Latenz
und hohe Verflgbarkeit zu bieten. Dieser Ansatz fihrt zu einem hohen EHR-Komfort und letztendlich zu der
besten Reaktionszeit fir Benutzer des EHR-Systems.

Mit NetApp konnen Sie EHR-Produktion, Disaster Recovery, Backup oder Tiering in der Cloud genauso
ausfuhren wie NetApp Storage-Funktionen in einem lokalen Datacenter. Mit NetApp Cloud Volumes ONTAP
bietet NetApp die Funktionen der Enterprise-Klasse und die Performance, die fur eine effiziente Ausfiihrung
von EHR in der Cloud erforderlich sind. Cloud-Optionen von NetApp bieten Block-Uber-iSCSI und File-Uber-
NFS oder SMB.

Diese Losung ist auf die Anforderungen von medizinischen Einrichtungen zugeschnitten und ermaoglicht ihnen
einen Schritt auf dem Weg hin zur digitalen Transformation. Aul3erdem kann sie ihre Applikationen und

Workloads auf effiziente Weise managen.

"Weiter: Wo finden Sie zuséatzliche Informationen."

Wo Sie weitere Informationen finden
"Zurtck: Schlussfolgerung.”
Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr Uber die in

diesem Dokument beschriebenen Informationen zu erfahren:
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» FlexPod Startseite
"https://www.flexpod.com"
+ Cisco Validated Design und Implementierungsleitfaden fiir FlexPod

"https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-
guides.html|"

* NetApp Console
"https://console.netapp.com/"

* NetApp Cloud Volumes ONTAP
"https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/concept-overview-cvo.html"

» Schnellstart fir Cloud Volumes ONTAP in AWS
"https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-aws.html"

» SnapMirror Replizierung
"https://docs.netapp.com/us-en/cloud-manager-replication/concept-replication.html"

* TR-3928: NetApp Best Practices flr Epic
https://www.netapp.com/pdf.html?item=/media/17137-tr3928pdf.pdf

* TR-4693 — Implementierungsleitfaden fir FlexPod-Datacenter fur Epic EHR
"https://www.netapp.com/media/10658-tr-4693.pdf"

* FlexPod fir Epic

"https://lwww.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmw_epic.htm
Ill

* NetApp Interoperabilitats-Matrix-Tool
"http://support.netapp.com/matrix/"
 Cisco UCS Hardware and Software Interoperability Tool
"http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html"
* VMware Compatibility Guide

"http://www.vmware.com/resources/compatibility/search.php"

Versionsverlauf

Version Datum Versionsverlauf des Dokuments

Version 1.0 Méarz 2023 Ausgangsversion
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FlexPod Hybrid Cloud fur Google Cloud Platform mit
NetApp Cloud Volumes ONTAP und Cisco Intersight

TR-4939: FlexPod Hybrid Cloud for Google Cloud Platform with NetApp Cloud
Volumes ONTAP and Cisco Intersight

Ruchika Lahoti, NetApp

Einfiihrung

Der Schutz von Daten mit Disaster Recovery (DR) ist ein wichtiges Ziel fir die Aufrechterhaltung von
Unternehmenskontinuitat. DR ermdglicht Unternehmen ein Failover ihrer Betriebsablaufe an einem
sekundaren Standort und Recovery und Failback effizient und zuverlassig zum primaren Standort. Aufgrund
diverser Bedenken wie Naturkatastrophen, Netzwerkausfalle, Softwareschwachstellen und menschlichem
Versagen ist die Entwicklung einer DR-Strategie eine der obersten IT-Prioritaten.

Beim DR miussen alle Workloads, die am primaren Standort ausgefihrt werden, originalgetreu wiedergegeben
werden. Ein Unternehmen muss auRerdem Uber eine aktuelle Kopie aller Unternehmensdaten verflgen,
einschliel3lich Datenbanken, File Services, NFS- und iSCSI-Storage usw. Da die Daten in der
Produktionsumgebung kontinuierlich aktualisiert werden, miissen regelmaRig Anderungen an den DR-Standort
Ubertragen werden.

Die Implementierung von DR-Umgebungen ist fir die meisten Unternehmen eine Herausforderung, da die
Infrastruktur und der Standort unabhangig sein mussen. Die Zahl der erforderlichen Ressourcen und die
Kosten fiir das Einrichten, Testen und Warten eines sekundaren Datacenters kdnnen sehr hoch sein. Damit
sinken normalerweise die Kosten flr die gesamte Produktionsumgebung. Es ist schwierig, einen minimalen
Platzbedarf fir Daten mit angemessener Sicherung zu gewahrleisten, die Daten kontinuierlich zu
synchronisieren und fir nahtloses Failover und Failback zu sorgen. Nach dem Aufbau des DR-Standorts
besteht die Herausforderung darin, die Daten aus der Produktionsumgebung zu replizieren und weiterhin
synchronisiert zu halten.

In diesem technischen Bericht werden die konvergente Infrastrukturlosung FlexPod, NetApp Cloud Volumes
ONTAP auf Google Cloud und Cisco Intersight zu einem Hybrid Cloud-Datacenter fir DR kombiniert. Bei
dieser Losung wird Uber den Entwurf und die Ausfiihrung eines ONTAP-Workflows vor Ort mithilfe von Cisco
Intersight Cloud Orchestrator diskutiert. Wir sprechen auch Uber die Implementierung von NetApp Cloud
Volumes ONTAP sowie die Orchestrierung und Automatisierung der Datenreplizierung und DR zwischen
FlexPod und Cloud Volumes ONTAP mithilfe des Cisco Intersight Service fir HashiCorp Terraform.

Die folgende Abbildung bietet einen Lésungstberblick.
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Diese LOsung bietet zahlreiche Vorteile, darunter:

* Orchestrierung und Automatisierung. Cisco Intersight vereinfacht den taglichen Betrieb einer FlexPod
Hybrid-Cloud-Infrastruktur durch Bereitstellung konsistenter Orchestrierungs-Frameworks, die Uber
Automatisierung bereitgestellt werden.

» Customized Protection. Cloud Volumes ONTAP bietet Daten auf Block-Ebene von ONTAP in die Cloud,
die das Ziel auf dem neuesten Stand durch inkrementelle Updates halt. Benutzer kdnnen einen Zeitplan
alle 5 Minuten oder jede Stunde angeben, beispielsweise basierend auf von Anderungen an der Quelle,
die Ubertragen werden.

» Nahtloses Failover und Failback. bei einem Ausfall knnen Storage-Administratoren schnell ein Failover
auf Cloud Volumes durchfiihren. Wenn der primare Standort wiederhergestellt ist, werden die in der DR-
Umgebung erstellten neuen Daten zurlick zu den Quell-Volumes synchronisiert und die sekundare
Datenreplizierung wiederhergestellt.

 Effizienz: der Speicherplatz und die Kosten fir die sekundare Cloud Kopie werden durch
Datenkomprimierung, Thin Provisioning und Deduplizierung optimiert. Die Daten werden auf Blockebene
komprimiert und dedupliziert und so die Ubertragungsgeschwindigkeit verbessert. Dariiber hinaus werden
Daten automatisch auf kostenguinstigen Objekt-Storage verschoben und lediglich bei Zugriffen auf
hochperformanten Storage zurlickgefiihrt, z. B. in einem DR-Szenario. So sinken die laufenden Storage-
Kosten deutlich.

» Hohere IT-Produktivitat. die Verwendung von Intersight als eine einzige sichere Plattform der Enterprise-
Klasse fir Infrastruktur- und Application Lifecycle Management vereinfacht das Konfigurationsmanagement
und die Automatisierung manueller Aufgaben nach Maf fir die Losung.

Zielgruppe

Dieses Dokument richtet sich an Vertriebsmitarbeiter, Berater im AuRendienst, Professional Services, IT-
Manager, Engineers von Partnern, Techniker fir Standortzuverlassigkeit, Cloud-Architekten, Cloud Engineers
und Kunden, die eine Infrastruktur nutzen mochten, um IT-Effizienz und IT-Innovationen zu liefern.
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Topologie der Lésung

In diesem Abschnitt wird die logische Topologie der Losung beschrieben. Die folgende Abbildung zeigt die
Losungstopologie der lokalen FlexPod Umgebung, NetApp Cloud Volumes ONTAP auf Google Cloud, Cisco
Intersight und NetApp Cloud Manager.
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Die Kontrollebenen und Datenebenen werden zwischen den Endpunkten klar angezeigt. Die Datenebene stellt
Uber eine sichere Site-to-Site-VPN-Verbindung eine Verbindung her, um die ONTAP Instanz, die auf FlexPod
All Flash FAS ausgeflhrt wird, mit der NetApp Cloud Volumes ONTAP Instanz in Google Cloud zu verbinden.

Die Replizierung von Workload-Daten von FlexPod in NetApp Cloud Volumes ONTAP wird von NetApp
SnapMirror Gbernommen. Insgesamt wird Cisco Intersight Cloud Orchestrator sowohl fiir On-Premises- als
auch fur Cloud-Umgebungen orchestriert. Cisco Intersight Cloud Orchestrator nutzt Terraform Resource
Providers flr NetApp Cloud Manager, um Operationen fur die NetApp Cloud Volumes ONTAP-
Implementierung durchzufiihren und Datenreplizierungsbeziehungen einzurichten.

@ Diese LOsung unterstitzt auch das optionale Backup und Tiering kalter Daten in der NetApp
Cloud Volumes ONTAP Instanz zu Google Cloud Storage.

"Als Nachstes: Losungskomponenten.”

Losungskomponenten

"Zurlck: Lésungsibersicht."

FlexPod

FlexPod besteht aus vordefinierter Hardware und Software und bietet eine integrierte Grundlage fur
virtualisierte und nicht virtualisierte Losungen. FlexPod umfasst NetApp ONTAP Storage, Cisco Nexus
Networking, Cisco MDS Storage Networking und Cisco Unified Computing System (Cisco UCS). Das Design
ist flexibel genug, dass Netzwerk, Computing und Storage in ein Datacenter Rack passen oder nach dem
Datacenter-Design des Kunden bereitgestellt werden konnen. Dank der Port-Dichte kdnnen die
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Netzwerkkomponenten mehrere Konfigurationen aufnehmen.

Cisco Intersight

Cisco Intersight ist eine SaaS-Plattform, die intelligente Automatisierung, Beobachtbarkeit und Optimierung fir
herkdmmliche und Cloud-native Applikationen und Infrastrukturen bietet. Die Plattform fordert den Wandel mit
IT-Teams und bietet ein Betriebsmodell fiir Hybrid Clouds. Cisco Intersight bietet folgende Vorteile:

« Schnellere Lieferung. als Service aus der Cloud oder im Rechenzentrum des Kunden mit haufigen
Updates und fortgesetzten Innovationen durch ein agiles, auf Software basierendes Entwicklungsmodell
geliefert. So kann sich der Kunde auf eine schnellere Bereitstellung von Geschéaftsbereichen
konzentrieren.

» * Vereinfachter Betrieb.* vereinfachter Betrieb durch den Einsatz eines einzigen sicheren SaaS-
bereitgestellten Tools mit gemeinsamem Inventar, Authentifizierung und APls fir die Zusammenarbeit im
gesamten Stack und an allen Standorten, sodass Silos in allen Teams vermieden werden. Vom
Management physischer Server und Hypervisoren vor Ort, zu VMs, K8s, serverlos, Automatisierung, Die
Optimierung und Kostenkontrolle Giber On-Premises- und Public Clouds hinweg.

* Kontinuierliche Optimierung. Optimieren Sie lhre Umgebung mithilfe von Informationen, die von Cisco
Intersight in allen Schichten bereitgestellt werden, sowie von Cisco TAC. Diese Informationen werden in
empfohlene und automatisierbare Aktionen umgewandelt, mit denen Sie Echtzeit an jede Anderung
anpassen kénnen: Von dem Verschieben von Workloads und der Uberwachung des Zustands von
physischen Servern bis hin zu Kostenreduzierungsempfehlungen fir die Public Clouds, mit denen Sie
arbeiten.

Cisco Intersight ermoglicht zwei verschiedene Managementmodi: UCSM Managed Mode (UMM) und Intersight
Managed Mode (IMM). Bei der erstmaligen Einrichtung von Fabric Interconnects kénnen Sie natives UMM
oder IMM fur Fabric-Attached Cisco UCS-Systeme auswahlen. In dieser Losung wird natives IMM verwendet.

Cisco Intersight-Lizenzierung

Cisco Intersight verwendet eine abonnementbasierte Lizenz mit mehreren Ebenen.
Cisco Intersight Lizenz-Tiers sind wie folgt:

« Cisco Intersight Essentials. enthalt alle Basisfunktionen sowie die folgenden Funktionen:
> Cisco UCS Central
o Cisco IMC Supervisor-Berechtigung
o Richtlinienbasierte Konfiguration mit Server-Profilen
o Firmware-Management
o Bewertung der Kompatibilitat mit der Hardware Compatibility List (HCL)

 Cisco Intersight Advantage. umfasst die Merkmale und Funktionen des Essentials-Tier sowie die
folgenden Funktionen:

o Widgets, Inventar, Kapazitat, Auslastungsfunktionen und doméanenubergreifende Korrelation zwischen
physischem Computing, Netzwerk, Storage, VMware Virtualisierung und AWS Public Cloud

o Der Cisco Security Advisory Service, bei dem Kunden wichtige Sicherheitswarnungen und Hinweise zu
betroffenen Endgeraten erhalten kénnen.

 Cisco Intersight Premier. Zusatzlich zu den in der Advantage-Stufe angebotenen Funktionen bietet Cisco
Intersight Premier Folgendes:

o Intersight Cloud Orchestrator (ICO) fir Computing, Netzwerk, Storage, integrierte Systeme,
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Virtualisierung, Container und Public-Cloud-Plattformen

> Uneingeschrankte Abonnementberechtigung fir Cisco UCS Director ohne zusatzliche Kosten.

Weitere Informationen zu Intersight Licensing und den in jeder Lizenz unterstitzten Funktionen finden Sie hier
"Hier".

In dieser Loésung verwenden wir Intersight Cloud Orchestrator und Intersight Service flr
@ HashiCorp Terraform. Diese Funktionen stehen Benutzern mit der Intersight Premier-Lizenz zur
Verfuigung, sodass diese Lizenzstufe aktiviert werden muss.

Terraform Cloud-Integration mit ICO

Mithilfe von Cisco Intersight Cloud Orchestrator (ICO) kénnen Workflows erstellt und ausgeflihrt werden, die
Terraform Cloud (TFC)-APIs genannt werden. Die Aufgabe Web-API-Anfrage aufrufen unterstitzt Terraform
Cloud als Ziel und kann mithilfe von HTTP-Methoden mit Terraform Cloud-APIs konfiguriert werden. Der
Workflow kann somit Gber eine Kombination von Aufgaben verfligen, die unter Verwendung generischer API-
Aufgaben und anderer Operationen mehrere Terraform Cloud-APls aufrufen. Fir die Nutzung der ICO-
Funktion bendtigen Sie eine Premier-Lizenz.

Cisco Intersight Assist

Cisco Intersight Assist untersttitzt Sie beim Hinzufligen von Endpunktgeraten zu Cisco Intersight. Ein
Rechenzentrum kann mehrere Gerate haben, die nicht direkt mit Cisco Intersight verbunden sind. Jedes von
Cisco Intersight unterstiitzte Gerat, das jedoch keine direkte Verbindung zu diesem Gerat herstellt, erfordert
einen Verbindungsmechanismus. Der Cisco Intersight Assist bietet diesen Verbindungsmechanismus und hilft
Ihnen beim Hinzuflgen von Geraten zu Cisco Intersight.

Der Cisco Intersight Assist ist innerhalb der Cisco Intersight Virtual Appliance erhaltlich, die als zur Verfliigung
stehende Virtual Machine verteilt wird, die sich in einem OVA-Dateiformat (Open Virtual Appliance) befindet.
Sie kénnen das Gerat auf einem ESXi-Server installieren. Weitere Informationen finden Sie im "Cisco
Intersight Virtual Appliance — Erste Schritte".

Nach der Inanspruchnahme des Intersight Assist bei Intersight kbnnen Sie Endgerate mithilfe der Option Claim
through Intersight Assist anfordern. Weitere Informationen finden Sie unter "Erste Schritte".

NetApp Cloud Volumes ONTAP

* Nutzen Sie integrierte Datendeduplizierung, Datenkomprimierung, Thin Provisioning und Klonen und
minimieren Sie so die Storage-Kosten.

» Zuverlassigkeit der Enterprise-Klasse und unterbrechungsfreien Betrieb bei Ausfallen in der Cloud-
Umgebung.

* Cloud Volumes ONTAP nutzt die branchenfiihrende Replizierungstechnologie NetApp SnapMirror bei der
Replizierung von Daten vor Ort in der Cloud, sodass sekundare Kopien fir unterschiedliche
Anwendungsfalle verfigbar sind.

* Cloud Volumes ONTAP ist auch in Cloud Backup Service integriert und bietet Backup- und Restore-
Funktionen zur Sicherung und Langzeitarchivierung lhrer Cloud-Daten.

» Wechsel zwischen hochperformanten Storage-Pools nach Bedarf, ohne Applikationen offline zu schalten
» Konsistenz von Snapshot Kopien mit NetApp SnapCenter.

* Cloud Volumes ONTAP unterstitzt die Datenverschlisselung und bietet Schutz vor Viren und
Ransomware.
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* Integration in Cloud Data Sense unterstitzt Sie dabei, den Datenkontext zu verstehen und sensible Daten
zu identifizieren.

Cloud Central

Cloud Central bietet einen zentralen Standort zum Zugriff auf NetApp Cloud-Datenservices und -Management.
Mit diesen Services kénnen Sie kritische Applikationen in der Cloud ausflhren, automatisierte DR-Standorte
erstellen, Ihre SaaS-Daten sichern und Daten effektiv tber mehrere Clouds hinweg migrieren und steuern.
Weitere Informationen finden Sie unter "Cloud Central".

Cloud Manager

Cloud Manager ist eine SaaS-basierte Managementplattform der Enterprise-Klasse, mit der IT-Experten und
Cloud-Architekten ihre Hybrid-Multi-Cloud-Infrastruktur mithilfe von NetApp Cloud-Lésungen zentral managen
kdnnen. Das zentralisierte System zur Anzeige und zum Management von lokalem und Cloud-Storage
ermoglicht die Unterstlitzung diverser Hybrid-Cloud-Provider und -Konten. Weitere Informationen finden Sie
unter "Cloud Manager".

Stecker

Mithilfe von Connector kann Cloud Manager Ressourcen und Prozesse in einer Public-Cloud-Umgebung
managen. Um viele Funktionen von Cloud Manager nutzen zu kénnen, muss eine Connector-Instanz
eingesetzt werden, die in der Cloud oder im On-Premises-Netzwerk eingesetzt werden kann. Der Anschluss
wird an folgenden Orten unterstitzt:

« AWS
* Microsoft Azure
* Google Cloud

* On-Premises

NetApp Active 1Q Unified Manager

Mit NetApp Active IQ Unified Manager Uberwachen Sie Inre ONTAP Storage-Cluster UGber eine einzelne, neu
gestaltete, intuitive Oberflache, die wertvolle Informationen aus dem Wissen der Community und aus KiI-
Analysen liefert. Er bietet umfassenden Einblick in die Storage-Umgebung und die darauf ausgefuhrten Virtual
Machines. Wenn bei der Storage-Infrastruktur ein Problem auftritt, informiert Sie Unified Manager tber die
Fehlerdetails, um die Ursache des Problems zu identifizieren. Das Dashboard der Virtual Machine bietet einen
Uberblick liber die Performance-Statistiken der VM, sodass Sie den gesamten 1/0-Pfad vom vSphere Host
Uber das Netzwerk und schlie8lich den Storage ermitteln kénnen.

Einige Ereignisse bieten auch Korrekturmaflinahmen, die Sie zur Behebung des Problems ergreifen kénnen.
Sie kdnnen benutzerdefinierte Warnmeldungen fur Ereignisse konfigurieren, sodass Sie bei Auftreten von
Problemen tber E-Mail und SNMP-Traps benachrichtigt werden. Mit Active 1Q Unified Manager lassen sich die
Storage-Anforderungen Ihrer Benutzer planen, indem Kapazitat und Nutzungstrends proaktiv vor Problemen
vorhergesagt werden. Reaktive, kurzfristige Entscheidungen, die langfristig zu weiteren Problemen fiihren
kdnnen, werden vermieden.

VMware vSphere

VMware vSphere ist eine Virtualisierungsplattform, mit der sich umfangreiche Sammlung von Infrastrukturen
(Ressourcen wie CPUs, Storage und Netzwerk) vollstandig als nahtlose, vielseitige und dynamische
Betriebsumgebung managen lassen. Im Gegensatz zu herkdmmlichen Betriebssystemen, die eine einzelne
Machine managen, sammelt VMware vSphere die Infrastruktur eines gesamten Datacenters und erstellt so ein
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einzelnes Kraftpaket, mit Ressourcen, die den jeweiligen Applikationen schnell und dynamisch zugewiesen
werden kdnnen.

Weitere Informationen zu VMware vSphere finden Sie im folgenden "Dieser Link".

VMware vSphere vCenter

VMware vCenter Server ermdglicht einheitliches Management aller Hosts und VMs Uber eine einzige Konsole
und aggregiert die Performance-Uberwachung von Clustern, Hosts und VMs. VMware vCenter Server bietet
Administratoren einen detaillierten Einblick in Status und Konfiguration von Computing-Clustern, Hosts, VMs,
Storage, Gastbetriebssystem Und anderen geschaftskritischen Komponenten einer virtuellen Infrastruktur.
VMware vCenter verwaltet die umfassenden Funktionen, die in einer VMware vSphere Umgebung verfligbar
sind.

Hardware- und Softwareversionen

Diese Hybrid Cloud-Lésung kann auf alle FlexPod Umgebungen erweitert werden, auf denen unterstltzte
Versionen von Software, Firmware und Hardware ausgefiihrt werden. Diese Versionen sind im NetApp
Interoperabilitats-Matrix-Tool und der Cisco UCS Hardware Compatibility List definiert.

Die FlexPod Ldsung, die als Basisplattform in unserer On-Premises-Umgebung verwendet wird, wurde
entsprechend den beschriebenen Richtlinien und Spezifikationen implementiert "Hier".

Das Netzwerk in dieser Umgebung ist auf ACI basiert. Weitere Informationen finden Sie unter "Hier".

» Weitere Informationen finden Sie unter den folgenden Links:
* "NetApp Interoperabilitats-Matrix-Tool"
+ "VMware Compatibility Guide"

* "Cisco UCS Hardware and Software Interoperability Tool"

In der folgenden Tabelle werden die Versionen von FlexPod Hardware und Software aufgefuhrt.

Komponente Produkt Version
Computing CISCO UCS X210C-M6 5.0(1b)
Cisco UCS Fabric Interconnects 4.2(2a)
6454
Netzwerk Cisco Nexus 9332C (Spine) 14.2(7 s)
Cisco Nexus 9336C-FX2 (Blatt) 14.2(7 s)
Cisco ACI 4.2(7 s)
Storage NetApp AFF A220 9.11.1
NetApp ONTAP Tools fir VMware  9.10
vSphere
NetApp NFS Plug-in fir VMware 2.0-15
VAAI
Active 1Q Unified Manager 9.1
Software VSphere ESXi 7.0 (U3)
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Komponente Produkt Version

VMware vCenter Appliance 7.0.3
Cisco Intersight Assist Virtual 1.0.11-306
Appliance

Die Ausfihrung von Terraform-Konfigurationen findet auf dem Terraform Cloud for Business Account statt. Die

Terraform-Konfiguration verwendet den Terraform-Provider fir NetApp Cloud Manager.

In der folgenden Tabelle sind die Anbieter, Produkte und Versionen aufgefihrt.

Komponente Produkt Version

HashiCorp Terraform 1.2.7

Folgende Tabelle zeigt die Versionen des Cloud Manager und Cloud Volumes ONTAP.

Komponente Produkt Version
NetApp Cloud Volumes ONTAP 9.11
Cloud Manager 3.9.21

"Als Nachstes: Installation und Konfiguration — Deploy FlexPod."

Installation und Konfiguration

Implementieren Sie FlexPod

"Friher: L6sungskomponenten.”

Um die Details zu FlexPod Design und Implementierung, einschlieBlich der Konfiguration

verschiedener Design-Elemente und der zugehorigen Best Practices, zu verstehen,
finden Sie unter "Cisco Validated Designs fur FlexPod".

FlexPod kann sowohl im UCS Managed Mode als auch im Cisco Intersight Managed Mode implementiert
werden. Wenn Sie FlexPod im UCS Managed Mode implementieren, finden Sie das neueste Cisco Validated
Design "Hier".

Cisco Unified Compute System (Cisco UCS) X-Series ist ein brandneues modulares Computing-System, das
Uber die Cloud konfiguriert und gemanagt wird. Sie wurde entwickelt, um die Anforderungen moderner
Applikationen zu erfiillen sowie durch ein anpassbares, zukunftbares, modulares Design die betriebliche
Effizienz, Flexibilitat und Skalierbarkeit zu verbessern. Es ist eine Anleitung zum Design beztiglich der
Integration der von Cisco Intersight gemanagten UCS X-Series Plattform in die FlexPod Infrastruktur
vorhanden "Hier".

Eine Implementierung von FlexPod mit Cisco ACI findet sich "Hier".

"Als Nachstes: Konfiguration von Cisco Intersight."

Konfiguration von Cisco Intersight

"Friher waren sie FlexPod implementiert."
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Zur Konfiguration des Cisco Intersight- und Intersight-Assistenten finden Sie in den Cisco
Validated Designs for FlexPod Found "Hier".

"Weiter: Terraform Cloud Integration mit ICO-Voraussetzung."

Terraform Cloud Integration mit ICO-Voraussetzung

"Friher: Konfiguration von Cisco Intersight."

Prozedur 1: Cisco Intersight und Terraform Cloud verbinden

1. Mit den relevanten Terraform Cloud-Kontodetails konnen Sie ein Terraform-Cloud-Ziel anfordern oder
erstellen.

2. Erstellen eines Terraform Cloud-Agent-Ziels fur Private Clouds, damit Kunden den Agent im Datacenter
installieren und die Kommunikation mit Terraform Cloud ermdglichen kénnen

Weitere Informationen finden Sie unter "Dieser Link".

Verfahren 2: Benutzer-Token generieren

Beim Hinzufligen eines Ziels fur Terraform Cloud mussen Sie auf der Terraform Cloud-Einstellungsseite den
Benutzernamen und das API-Token bereitstellen.

1. Melden Sie sich bei Terraform Cloud an und gehen Sie zu Benutzer-Token:
"https://app.terraform.io/app/settings/tokens".
2. Klicken Sie auf Erstellen Sie ein neues API-Token.

3. Weisen Sie einen Namen zu merken und speichern Sie das Token an einem sicheren Ort.

Verfahren 3: Terraform Cloud-Ziel Beanspruchen

1. Melden Sie sich bei Intersight mit den Berechtigungen fur Account Administrator, Gerateadministrator oder
Gerétetechniker an.

2. Navigieren Sie zu ADMIN > Ziele > ein neues Ziel anfordern.
3. Klicken Sie in Categories auf Cloud.

4. Klicken Sie auf Terraform Cloud und klicken Sie auf Start.
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» - Claim a Mew Target

Select Target Type

Available for Claiming

Calegories i
- Amnzon Web Services
@ Cloud
Cloud Natra
Compute / Fabric Microsaft Azurn Service
Principal
Database
Guest 05 Process / A
Hyperconverged
Hypesvisar
Retwork
Ouchestrator
Plattorm Secvices

Storage

5. Geben Sie einen Namen fiir das Ziel, Ihren Benutzernamen fir die Terraform Cloud, das API-Token und
eine Standardorganisation in Terraform Cloud ein, wie im folgenden Bild angezeigt.

6. Stellen Sie sicher, dass Sie im Feld Default Managed Hosts folgende Links zusammen mit anderen
verwalteten Hosts hinzuflgen:

o github.com

o github-releases.githubusercontent.com

Terraform Clouc

abhinav3

Default Terraform Cloud Org = 13 15is

cisco-intersight-gc com,github-releases.githubusercontent.com

Wenn alles korrekt eingegeben wurde, wird Ihr Terraform Cloud-Ziel im Abschnitt Intersight Targets
angezeigt.

Verfahren 4: Terraform Cloud-Agenten hinzufiigen
Voraussetzungen:

e Terraform Cloud-Ziel:

» Beanspruchte die Intersight-Unterstiitzung beim Intersight, bevor der Terraform Cloud Agent bereitgestellt
wurde.
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@ Sie konnen nur flinf Agenten fir jeden Assist beanspruchen.

@ Nachdem Sie die Verbindung zu Terraform erstellt haben, missen Sie einen Terraform Agent
hochdrehen, um den Terraform-Code auszuflihren.

1. Klicken Sie in der Dropdown-Liste |hres Terraform Cloud-Ziels auf Claim Terraform Cloud Agent.

2. Geben Sie die Details fur den Terraform Cloud-Agent ein. Im folgenden Screenshot sind die
Konfigurationsdetails fir Terraform Agent aufgefihrt.

Terraform Cloud target

Managed Hosts

Hostname / IP Address /

github.com

Hostname / IF Addres bnets *

github-releases.githubusercontent.com

Sie konnen alle Terraform Agent-Eigenschaften aktualisieren. Wenn sich das Ziel im Status
@ nicht verbunden befindet und sich noch nie im Status verbunden befindet, wurde fur den
Terraform-Agent kein Token generiert.

Nachdem die Agentenvalidierung erfolgreich war und ein Agententoken generiert wurde, kénnen Sie die
Organisation und/oder den Agentenpool nicht neu konfigurieren. Die erfolgreiche Bereitstellung eines
Terraform-Agenten wird durch den Status Connected gekennzeichnet.

Nachdem Sie die Terraform Cloud-Integration aktiviert und beansprucht haben, kénnen Sie einen oder
mehrere Terraform Cloud-Agenten im Cisco Intersight Assist implementieren. Der Terraform Cloud-Agent wird
als untergeordnetes Ziel des Terraform Cloud-Ziels modelliert. Wenn Sie das Agentenziel anfordern, wird eine
Meldung angezeigt, die angibt, dass der Zielanspruch im Gange ist.

Nach einigen Sekunden wird das Ziel in den Connected-Status verschoben, und die Intersight-Plattform leitet
HTTPS-Pakete vom Agenten zum Terraform Cloud-Gateway weiter.

Ihr Terraform Agent sollte ordnungsgemaf beantragt werden und unter Zielwerten als verbunden angezeigt
werden.
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"Als Nachstes konfigurieren Sie den Public Cloud-Service-Provider."

Konfigurieren Sie den Public Cloud-Service-Provider

"Fraher: Terraform Cloud Integration mit ICO-Voraussetzung."

Verfahren 1: Zugriff auf NetApp Cloud Manager

Um Zugriff auf NetApp Cloud Manager und andere Cloud-Services zu erhalten, missen Sie sich anmelden
"NetApp Cloud Central".

@ Klicken Sie zum Einrichten von Workspaces und Benutzern im Cloud Central Konto auf "Hier".

Verfahren 2: Anschluss Einsetzen

Informationen zum Bereitstellen von Connector in Google Cloud finden Sie hier "Verlinken".

"Der nachste Schritt: Automatisierte Implementierung von Hybrid Cloud NetApp Storage."

Automatisierte Implementierung von NetApp Hybrid Cloud Storage

"FrGher: Public Cloud-Service-Provider konfigurieren."

Google Cloud

Sie mussen zunachst APIs aktivieren und ein Service-Konto erstellen, tber das Cloud Manager
Berechtigungen fir die Implementierung und das Management von Cloud Volumes ONTAP-Systemen erhalt,
die sich im selben Projekt wie der Connector oder verschiedene Projekte befinden.

Bevor Sie einen Konnektor in einem Google Cloud-Projekt bereitstellen, stellen Sie sicher, dass der Connector
nicht auf Ihrem Gelande oder in einem anderen Cloud-Anbieter lauft.

Vor der Bereitstellung eines Connectors direkt aus Cloud Manager missen zwei Berechtigungssatze
vorhanden sein:

« Sie missen Connector mit einem Google-Konto bereitstellen, das Uber Berechtigungen zum Starten der
Connector-VM-Instanz von Cloud Manager verfugt.

+ Bei der Bereitstellung von Connector werden Sie aufgefordert, die VM-Instanz auszuwahlen. Cloud
Manager erhalt Berechtigungen vom Service-Konto, um Cloud Volumes ONTAP Systeme in lhrem Auftrag
zu erstellen und zu managen. Berechtigungen werden durch Hinzufligen einer benutzerdefinierten Rolle an
das Dienstkonto bereitgestellt.Sie missen zwei YAML-Dateien einrichten, die die erforderlichen
Berechtigungen fir den Benutzer und das Dienstkonto enthalten. Verwendung erfahren "Die YAML-
Dateien zum Einrichten von Berechtigungen" Hier.

Siehe "Dieses detaillierte Video" Fur alle erforderlichen Voraussetzungen.

Cloud Volumes ONTAP Bereitstellungsmodi und Architektur

Cloud Volumes ONTAP ist in Google Cloud als Single-Node-System und als HA-Paar von Nodes erhéltlich. Je
nach Anforderungen kénnen wir den Cloud Volumes ONTAP-Implementierungsmodus auswahlen. Ein
Upgrade eines Single Node-Systems auf ein HA-Paar wird nicht untersttitzt. Wenn Sie zwischen einem Single-
Node-System und einem HA-Paar wechseln mochten, missen Sie ein neues System implementieren und
Daten vom bestehenden System auf das neue System replizieren.
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Hochverfiigbare Cloud Volumes ONTAP in Google Cloud

Google Cloud unterstitzt die Implementierung von Ressourcen tber mehrere geografische Regionen und
Zonen innerhalb einer Region hinweg. Die HA-Bereitstellung besteht aus zwei ONTAP-Knoten, die
leistungsfahige Maschinentypen nach dem n1-Standard oder n2-Standard verwenden, die in Google Cloud
verflgbar sind. Die Daten werden synchron zwischen den beiden Cloud Volumes ONTAP Nodes repliziert, um
bei einem Ausfall Verfligbarkeit sicherzustellen. FUR DIE HA-Implementierung von Cloud Volumes ONTAP
sind vier VPCs und ein privates Subnetz in jeder VPC erforderlich. Die Subnetze in den vier VPCs sollten mit
nicht tUberlappenden CIDR-Bereichen bereitgestellt werden.

Die vier VPCs werden fur die folgenden Zwecke verwendet:

* VPC 0 ermdglicht die eingehende Kommunikation zu Daten und Cloud Volumes ONTAP-Nodes.

 Die VPC 1 ermdglicht die Cluster-Konnektivitat zwischen Cloud Volumes ONTAP-Nodes.

* VPC 2 ermdglicht die nicht-flichtige RAM (NVRAM)-Replizierung zwischen Nodes.

* VPC 3 wird fur die Konnektivitat zur HA-Mediator-Instanz und fur Festplatten-Replizierungsdatenverkehr

bei Node-Rebuilds verwendet.

Die folgende Abbildung zeigt eine hochverfigbare Cloud Volumes ONTAP in Goggle Cloud.

2 Google Cloud
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Weitere Informationen finden Sie unter "Dieser Link".

Informationen zu den Netzwerkanforderungen fir Cloud Volumes ONTAP in Google Cloud finden Sie unter
"Dieser Link".

Weitere Informationen zum Daten-Tiering finden Sie unter "Dieser Link".

Voraussetzungen fiir die Umgebung einrichten

Die automatisierte Erstellung von Cloud Volumes ONTAP-Clustern, die SnapMirror Konfiguration zwischen
einem On-Premises-Volume und einem Cloud-Volume, die Erstellung eines Cloud-Volumes usw. werden mit
der Terraform-Konfiguration durchgefiihrt. Diese Terraform-Konfigurationen werden auf einem Terraform Cloud
for Business-Konto gehostet. Mithilfe von Intersight Cloud Orchestrator koordinieren Sie Aufgaben wie das
Erstellen eines Arbeitsbereichs in einem Terraform Cloud for Business-Konto, fligen alle erforderlichen
Variablen zum Workspace hinzu, fihren einen Terraform Plan aus usw.

Fir diese Automatisierungs- und Orchestrierungsaufgaben sind einige Anforderungen und Daten erforderlich,
wie in den folgenden Abschnitten beschrieben.

GitHub Repository

Sie bendtigen ein GitHub-Konto, um Ihren Terraform-Code zu hosten. Intersight Orchestrator erstellt im
Terraform Cloud for Business-Konto einen neuen Arbeitsbereich. Dieser Arbeitsbereich ist mit einem Workflow
zur Versionskontrolle konfiguriert. Dazu mussen Sie die Terraform-Konfiguration in einem GitHub-Repository
belassen und bei der Erstellung des Arbeitsbereichs als Input bereitstellen.

"Dieser GitHub-Link" Stellt die Terraform-Konfiguration mit verschiedenen Ressourcen zur Verfliigung Sie
kénnen dieses Repository anstellen und eine Kopie in Ihrem GitHub-Konto erstellen.

In diesem Repository provider. t £ Hat die Definition flr den erforderlichen Terraform-Provider definiert.
Terraform-Provider fir NetApp Cloud Manager wird verwendet.

variables.tf Enthalt alle variablen Erklarungen. Der Wert flr diese Variablen wird als Workflow-Eingabe
des Intersight Cloud Orchestrator eingegeben. So kénnen Werte bequem an einen Arbeitsbereich ibergeben
und die Terraform-Konfiguration ausgefiihrt werden.

resources .t f Definition der verschiedenen Ressourcen, die erforderlich sind, um eine lokale ONTAP der
Arbeitsumgebung hinzuzufiigen, ein Cloud Volumes ONTAP Cluster mit einzelnen Nodes in Google Cloud zu
erstellen, eine SnapMirror Beziehung zwischen On-Premises und Cloud Volumes ONTAP herzustellen, ein
Cloud Volume in Cloud Volumes ONTAP zu erstellen usw.

In diesem Repository:
* provider.tf Hat NetApp Cloud Manager als Definition fir den erforderlichen Terraform-Provider

eingesetzt.

* variables.tf Enthalt die variablen Deklarationen, die als Input fur den Intersight Cloud Orchestrator
Workflow verwendet werden. So kdnnen Werte bequem an den Arbeitsbereich tibergeben und die
Terraform-Konfiguration ausgefihrt werden.

* resources. tf Definition verschiedener Ressourcen zum Hinzufliigen einer lokalen ONTAP zur
Arbeitsumgebung, Erstellung eines Cloud Volumes ONTAP Clusters mit nur einem Node in Google Cloud,
Festlegung einer SnapMirror Beziehung zwischen On-Premises und Cloud Volumes ONTAP, Erstellung
eines Cloud Volumes in Cloud Volumes ONTAP usw.

Sie kdnnen einen zusatzlichen Ressourcen-Block hinzufligen, um mehrere Volumes auf Cloud Volumes
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ONTAP zu erstellen, oder die Anzahl der Nutzung oder for each Terraform-Konstrukte.

Damit Terraform-Arbeitsbereiche, -Module und -Richtlinien mit Terraform-Konfigurationen an Git-Repositorys
mit Terraform-Konfigurationen angeschlossen werden kénnen, benétigt Terraform Cloud Zugriff auf lhren
GitHub Repo.

Flgen Sie einen Client hinzu, und die OAuth Token-ID des Clients wird als eine der Workflow-Eingaben des
Intersight Cloud Orchestrator verwendet.

1. Melden Sie sich bei lhrem Terraform Cloud for Business-Konto an. Navigieren Sie zu Einstellungen >
Provider.

2. Klicken Sie auf VCS-Anbieter hinzufiigen.

3. Wahlen Sie Ihre Version aus.

4. Befolgen Sie die Schritte unter Anbieter einrichten.

5. Sie sehen den hinzugefligten Client in VCS Providers. Notieren Sie sich die OAuth Token-ID.

Token fiir den NetApp Cloud Manager-API-Betrieb aktualisieren

Zusatzlich zur Webbrowser-Schnittstelle verfligt Cloud Manager Uber eine REST-API, die Softwareentwicklern
Uber die SaaS-Schnittstelle direkten Zugriff auf die Funktionen von Cloud Manager bietet. Der Cloud Manager
Service besteht aus mehreren Kernkomponenten, die gemeinsam eine erweiterbare Entwicklungsplattform
bilden. Mit dem Token zum Aktualisieren konnen Sie fir jeden API-Aufruf Access Token generieren, die Sie der
Autorisierungs-Kopfzeile hinzufligen.

Ohne direkten Aufruf einer APl verwendet der netapp-Cloud-Manager-Provider ein Aktualisierungs-Token und
Ubersetzt die Terraform-Ressourcen in die entsprechenden API-Aufrufe. Sie mussen ein Aktualisierungs-Token
fir den NetApp Cloud Manager-API-Betrieb von generieren "NetApp Cloud Central".

Sie bendtigen die Client-ID des Cloud Manager Connectors, um Ressourcen auf Cloud Manager zu erstellen,
z. B. das Erstellen eines Cloud Volumes ONTAP Clusters, die Konfiguration von SnapMirror usw.

1. Melden Sie sich bei Cloud Manager an: "https://cloudmanager.netapp.com/".
2. Klicken Sie Auf Connector.
3. Klicken Sie Auf Connectors Verwalten.
4. Klicken Sie auf die Ellipsen und kopieren Sie die Konnektor-ID.
Cisco Intersight Cloud Orchestrator Workflow entwickeln
Cisco Intersight Cloud Orchestrator ist in Cisco Intersight verfigbar, wenn:

+ Sie haben die Intersight Premier-Lizenz installiert.

+ Sie sind Account-Administrator, Storage-Administrator, Virtualisierungsadministrator oder Server-
Administrator und haben lhnen mindestens einen Server zugewiesen.

Workflow Designer

Mit Workflow Designer kdnnen Sie neue Workflows (sowie Aufgaben und Datentypen) erstellen und
vorhandene Workflows bearbeiten, um Ziele in Cisco Intersight zu verwalten.

Um den Workflow Designer zu starten, gehen Sie zu Orchestrierung > Workflows. In einem Dashboard
werden unter den Registerkarten Meine Workflows, Beispiel-Workflows und Alle Workflows folgende
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Details angezeigt:

* Validierungsstatus

* Letzter Ausflhrungsstatus

» Top Workflows nach Anzahl der Ausfuhrung

» Oberste Workflow-Kategorien

* Anzahl systemdefinierter Workflows

» Top Workflows nach Zielen
Uber das Dashboard kénnen Sie eine Registerkarte erstellen, bearbeiten, klonen oder I6schen. Um eine
eigene benutzerdefinierte Ansichtsregisterkarte zu erstellen, klicken Sie auf +, geben Sie einen Namen an und

wahlen Sie dann die gewlinschten Parameter aus, die in den Spalten, Tag-Spalten und Widgets angezeigt
werden sollen. Sie kdnnen einen Tab umbenennen, wenn er nicht Uber ein Lock-Symbol verflgt.

Unter dem Dashboard befindet sich eine tabellarische Liste von Workflows mit den folgenden Informationen:

* Anzeigename

* Beschreibung

» Systemdefiniert

» Standardversion
 Ausflhrungen

¢ Letzter Ausflihrungsstatus
* Validierungsstatus

* Letztes Update

» Organisation
In der Spalte Aktionen kdnnen Sie die folgenden Aktionen ausfiihren:

 Ausfiihren. fihrt den Workflow aus.

* Verlauf. zeigt Workflow-Ausfuhrungsverlauf an.

» Versionen verwalten. Erstellen und Verwalten von Versionen fir Workflows.
» Loschen. Ldschen Sie einen Workflow.

* Wiederholen. Versuchen Sie einen fehlgeschlagenen Workflow erneut.

Workflow

Erstellen Sie einen Workflow, der aus den folgenden Schritten besteht:
» Definieren eines Workflows. Geben Sie den Anzeigenamen, die Beschreibung und andere wichtige
Attribute an.

* Definieren von Workflow-Eingangen und Workflow-Ausgaben. Geben Sie an, welche
Eingabeparameter flur die Workflow-Ausfiihrung obligatorisch sind, und welche Outputs bei erfolgreicher
Ausflhrung generiert wurden

* Workflow-Aufgaben hinzufiigen. Fliigen Sie im Workflow Designer eine oder mehrere Workflow-
Aufgaben hinzu, die fir die Ausfiihrung der Funktion des Workflows erforderlich sind.
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» *Validieren Sie den Workflow. *Uberpriifen Sie einen Workflow, um sicherzustellen, dass keine Fehler bei
der Verbindung von ein- und Ausgangen der Aufgabe auftreten.

Erstellen von Workflows fiir lokalen FlexPod Storage

Informationen zur Konfiguration eines Workflows fiir lokalen FlexPod Storage finden Sie unter "Dieser Link".

"Weiter: DR-Workflow."

DR-Workflow

"Friher: Automatisierte Implementierung von Hybrid Cloud NetApp Storage."

Die Reihenfolge der Schritte ist wie folgt:

1. Definieren Sie den Workflow.

o Erstellen Sie einen kurzen, benutzerfreundlichen Namen fiir den Workflow, z. B. Disaster Recovery
Workflow.

2. Definieren Sie die Workflow-Eingabe. Die Eingaben, die wir fur diesen Workflow machen, umfassen
Folgendes:

> Volume-Optionen (Volume-Name, Mount-Pfad)
o Volume-Kapazitat
o Dem neuen Datenspeicher zugeordneten Datacenter
o Cluster, auf dem der Datastore gehostet wird
o Name fur den neuen Datastore, der in vCenter erstellt werden soll
o Geben Sie den Typ und die Version des neuen Datenspeichers ein
o Name der Terraform-Organisation
o Terraform-Workspace
> Beschreibung des Terraform-Arbeitsbereichs
> Variablen (Sensitiv und nicht-empfindlich) erforderlich, um die Terraform-Konfiguration auszuflhren
> Grund fur den Start des Plans
3. Fugen Sie die Workflow-Aufgaben hinzu.

Zu den Aufgaben im Zusammenhang mit den Vorgangen in FlexPod gehdren:

> Volume-Erstellung in FlexPod:
o Flgen Sie eine Storage-Exportrichtlinie zum erstellten Volume hinzu.

o Das neu erstellte Volume einem Datenspeicher in VMware vCenter zuordnen
Die Aufgaben zum Erstellen des Cloud Volumes ONTAP-Clusters:

o Terraform-Workspace hinzufligen
o Terraform-Variablen hinzufligen
o Terraform-sensible Variablen hinzufligen

o Starten Sie den neuen Terraform-Plan

44


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_cvo_ico_ntap.html

o Terraform-Lauf bestatigen
4. Validieren Sie den Workflow.

Verfahren 1: Erstellen Sie den Workflow

1. Klicken Sie im linken Navigationsbereich auf Orchestration und klicken Sie auf Workflow erstellen.
2. Auf der Registerkarte Allgemein:

a. Geben Sie den Anzeigenamen an (Disaster Recovery Workflow).

b. Wahlen Sie die Organisation aus, legen Sie Tags fest und geben Sie eine Beschreibung ein.

3. Klicken Sie auf Speichern .

Diisgatin Rooowiry Workflow

w wihich ereetes. o
FlePod Sorege and O
Wl fiow [ zpcaation
Bl e T errrnated Actom
& i findy Trentihe hialss Bolltomcs

B s Detnag 1 g

Verfahren 2. Erstellen Sie in FlexPod ein neues Volume

1. Gehen Sie zur Registerkarte Designer und klicken Sie im Abschnitt Tools auf Tasks.
2. Ziehen Sie die Aufgabe Storage > New Storage Volume aus dem Abschnitt Tools in den Bereich Design.

3. Klicken Sie Auf Neues Speichervolume.
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CONFIGURE > Orchestration > Create Workflow

General Designer Mapping Code

«— Tools

Tasks Workflows Operations

Search

New Storage LUN

New Storage LUN ID

New Storage Pool

New Storage Snapshot Policy

New Storage Snapshot Policy
Schedule

New Storage Virtual Machine
[+] New Storage Volume

New Storage Volume Snapshot

Remove Hitachi Snapshot Data

Remove Hitachi Snapshot Pair

-

New Storage Volume
alofage .

4. Klicken Sie im Bereich Aufgabeneigenschaften auf die Registerkarte Allgemein. Optional kdnnen Sie
den Namen und die Beschreibung fir diese Aufgabe andern. In diesem Beispiel lautet der Name der

Aufgabe Volumen in FlexPod erstellen.

csca  Intersight CONFIGURE > Orchestration > Create Workflow

0 MONITOR

Designer Mapping Code

OPERATE
CONFIGURE

Workfows
Orchestration

i, Search

iz +| New Storage LUN
7] New Storage LUN ID
] New Storage Pool
5] New Storage Snapshot Policy

2] New Storage Snapshot Policy
Schadule

{*] New Storage Virtual Machine
{z] New Siorage Volume
Software Repository 5] New Storage Volume Snapshot

+] Remove Hitachi Snapshot Data

+] Remove Hitachi Snapshot Pair

Create volume in FlexPod
Sioruge
®

. Klicken Sie im Bereich Aufgabeneigenschaften auf Eingaben.

. Klicken Sie im Feld Speichergerat auf Karte.

Ruchika Lahotl 0,

O Save the workflow to validate.

Create volume in FlexPod

Inputs Outputs Variables

Name *

Create volume in FlexPod

Version

3 (default) v

Task Type MNew Storage Volume

User Description

Create a storage volume with volume name and volume sic

Task Details

Create a storage volume with volume name and velume size 335
inputs. Generates the volume name and volume size a5 outputs

@ Enoble Rollback ¢




CONFIGURE > Orchestration > Create Workflow ) Ruchika Lahoti £,

General Designer Mapping Code ) Save the workflow to validate.

= Tools 0| Create volume in FlexPod

Tasks Workflows Operations 3 General Inputs Outputs Variables

Ty, Search

New Storage LUN . Create volume in FlexPod

Storage

(}, Search

Storage Device *
[¥] New Storage LUN ID ® =

VALUE NOT SPECIFIED
New Storage Pool

New Storage Snapshot Policy Q Storage Vendor Virtual Machine * ©

New Storage Snapshot Policy VALUE NOT SPECIFIED
Schedule

New Starage Virtual Machine Storage Vendor Aggregate* ¢

New Storage Volume VALUE NOT SPECIFIED

New Storage Volume Snapshot
Storage Vendor Volume Options * ©
Remove Hitachi Snapshot Data
VALUE NOT SPECIFIED
[¥] Remoave Hitachi Snapshot Pair

Unhma Manaciiv &

7. Wahlen Sie statischer Wert und klicken Sie auf Speichergerat auswahlen.

8. Klicken Sie auf das hinzugefiigte Speicherziel und klicken Sie auf Auswéhlen.

+ » Create Workflow > New Storage Volume > Storage Device 0 70 A 88 Q, 7) Ruchika Lahoti Q.

Select Storage Device

6 items found 10 ~ perpage
- Add Filter

Type of Mapping

Name Vendor
Static Value AFF_A220 MNetApp
a220-gi316 NetApp
Storage Device * atinti fi=tipn

ocp-cluster NetApp

singlecvoaws MetApp

vsim NetApp

Selected 1 of 6

9. Klicken Sie Auf Karte.




Create Workflow > New Storage Volume > Storage Device = - | " £=3 ) Ruchika Lahoti L

Map Task Input

Configure/Assign the value from e options

Type of Mapping

Input
Static Value
&5 a5 the input,

Storage Device *

Selected Storage Device a220-g1316

10. Klicken Sie im Feld Storage Vendor Virtual Machine auf Map.

CONFIGURE » Orchestration » Create Workflow 0 = Q Ruchika Lahoti Q.
General Designer Mapping Code i Save the workflow 1o validate.

= Tools ] Create volume in FlexPod

Tasks Operations = General Inputs Outputs Variables

4 Search €, Search

Create volume in FlexPod .
* Executors S1o10G4 & Storage Device *

Y
& : Custom Value
invoke Ansible Playbook & Custol ue

[E Invoke PowerShell Script Storage Vendor Virtual Machine =

[#] Invoke SSH Commands VALUE NOT SPECIFIED

[#] Invoke Web API Request
Storage Vendor Aggregate * (&
« Compute

. VALUE NOT SPECIFIED
[5] Add Server Policies to Profile

[#] Clear Server Storage Controller Storage Vendor Volume Options *
Configuration
VALUE NOT SPECIFIED
[#] Clear Server Storage Controller
Foreign Configuration
Volume Capacity *

11. Wahlen Sie statischer Wert und klicken Sie auf Storage Virtual Machine auswéhlen.




Create Workflow >  New Storage Volume E 70 A 88 « Ruchika Lahoti L

e —

Configure/Assign the value from available options

Type of Mapping
Input

Static Value

@ Provide custom values as the input

Storage Vendor Virtual Machine

Storage Virtual Machine * ¢

2. Wahlen Sie die virtuelle Speichermaschine aus, auf der das Volume erstellt werden soll, und klicken Sie
auf Auswahlen.

- > Craate Workflow > New Storage Volume A 73 A 90 4 I L Ruchika Lahot 0

Select Storage Virtual Machine

14 items found 10 ~ per page
Type of Mapping

Add Filter

Name

FlexPod-Express-infra-SVM

Storage Vendor Virtual Machine Infra_SVM
OCP-SVM
demo2_svm
demod_svm

Storage Virtual Ma
demoServer

hybrid_cloud_2_swm

hybrid_cloud_rtp

13. Klicken Sie Auf Karte.




« » Creale Workflow > New Storage Volume 3 ._\l ‘ Ruchika Lahoti 0,

Map Task Input

Configure/Assign the value from available options.

Type of Mapping
Inpit

Static Value

@ Provide custom values as the input

Storage Vendor Virtual Machine

Storage Virtual Machine *

i Storage Virtual

hybrid_cloud_2_svm

Klicken Sie im Feld Storage Vendor Aggregate auf Map.

CONFIGURE > Orchestration > Create Workflow ) { @ Ruchika Lahoti 2,

General Designer Mapping Code Save the workflow 1o validate.

= Tools Create volume in FlexPod

Tasks Workflows Operations General Inputs Outputs Variables

Q. Search = @, Search

. Create volume in FlexPod I
° Slornge =
Executors g ° Storage Device *
[#] invoke Ansible Playbook = #% Custom Value
Invoke PowerShell Script
Storage Vendor Virtual Machine* @
[#] Invoke S5H Commands

#% Custom Value
[#] Invoke Web API Request

= Compute ¢ Storage Vendor Aggregate * @
[*] Add Server Policies to Profile VALUE NOT SPECIFIED

Clear Server Storage Controfler

Configuration Storage Vendor Volume Options* ©

[3] Clear Server Storage Controller 2 VALUE NOT SPECIFIED
Foreign Configuration

Unlirma Manacite ®

Wahlen Sie statischer Wert und klicken Sie auf Storage-Aggregat auswahlen. Wahlen Sie das Aggregat
und klicken Sie auf Auswaéhlen.




= » Create Workflow > New Storage Volume

Select Aggregate
Type of Mapping Name
aggrd1_nodel
aggrl1_nodel

aggrD1_node02

Storage Vendor Aggregate

aggri1_nodel2

aggrl

aggr1_AFF_A220_01
T mp— aggr1_AFF_AZ20_02

aggrl_cie_na220_g1316.01
Aggregale

aggr2

Selected 1 of 9

16. Klicken Sie Auf Karte.
17. Klicken Sie im Feld Storage Vendor Volume Options auf Map.
18. Wahlen Sie direkte Zuordnung und klicken Sie auf Workflow-Eingabe.

++« > Create Workflow > New Storage Volume £ 73 A 90

Map Task Input

Canfigure/Assign the value from available aptions.

Type of Mapping

Input

Direct Mapping

© Map the workflow input, variable orany of the previous task’s outpuls 1o input.

Map 1o
Workflow Input

Input Name *

19. Fihren Sie im Add Input Wizard die folgenden Schritte aus:

a. Geben Sie einen Anzeigenamen und einen Referenznamen an (optional).

b. Vergewissern Sie sich, dass Storage Vendor Volume Options fiir den Typ ausgewahlt ist.

Ruchika Lahoti UL




Klicken Sie auf Standardwert festlegen und liberschreiben.
Klicken Sie Auf * Erforderlich™.
Stellen Sie den Plattformtyp auf NetApp Active 1Q Unified Manager ein.

-~ ©®© o o

Geben Sie einen Standardwert fur das erstellte Volume unter Volume an.

g. Klicken Sie auf NFS. Wenn NFS festgelegt ist, wird ein NFS Volume erstellt. Wenn dieser Wert auf
false gesetzt ist, wird ein SAN-Volume erstellt.

h. Geben Sie einen Mount-Pfad an und klicken Sie auf Hinzufiigen.

Add Workflow Input

B4 Set Default Value ©
¥ Allow User Override ©

Default Values *

Storage Vendor Volume Options

Platform Type ©

Pure Hitachi Virtual Storage - NetApp Active 1Q
FlashArray ~ Platform —  Unified Manager

Volume *

mssql_data_vol

NFS Volume Option
" NFS ©

Mount Path
/mssql_data_vol

20. Klicken Sie Auf Karte.
21. Klicken Sie im Feld Volume Capacity auf Map.
22. Wahlen Sie direkte Zuordnung und klicken Sie auf Workflow-Eingabe.

23. Klicken Sie auf Eingabename und Workflow-Eingabe erstellen.
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Storage Volume > Volume Capacity 73 A 90 Q, 3 @ Ruchika Lahoti 2,

Map Task Input

Confi 1 the valt available options

Type of Mapping

Inpaut

Direct Mapping

© Map the workfiow input, variable or any of the previous task’s outputs to input

Map to

Workflow Input

Input Name *

Storage Vendor Volume Options

24. Im Add Input Wizard:
a. Geben Sie einen Anzeigenamen und einen Referenznamen an (optional).
Klicken Sie Auf * Erforderlich*.

=

Wahlen Sie fir Typ Speicherkapazitat.

Q o

Klicken Sie auf Standardwert festlegen und iiberschreiben.

Geben Sie einen Standardwert fur Volume-Grofie und -Einheit an.

o

f. Klicken Sie Auf Hinzufiigen.
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Add Workflow Input

Storage Capacity

B SetDefault Value ¢

8 Allow User Override ©

Dafault Values *
Volume Capacity

Gy
Size ¥

20

Unit *

GiB

25. Klicken Sie Auf Karte.

26. Erstellen Sie mit Connector eine Verbindung zwischen den Aufgaben Start und Lautstéarke in FlexPod
erstellen, und klicken Sie auf Speichern.

CONFIGURE > Orchestration » Create Workflow
General Designer Mapping Code

= Tools

Tasks Workflows Operations

O, Search .
Create volume in FlexPod
*» Executors v Storage

-

[#] Invoke Ansible Playbook
[#] Invoke PowerShell Script
[#] Invoke SSH Commands
[#] Invoke Web API Request
s Compute
[+] Add Server Policies to Profile

[#] clear Server Storage Controller
Configuration

[¥] clear Server Storage Controller
Foreign Configuration




Ignorieren Sie den Fehler jetzt. Dieser Fehler wird angezeigt, weil es keine Verbindung
zwischen den Tasks Create Volume in FlexPod und success gibt, die erforderlich ist, um
den erfolgreichen Ubergang festzulegen.

Verfahren 3: Add Storage Export Policy

1. Gehen Sie zur Registerkarte Designer und klicken Sie im Abschnitt Tools auf Tasks.

2. Ziehen Sie die Aufgabe Speicherung > Speicherexport Policy in Volume hinzufiigen aus dem Abschnitt
Tools im Bereich Design.

3. Klicken Sie auf Storage Export Policy zum Volume hinzufiigen. Klicken Sie im Bereich
Aufgabeneigenschaften auf die Registerkarte Allgemein. Optional konnen Sie den Namen und die
Beschreibung fir diese Aufgabe andern. In diesem Beispiel lautet der Name der Aufgabe ,,Add Storage
Export Policy*.

4. Verwenden Sie den Konnektor, um eine Verbindung zwischen den Aufgaben herzustellen Erstellen Sie
Volumes in FlexPod und Speicherexportrichtlinie hinzufiigen. Klicken Sie Auf Speichern.

General Designer Mapping Code & Invalid 1 error found. Resolve errors to execute,

Add Storage Export Policy to Volume

General Inputs

Create volume in FlexPod s
eruge _ = Add Storage Export Policy to Volume

+| New Hitachi Snapshot Data

[*] New Hitachi Snapshot Pair 1 {default)

[¥] New NetApp NAS Smart Volume Add Storage Export Policy to Volume

1*] Now NetApp Smart LUN
[¥] New Storaga Data IP Interface
4| New Storage Export Policy
[¥] New Storage Export Policy Rule
[*1 New Storage Fibre Channel Interface
#] New Storage Host
2] New Storagae Host Group
New Storage LUN
[£] Now Storaga LUN ID

[#] New Storage Pool

6. Klicken Sie im Feld Speichergerat auf Karte.

. Add Storage Export Policy 1o V.

5. Klicken Sie im Bereich Aufgabeneigenschaften auf Eingaben.

Add an export policy to a volume with storage virtual mach

Task Dotails

Add an export policy 1o a volume with storage viriual maching
namé, velume name, export policy name as the inputs. On
successiul execution volume name and export policy added are
generated a5 outputs.

Last saved 7 minutes ago
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Designer Mapping Code & Invalid 1 error found. Resolve ermors 1o execute.

Add Storage Export Policy to Volume

Workflows General Inputs Outputs

e € Search
. Create volume in FlexPod
» Executors A — 9 Storage Device *

[#] Invake Ansible Playbook VALUE NOT SPECIFIED

Storage Vendor Virtual Machine * ¢

[#] Invoke PowerShell Script . Add Storage Export Policy to V

[+ Invoke 55H Commands
WVALLUE NOT SPECIFIED
[ Invoke Wab API Request
® Compute A Volume* ©
[*] Add Server Policies to Profile VALLUE NOT SPECIFIED

=
1=} Clear Server Storage Controller Export -
Configuration Polkcy

[#] Clear Server Storage Controlles VALUE NOT SPECIFIED

Foreign Configuration
[*] Copy Server Profile
1+| Delete Server Virtual Drives

[*] Daploy Server Profile

Last savad 8 minutes ago

7. Wahlen Sie statischer Wert und klicken Sie auf Speichergerat auswahlen. Wahlen Sie dasselbe
hinzugefugte Speicherziel aus, wahrend Sie die vorherige Aufgabe zur Erstellung eines neuen
Speichervolumens erstellen.

8. Klicken Sie Auf Karte.

Nt Svplp
AT _AZI0

a220-91316

houltytte

oop-chustar

BN vOaws

vaIm

sriecied VOl &

9. Klicken Sie im Feld Storage Vendor Virtual Machine auf Map.

10. Wahlen Sie statischer Wert und klicken Sie auf Storage Virtual Machine auswéhlen. Wahlen Sie
dieselbe virtuelle Speichermaschine aus, die beim Erstellen der vorherigen Aufgabe zur Erstellung eines
neuen Speichervolumes hinzugefligt wurde.




MName

FlexPos Express infrs SVM

Infra_SVM

OCP-SWM

[

Frytond ciousd g

hybrid_clood_2_swm

Inytorid_choud_rtp

11. Klicken Sie Auf Karte.
12. Klicken Sie im Feld Volumen auf Karte.

13. Klicken Sie auf Aufgabenname und dann auf Volumen in FlexPod erstellen. Klicken Sie auf
Ausgabename und dann auf Volumen.

In Cisco Intersight Cloud Orchestrator kdnnen Sie die Ausgabe einer friiheren Aufgabe als

@ Input fur eine neue Aufgabe bereitstellen. In diesem Beispiel wurden die Volumen-Details
aus der Task Create Volume in FlexPod als Input fir die Aufgabe Add Storage Export
Policy bereitgestellt.
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Map Task Input

Configure/Assign the value from available options

Type of Mapping

Input

Direct Mapping

@ Map the workflow input. variable or any of the previous task’s outputs to Input
Map to

'_Fas_k_ Ou't_;?_ul

Task Mame * Dutput Mame *

Create volume in FlexPod © Volume

14. Klicken Sie Auf Karte.
15. Klicken Sie im Feld Richtlinie exportieren auf Karte.

16. Wahlen Sie statischer Wert und klicken Sie auf Exportrichtlinie auswahlen. Wahlen Sie die erstellte
Exportrichtlinie aus.

- .» Disasterrecovery workflow > Edit > Add Storage Export Policy to Valume 3> ExportPolicy 6 i} Q i (] Ruchika Lahoti &

" 9%atect Export Policy
export-hybrid_cloud_2_svm-mysql_data_copy
export-hybrid_cloud_2_svm-mysql_ds_copy

Typa of Mapping export-hybrid_cloud_2_svm-mysqgl_log_copy
export-infra_svm-lesi_copy

axport-svm_singlecvoaws

export-sym_singlecvoaws-application_copy

Export Policy * =
5o ek export-svm_singlecvoaws-hybrid_cloud_1_swap_copy

export-svm_singlecvoaws-ocp_volume

export-svm_singlecvoaws-test_data_copy

hybrid-ONTAP-Expart-policy

=mb

test

Selected 10119

17. Klicken Sie auf Karte und dann auf Speichern.




@ Damit ist das Hinzufligen einer Exportrichtlinie zum Volume abgeschlossen. Als Nachstes
erstellen Sie einen neuen Datenspeicher, der das erstellte Volume zugeordnet.

Prozedur 4: FlexPod Volume zu Datastore zuordnen

1. Gehen Sie zur Registerkarte Designer und klicken Sie im Abschnitt Tools auf Tasks.

2. Ziehen Sie die Aufgabe Virtualisierung > Neuer Hypervisor Datastore aus dem Abschnitt Tools im
Bereich Design.

3. Verwenden Sie Connector, um eine Verbindung zwischen den Aufgaben Add Storage Export Policy und
New Hypervisor Datastore herzustellen. Klicken Sie Auf Speichern.

1 orrer found Retcdes errors 10 exeCute

e
L

* Exscutors . Craata wahomeg o §iwe P
. 1

Invoae Arasbie Paytook
= irvohe PowerShell Sorpt
* lvwohe SEM Corremands . Add Btorage | apert Polcy b W
L
£ Wrrepar Wel AFY Regurst
= Compute
+) Add Server Polcses b Profile

. Cload Server Siorage Cortrplier
CorfQuratan

* Gt Sevver Sk spe Cortroier
Foregr Confuraton

*| Coow Server Profie

4. Klicken Sie Auf Neuer Hypervisor Datastore. Klicken Sie im Bereich Aufgabeneigenschaften auf die
Registerkarte Allgemein. Optional kénnen Sie den Namen und die Beschreibung fir diese Aufgabe
andern. In diesem Beispiel lautet der Name der Aufgabe Datentrager in Datastore zuordnen.
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Dasigner

Warkflows

3] nvoke Guest Customization for Linux

Virtual Maching

Mar

Operations

| Invoke Guast Customization for

Virtual Machine

| Invoke Guest Customization for
Windows Virtual Machine

! Move Virtual Machine

{2} Mew Datastore Cluster

| Mew Distributed Viriual Network

[ New Distributed Virtual Switch

Mew Hypervisor Cluster

1 Mew Hypervisor Datacenter

3] Mew Hypervisor Datastore

[l Mew Hypervisor Host

(3] Mew Virtual Machine from Template
A Plnna frem Uirkial Machine

A Invalid

. Creaste volume in FlexPod

L

. MdSlulqu_l;p;t-nﬂollﬂmv..

M
=] ap volume to datasiore

5. Klicken Sie im Bereich Aufgabeneigenschaften auf Eingaben.

6. Klicken Sie im Feld Hypervisor Manager auf Karte.

1 esror found. Resolve emrors to execute.
Map volume to datastore

General Inputs Oulputs Yarlables

Map volume to datasiore

Vaorsion 1 (detault)

Tonsk Type MNew Hypervisor Datastore.
u escription

Create a new datastore on selected hypervisor. Requires d

Task Details

Creata a new datastone on seb hypervisor, Requires da A
cluster (or host), and datastore. For VMFS, the canonical disk name,
and VMFS varsion inputs are needed. For NFS, remote servir and
mount path, and NFS version are needed. On successiul execution,
the datastore name, disk name, VMFS version, and datacenter
name are generated as cutputs.

@ Enable Roliback

Last saved 16 minutes ago

7. Wahlen Sie statischer Wert und klicken Sie auf Hypervisor Manager auswahlen. Klicken Sie auf das
VMware vCenter Ziel.

8. Klicken Sie Au

>

Hypervisor Manager

Select Hypervisor Manager

Add Filter
Nama
@13-vcfpmc.sa
weenter.mva local

od 102

Vendor

VMwara

VMware




frecovery workflow > Edit > New Hypervisor Da * » Hypervisor Manager () 86 A4 93 s Q, 13, & Ruchika Lahoti L

srrmge smeis asspEes

Configuref Assign the value from avallable options.

Type of Mapping

Input

Static Value

@ Provide custom values as the input

Hypervisor Manager *

Selected Hypervisor Manager g13-vc.fpmc.sa

9. Klicken Sie im Feld Data Center auf Karte. Dies ist das dem neuen Datenspeicher zugeordnete
Datacenter.

10. Wahlen Sie direkte Zuordnung und klicken Sie auf Workflow-Eingabe.

11. Klicken Sie auf Eingabename und dann auf Workflow-Eingabe erstellen.

Map Task Input

Configure/Assign the value from available options.

Type of Mapping

Input
Direct Mapping

@ Map the workfiow input, variable or any of the previous 1ask's outputs 1o input

Map to
Workflow Input

Input Name *
Storage Yendor Volume Opticn

Storage Vendor Volume Options

Voluma Capacity

12. Fuhren Sie im Add Input Wizard die folgenden Schritte aus:

a. Geben Sie einen Anzeigenamen und einen Referenznamen an (optional).




b. Wahlen Sie Datacenter als Typ aus.
c. Klicken Sie auf Standardwert festlegen und liberschreiben.
d. Klicken Sie Auf Datacenter Auswahlen.

e. Klicken Sie auf das dem neuen Datenspeicher zugeordnete Rechenzentrum und dann auf Auswéhlen.

Add Workflow Input Select Datacenter

Add Filter

Hame taventoryPath

Demo-FlexPod-Express /Demo-FlexPod-Express

FlexPod-G13 fFlexPod-G13

ed 10f 2

= Klicken Sie Auf Hinzufligen.
13. Klicken Sie Auf Karte.
14. Klicken Sie im Feld Cluster auf Karte.
15. Wahlen Sie direkte Zuordnung und klicken Sie auf Workflow-Eingabe.
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Map Task Input

Jur tha value fram a

Type of Mapping

IMput

Direct Mapping

© Map the woerkfiow inpln, vartable or any of the preyious tek's SEIpUIE i input

K

Workflow Input

Input Name *

Datacoenter
Storage Wendor Violurme Option
Storage Vendor Volume Oplions

Voluma Capacity

16. Fihren Sie im Add Input Wizard die folgenden Schritte aus:

-~ ©®© o o

@

a. Geben Sie einen Anzeigenamen und einen Referenznamen an (optional).
b.

Klicken Sie Auf * Erforderlich*.

Wahlen Sie als Typ Cluster aus.

Klicken Sie auf Standardwert festlegen und tiberschreiben.

Klicken Sie Auf Cluster Auswahlen.

Klicken Sie auf den Cluster, der dem neuen Datenspeicher zugeordnet ist.

Klicken Sie Auf Auswahlen.
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Select Cluster

Mame IvventoryPath

UCS Mini {Demo-FlexPod-Expresshost/UCS Mini

{FhxPed-G13Most/ Washington

h. Klicken Sie Auf Hinzufiigen.
17. Klicken Sie Auf Karte.
18. Klicken Sie im Feld Host auf Karte.
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Add Workflow Input

Cluster on which the datastore will

Value Restrictions
Required
Collection/Multiple ©

Type

Cluster

= set Default Value ©
B Aliow User Override

Default Values *
Cluster ¢

acted Cluster Washington

19. Wahlen Sie statischer Wert und klicken Sie auf den Host, auf dem der Datenspeicher gehostet werden
soll. Wenn ein Cluster angegeben wird, wird der Host ignoriert.
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4 items found 10 v perpage

Add Filter

Type of Mapping
Name

Static Value 172.22.0111

172.22.0.112
esxi-01.nva local
esxi-02.nva.local

Selected 1 of 4

20. Klicken Sie auf Auswahlen und Karte.
21. Klicken Sie im Feld Datastore auf Map.
22. Wahlen Sie direkte Zuordnung und klicken Sie auf Workflow-Eingabe.

23. Klicken Sie auf Eingabename und Workflow-Eingabe erstellen.

Map Task Input

Configure/Assign the value from avallable oplions:

Type of Mapping
Input
Direct Mapping
@ Map the workflow input, variabie or any.of the previous task's outputs 1o input

Map to

Workflow Input

Input Mame *

Cluster

Datacenter

Storage Vendor Volume Option
Storage Vendor Volume Options

Volume Capacity




24. Im Add Input Wizard:
a. Geben Sie einen Anzeigenamen und einen Referenznamen an (optional).
b. Klicken Sie Auf * Erforderlich*.

c. Klicken Sie auf Standardwert festlegen und tliberschreiben.

d. Geben Sie einen Standardwert fir den Datastore ein und klicken Sie auf Hinzufiigen.

Add Workflow Input

Type
String

Regex
~{1,42)}%
Secure ©

- Object Selector ©

B setDefault Value ©
B  Allow User Override @

Default Values *

hybrid-dsf

25. Klicken Sie Auf Karte.
26. Klicken Sie im Eingabefeld Datenspeichertyp auf Karte.
27. Wahlen Sie direkte Zuordnung und klicken Sie auf Workflow-Eingabe.

28. Klicken Sie auf Eingabename und Workflow-Eingabe erstellen.
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Type of Mapping

Input

Direct Mapping

@ Map the workfiow input, variabie ar any of the previous task’s outputs to input

Map o

Workflow Input

Input Name *

Cluster

Datacenter

Datastore

Storage Vendor Volume Option

Storage Vendor Volume Options

29. Fuhren Sie im Add Input Wizard die folgenden Schritte aus:

a. Geben Sie einen Anzeigenamen und einen Referenznamen an (optional) und klicken Sie auf
erforderlich.

b. Stellen Sie sicher, dass Sie den Typ Types of Datastore auswahlen und auf Standardwert festlegen
und tiberschreiben klicken.
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Add Workflow Input

Display Mame * Reference Mame *

Type of Datastore DatastoreVersion

Description

Type and version of the new datasi

Value Restrictions
B Required
Collection/Multiple ©

Type

Types of Datastore

5 set Default Value
B allow user Override ©

Default Valses *

Type of Dalastore

c. Geben Sie den Remote-Pfad an. Dies ist der Remote-Pfad des NFS Mount-Punkts.
d. Geben Sie die Hostnamen oder IP-Adressen des Remote-NFS-Servers in NFS-Serveradresse an.

e. Klicken Sie auf den Zugriffsmodus. Der Zugriffsmodus gilt fir den NFS-Server. Klicken Sie auf
schreibgeschutzt, wenn Volumes als schreibgeschitzt exportiert werden. Klicken Sie Auf Hinzufiigen.
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Add Workflow Input

Default Values *

Type of Datastore

Type of Datastore <
VMFS-6

Remote Path *

/masqgl_data_vol

NFS Server Address *

172.22.4.155

Access Mode o

& Read Write Read Only

30. Klicken Sie Auf Karte.
31. Klicken Sie Auf Speichern.

1 error found Resclee errors o exeCutie

* Emsc " .Cm-ﬂ—nlhlm
.

= e Araible PlaySook

* irvohe PowerShell Sorpt
Irrwcie S50 Correrands . Al Braw apa | apenrt Palcy b W
»
£ irrepar Wel AFY Reguret
= Compute
Add Server Poboses 1o Profile

. Cloar Server Siorege Corteolier
Coanfaur it

* Gt Sevver Sk spe Cortrofer
Foresgr ConfQuratar

*| Coow Server Profie

Last saved i 8 frw gaconSs

Damit ist die Erstellung des Datastores abgeschlossen. Alle im On- Premises-FlexPod-Datacenter
ausgefiihrten Aufgaben werden abgeschlossen.




Designer Mapping Code A& Invalid 1 error found. Resolve errors to execute.

* Networking . Create volume in FlexPod
- STGIBgE L

& Targel Management

= Terraform Cloud . Md Slwm Export Policy to V..

[*] Add Terraform Sensitive Variable

[+] Add Terraform Variable g Map volume to datastore

B

[+ Add Terraform Workspace - ®
*] confirm and Apply Terraform Run

—= ' SARr [ A Terralorm Workspace
[¥] Get Terraform Current State Version e i e

Get Terraform Run 1D

[*] Get Terraform Run State

Prozedur 5: Fiigen Sie einen neuen Terraform-Arbeitsbereich hinzu

1. Gehen Sie zur Registerkarte Designer und klicken Sie im Abschnitt Tools auf Tasks.

2. Ziehen Sie die Aufgabe Terraform Cloud > Terraform Workspace hinzufiigen aus dem Abschnitt Extras
im Designbereich.

3. Verwenden Sie Connector, um die Aufgaben Kartenvolumen mit Datastore und Terraform Workspace
hinzufiigen zu verbinden und klicken Sie auf Speichern.

4. Klicken Sie Auf Terraform Workspace Hinzufiligen. Klicken Sie im Bereich Aufgabeneigenschaften auf
die Registerkarte Allgemein. Optional kdnnen Sie den Namen und die Beschreibung fir diese Aufgabe
andern.
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CONFIGURE > Orchestration > Disaster recovery workflow >  Edit B6 A4 93 [+ L 3 Ruchika Lahoti £
General Designer Mapping Code & Invalid 1 error found. Resolve errors to execute.
= Tools [il Add Terraform Workspace
Tasks Workflows Operations ; General Inputs Outputs Variables

4, Search

Name *

® Networking . Create volume in FlaxP - Add Terraform Workspace
Torage aa
]

& Storage —
= Version 1 (default)

. Add Suorege Export Poib :-""»u i Task Type Add Terraform Workspace

User Description

® Target Management

o Terraform Cloud

[£] Add Terraform Sensitive Variable Creating a Terraform Workspace

+] Add Terraform Variable Map volume 1o datastore
it

virtualisa Task Details

*1 Add Terraform Workspace @ _
£ Creating a Terraform Workspace

#] confirm and Apply Terraform Run 4 L
Y A e tou ko @@ Enable Rollback

— : 4
| Get Terraform Current State Version

+] Get Terraform Run ID

‘| Get Terraform Run State

Last saved 2 minutes ago

. Klicken Sie im Bereich Aufgabeneigenschaften auf Eingaben.
. Klicken Sie im Eingabefeld Terraform Cloud Target auf Karte.

7. Wahlen Sie statischer Wert und klicken Sie auf Terraform Cloud Target. Wahlen Sie das Terraform
Cloud for Business-Konto aus, das wie in erlautert hinzugefligt wurde "Konfigurieren Sie Cisco Intersight

"ok

Service fir HashiCorp Terraform".*.

Select Terraform Cloud Target

1 tems found 10 v perpage
Add Filter
Type of Mapping
. Target Type

TFCB TerraformCloud

Selected 1 of 1

Terraform Cloud Target *

8. Klicken Sie Auf Karte.
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9. Klicken Sie im Eingabefeld Terraform Organisationsname auf Karte.

10. Wahlen Sie statischer Wert und klicken Sie dann auf Terraform-Organisation auswahlen. Wahlen Sie
den Namen der Terraform-Organisation aus, der Sie in Ihrem Terraform Cloud for Business-Account
gehoren.

Select Terraform Organization Name

L, Add Filter

MName identity

cisco-intersight-gc org-MZpxKCstWgQaBbbe

Selected 1 of 1

11. Klicken Sie Auf Karte.

12. Klicken Sie im Feld * Terraform Workspace Name™* auf Karte. Dies ist der neue Workspace im Terraform
Cloud for Business Account.

13. Wahlen Sie direkte Zuordnung und klicken Sie auf Workflow-Eingabe.

14. Klicken Sie auf Eingabename und Workflow-Eingabe erstellen.
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Map Task Input

C

Type of Mapping

Input

Direct Mapping

@ Map the woarkflow input, variable or any of the previous task’s outpuis 1o input

Map 10

Workflow Input

Input Name *

Cluster
Datacenter

Datastore

15. Fihren Sie im Add Input Wizard die folgenden Schritte aus:
a. Geben Sie einen Anzeigenamen und einen Referenznamen an (optional).
b. Klicken Sie Auf * Erforderlich*.
c. Achten Sie darauf, String fir Typ auszuwahlen.
d. Klicken Sie auf Standardwert festlegen und tiberschreiben.
e. Geben Sie einen Standardnamen fur den Arbeitsbereich an.

f. Klicken Sie Auf Hinzufiigen.
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Add Workflow Input

Ma-zA-20-9- 'S

. Object Selector ¢

¥ Set Defaull Value
-!- Allow User Overmide ©

Default Values *

hy‘blidrsnapmlrrod

16. Klicken Sie Auf Karte.
17. Klicken Sie im Feld Workspace Beschreibung auf Karte.
18. Wahlen Sie direkte Zuordnung und klicken Sie auf Workflow-Eingabe.

19. Klicken Sie auf Eingabename und Workflow-Eingabe erstellen.
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Add Workflow Input

Workspace Description © WorkspaceDescription

Description

Description of the Terraform Work:

Value Restrictions
Required ©
Collection/Muitiple ©

Type
String

Secure ©

@  ObjectSelector ©

¥ Set Default Value ©

) Allow User Override ©

20. Fuhren Sie im Add Input Wizard die folgenden Schritte aus:
a. Geben Sie einen Anzeigenamen und einen Referenznamen an (optional).
b. Achten Sie darauf, String fur Typ auszuwahlen.
c. Klicken Sie auf Standardwert festlegen und iiberschreiben.

d. Geben Sie eine Beschreibung des Arbeitsbereichs ein, und klicken Sie auf Hinzufiigen.




Add Workflow Input

Value Restrictions
Required ©
Collection/Multiple

Type
String

Secure ©

[ ] Object Selector

= set Default value ©
% Allow User Override

Default Values *

Workspace Description

workspace to create CVO and configure SnapMirror

21. Klicken Sie Auf Karte.
22. Klicken Sie im Feld Ausfiihrungsmodus auf Karte.

23. Wahlen Sie statischer Wert, klicken Sie auf Ausfiihrungsmodus und dann auf Remote.
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Type of Mapping

Input

Static Value

@ Provide custom values as the input

Execution Mode

ExecutionMode

remote

24. Klicken Sie Auf Karte.
25. Klicken Sie im Feld Methode anwenden auf Karte.

26. Wahlen Sie statischer Wert und klicken Sie auf Methode anwenden. Klicken Sie Auf Manuelle
Anwendung.

Type of Mapping

Input

Static Value v O

@ Provide custom values as the input

Apply Method

Manual Apply X v @

27. Klicken Sie Auf Karte.
28. Klicken Sie im Feld Benutzeroberflache auf Karte.

29. Wahlen Sie statischer Wert und klicken Sie auf Benutzeroberflache. Klicken Sie auf Konsole-UI.
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Type of Mapping

Input

Static Value

® Provide custom values as the input.

User Interface

Console Ul

30. Klicken Sie Auf Karte.
31. Klicken Sie im Eingabefeld auf Karte und wahlen Sie lhren Workflow aus.

32. Wahlen Sie statischer Wert aus, und klicken Sie auf Wahlen Sie lhren Workflow. Klicken Sie Auf
Versionskontrollworkflow.

Type of Mapping

Input

Static Value

© Provide custom values as the input.

Choose your workflow

Version control workflow

Search

Version control workflow

CLI-driven workflow

APl-driven workflow

33. Geben Sie die folgenden GitHub Repository-Details an:

a. Geben Sie unter Repository-Name den Namen des Repositorys ein, der im Abschnitt aufgefuhrt ist

1l

", Voraussetzungen fur die Umgebung einrichten®".

b. Geben Sie die OAuth Token-ID wie im Abschnitt beschrieben an ",Voraussetzungen fur die Umgebung
einrichten".

c. Wahlen Sie die Option Automatisches Ausfiihren-Triggering aus.
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Disaster Recovery Workflow > Edit > Add Terraform Workspace > Choose your workflow

Type of Mapping

Input
Static Value

© Provide custom values as the input.

Choose your workflow

Choose your workflow *

Version control workflow

Choose repository and configure settings

Repository Mame *

NetApp-Automation/FlexPod-hybrid-cloud-for-GCP-wit ©

Oauth Token ID *

Terraform Working Directory

Automatic Run Triggering

Automatic Run Triggering Options

Always Trigger Runs

34. Klicken Sie Auf Karte.
35. Klicken Sie Auf Speichern.

Damit ist die Erstellung eines Workspace in einem Terraform Cloud for Business-Konto abgeschlossen.

Prozedur 6: Fiigen Sie dem Arbeitsbereich nicht-sensible Variablen hinzu

1. Gehen Sie zur Registerkarte Designer und klicken Sie auf den Abschnitt Workflows aus Tools.

2. Ziehen Sie den Workflow Terraform > Terraform Variablen hinzufligen aus dem Abschnitt Tools im
Bereich Design.

3. Verwenden Sie den Connector, um die Aufgaben Terraform Workspace hinzufiigen und Terraform-
Variablen hinzufligen zu verbinden. Klicken Sie Auf Speichern.
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4. Klicken Sie Auf Terraform-Variablen Hinzufiigen. Klicken Sie im Bereich Workflow-Eigenschaften auf
die Registerkarte Allgemein. Optional kdnnen Sie den Namen und die Beschreibung fiir diese Aufgabe
andern.

86 A 93 L]
A irvaild 1 esror found
Add Terraform Variable
General mputs

Add Terraform Variable

. Create volume in FlesPod
°
" Executon

= Compute . ﬁldli ::Iarw Enport Policy to ¥ = ‘ 1 (defouity
* CoraTanks 1 At Termaloem Variable

= Hyperflex

m unla mm 10 datantore

» Natworking b to Terraform Workspace

Slorage
Task Dutails

* Targel Managemarnt -
. =] RSd Tett aloerm Work space Add wariable to Terralorm Workspace

* Temaform Cloud
@® Enasle Roliback
=} Add Terrmform 5

| .-!Il m ltl?f:lfdl.ll u;nm
Terrafom Workspace
finm and Apply Terraform Run
L] Get Terraform Current State Viersion
[E] Gel Taratorm fun il
1 Get Termtormn Run State

| Get Teraform Stode Version Conlents

Lost saved 31 minites sgo

5. Klicken Sie im Bereich Workflow-Eigenschaften auf Eingaben.
6. Klicken Sie im Feld Terraform Cloud Target auf Karte.

7. Wahlen Sie statischer Wert und klicken Sie auf Terraform Cloud Target. \WWahlen Sie das Terraform
Cloud for Business-Konto aus, das wie in erlautert hinzugefligt wurde "Konfigurieren Sie Cisco Intersight

"o

Service fur HashiCorp Terraform".“.

Terraform Cloud Torget

Select Terraform Cloud Target

Targel Type

TermiomCloud

8. Klicken Sie Auf Karte.
9. Klicken Sie im Feld Terraform Organisationsname *auf *Karte.

10. Wahlen Sie statischer Wert und klicken Sie auf Terraform-Organisation auswahlen. Wahlen Sie den
Namen der Terraform-Organisation aus, der Sie in Ihrem Terraform Cloud for Business-Account gehdren.
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» Workspece i)

Map Task Input

Task Dutput

ik M

Add Terraform Workspacs

11. Klicken Sie Auf Karte.
12. Klicken Sie im Feld * Terraform Workspace Name* auf Karte.

13. Wahlen Sie direkte Zuordnung und klicken Sie auf Aufgabenausgabe.

14. Klicken Sie auf Aufgabenname und klicken Sie auf Terraform Workspace hinzufiigen.

Type of Mapping

Input
Direct Mapping
& Map the workflow inpul, variable or any of the previous 1a CUTpURE Tor fnpul

Map to

Workflow Input

Input Name *

Cluster

Datlacenter

Datastore

Storage Vendor Valume Option
Storage Vendor Volume Options
Type of Datastore

Volume Capacity

15. Klicken Sie auf Ausgabename und dann auf Workspace Name.




16. Klicken Sie Auf Karte.
17. Klicken Sie im Feld Variablen hinzufiigen Optionen auf Karte.
18. Wahlen Sie direkte Zuordnung und klicken Sie auf Workflow-Eingabe.

19. Klicken Sie auf Eingabename und Workflow-Eingabe erstellen.

Add Workflow Input

Display Name * Reference Name *

Terraform Variable © TerraformAddVariable

Description

Terraform Variable to be added

Value Resfrictions
= Required
Collection/Multiple

Type
String

& Object Selector

20. Fuhren Sie im Add Input Wizard die folgenden Schritte aus:
a. Geben Sie einen Anzeigenamen und einen Referenznamen an (optional).
b. Achten Sie darauf, String flr den Typ auszuwahlen.
c. Klicken Sie auf Standardwert festlegen und iiberschreiben.

d. Klicken Sie auf Variablentyp und dann auf nicht-sensible Variablen.




21. Geben Sie im Abschnitt Terraform-Variablen folgende Informationen ein:
° Schliissel. name of on-prem-ontap
> Wert. geben Sie den Namen von On-Premise ONTAP an.
> Beschreibung. Name des On-Premise ONTAP.

22. Klicken Sie auf +, um weitere Variablen hinzuzuftigen.

*4 SetDefault Value ©

'y_f Allow User Override ©

Default Values *

Terraform Variable

Key *

name_of_on-prem-ontap

Value

Provide the name of On-premise ONTAP added in section Deploying ©

Description

Name of the On-premise ONTAP

23. Fugen Sie alle Terraform-Variablen wie in der folgenden Tabelle dargestellt hinzu. Sie kdnnen auch einen
Standardwert angeben.

Terraform Variablenname Beschreibung

Name_von_On-Prem-ontap Name des On-Premises-ONTAP (FlexPod)




Terraform Variablenname

On-Prem-ontap_Cluster_ip

On-Prem-ontap_user_Name

Zone

Subnetz_id

vpc_id

Capacity_package Name
Quell-Volume
Source_Storage_vm_Name
Ziel_Volume

Schedule_of Replication
Name_von_Volume to create_on_cvo

Workspace_id

Projekt_id

Name_des_cvo_Clusters

gcp_Service_Account

24. Klicken Sie auf Karte und dann auf Speichern.

Beschreibung

Die IP-Adresse der Managementoberflache des
Storage-Clusters

Admin-Benutzername fir das Storage-Cluster

GCP-Region, in der die Arbeitsumgebung erstellt
wird

GCP-Subnetz-id, an der die Arbeitsumgebung
erstellt wird

Die VPC-ID, mit der die Arbeitsumgebung erstellt
wird

Der zu verwendende Lizenztyp

Der Name des Quell-Volume

Der Name der Quell-SVM

Name des Volumes auf Cloud Volumes ONTAP
Der Standardwert ist 1 Stunde

Name des Cloud Volume

Workspace_id, in der die Arbeitsumgebung erstellt
wird

Die Projekt_id, in der die Arbeitsumgebung erstellt
wird

Der Name der Cloud Volumes ONTAP-
Arbeitsumgebung

gcp_Service_Account der Cloud Volumes ONTAP-
Arbeitsumgebung
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Add Terraform Variable

General Inputs Outputis Variables

Search

(
-

Terraform Cloud Target* ©

& Custom Value

o ';"-‘;-

Workspace ID* ©

L. Task Output Workspaceld | Add Terraformn Work...

Termmaform Variable ©

L  Workfilow Input Terraform Variables

Last saved an hour ago

Damit ist das Hinzufligen der erforderlichen Terraform-Variablen zum Arbeitsbereich abgeschlossen. Fligen
Sie anschlielRend die erforderlichen sensiblen Terraform-Variablen zum Arbeitsbereich hinzu. Sie kbnnen beide
auch zu einer einzigen Aufgabe kombinieren.




Prozedur 7: Filigen Sie sensible Variablen zu einem Arbeitsbereich hinzu

. Gehen Sie zur Registerkarte Designer und klicken Sie im Abschnitt Tools auf Workflows.

. Ziehen Sie den Workflow Terraform > Terraform Variablen hinzufiigen aus dem Abschnitt Tools im

Bereich Design.

Verwenden Sie den Connector, um die beiden Terraform Workspace-Tasks hinzuzufiigen. Klicken Sie Auf
Speichern.

Es wird eine Warnung angezeigt, die angibt, dass die beiden Aufgaben denselben Namen
haben. Ignorieren Sie den Fehler fir jetzt, da Sie den Aufgabennamen im nachsten Schritt
andern.

Klicken Sie Auf Terraform-Variablen Hinzufiigen. Klicken Sie im Bereich Workflow-Eigenschaften auf
die Registerkarte Allgemein. Andern Sie den Namen in Terraform sensible Variablen hinzufiigen.

w
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Add Teiralomm Variabie
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Y} Gt Temalorm: Current State Version 1
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le State

Klicken Sie im Bereich Workflow-Eigenschaften auf Eingaben.

Klicken Sie im Feld Terraform Cloud Target auf Karte.

7. Wahlen Sie statischer Wert und klicken Sie auf Terraform Cloud Target. Wahlen Sie das Terraform

10.

Cloud for Business-Konto aus, das im Abschnitt hinzugefligt wurde "Konfigurieren Sie Cisco Intersight

"o

Service fur HashiCorp Terraform".
Klicken Sie Auf Karte.
Klicken Sie im Feld * Terraform Organization Name* auf Karte.

Wahlen Sie statischer Wert und klicken Sie auf Terraform-Organisation auswéhlen. Wahlen Sie den
Namen der Terraform-Organisation aus, der Sie in lhrem Terraform Cloud for Business-Account gehdren.
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1.
12.
13.
14.
15.
16.
17.
18.
19.
20.
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Klicken Sie Auf Karte.
Klicken Sie im Feld * Terraform Workspace Name* auf Karte.
Wahlen Sie direkte Zuordnung und klicken Sie auf Aufgabenausgabe.
Klicken Sie auf Aufgabenname und dann auf Terraform Workspace hinzufiigen.
Klicken Sie auf Ausgabename und dann auf die Ausgabe Workspace Name.
Klicken Sie Auf Karte.
Klicken Sie im Feld Variablen hinzufiigen Optionen auf Karte.
Wahlen Sie direkte Zuordnung und klicken Sie dann auf Workflow-Eingabe.
Klicken Sie auf Eingabename und Workflow-Eingabe erstellen.
Fihren Sie im Add Input Wizard die folgenden Schritte aus:
a. Geben Sie einen Anzeigenamen und einen Referenznamen an (optional).
b. Achten Sie darauf, Terraform Variablen hinzufiigen Optionen fiir den Typ auszuwahlen.
c. Klicken Sie Auf Standardwert Festlegen.
d. Klicken Sie auf Variablentyp und dann auf sensible Variablen.

e. Klicken Sie Auf Hinzufligen.



Add Workflow Input

Display Name * Reference Namse *

terraform sensitive variable ©  terraformsensitivevariable

Description

Add Variables

Value Restrictions
B Required ©
Collection/Multiple ©

Type
Terraform Add Variables Option ~

B set Default Value ©
Allow User Override ©

Default Values *

terraform sensitive variable

Variable Type
Sensitive Variables

21. Geben Sie im Abschnitt Terraform-Variablen folgende Informationen ein:

° Schlussel. cloudmanager refresh token.
o Wert. Geben Sie das Aktualisierungs-Token fiir den NetApp Cloud Manager-API-Betrieb ein.

o Beschreibung. Token aktualisieren.




Weitere Informationen zum Abrufen eines Aktualisierungstoken flr den Betrieb der
NetApp Cloud Manager API finden Sie im Abschnitt ",VVoraussetzungen fur die
Umgebung einrichten."

Add Workflow Input

Set Default Value ©
Allow User Overmide ©

Default Values *

terraform sensitive variable

Variable Type *

Sensitive Variables

Add Sensitive Terraform Variables

Ky *
cloudmanager_refresh_token

Description

cloudmanager refresh token

22. Fugen Sie alle Terraform-empfindlichen Variablen hinzu, wie in der nachstehenden Tabelle dargestellt. Sie
kdnnen auch einen Standardwert angeben.




Terraform-sensibler Variablenname
CloudManager_Refresh_Token

Connector _id

cvo_admin_password

On-Prem-ontap_user_password

Beschreibung

Token aktualisieren. Erhalten Sie sie von:

Die Client-ID des Cloud Manager Connectors.
Beschaffen Sie sie von

Das Admin-Passwort fir Cloud Volumes ONTAP

Admin-Passwort flr das Storage-Cluster

23. Klicken Sie auf Karte.damit ist die Aufgabe abgeschlossen, dem Arbeitsbereich die erforderlichen
Terraform-empfindlichen Variablen hinzuzufligen. Starten Sie dann einen neuen Terraform-Plan im

konfigurierten Arbeitsbereich.

Verfahren 8: Starten Sie einen neuen Terraform-Plan

1. Gehen Sie zur Registerkarte Designer und klicken Sie im Abschnitt Tools auf Tasks.

2. Ziehen Sie die Aufgabe Terraform Cloud > Neue Terraform Plan aus dem Abschnitt Tools im Bereich

Design.

3. Verwenden Sie den Connector, um zwischen den Aufgaben zu verbinden Terraform sensible Variablen
hinzufiigen und Neue Terraform-Planaufgaben starten. Klicken Sie Auf Speichern.

4. Klicken Sie Auf Neuer Terraform-Plan Starten. Klicken Sie im Bereich Aufgabeneigenschaften auf die
Registerkarte Allgemein. Optional kénnen Sie den Namen und die Beschreibung flr diese Aufgabe

andern.

Designer

st
v

. :mklu\mn-l

. Add wmtu-;nmn By
(] Add Teraform Workspace Z

[ confirm and Apply Terraform Run f R Ay yohuma s dulistory

[ Get Temaform Cument State Version

"] et Tesratorm Run ID ¥

Temal
= f-lﬂ‘h-u orm W space

[ et Tematom fun State = Add Terators, Variabie

[E] Get Temaform State Version Contents
[F] et Tematorm Workspace Detalls
[E] Grant Access To Terraform State

5] memove Tesralorm Remote State
Constmers

5| Remove Terraform Workspace

[5] Update Terraform Sensitive Variable
Update Temaform Variable
Virtualization

[El' Add Host to Distributed Virual
Swilch

= Ade Temmatorm uenaitve varabls

Starl Rew Termadorm Plan

A invalid

1 ermor found. Resolve errors to execute.

Start New Terraform Plan

Start New Teraform Plan

1 (default)
Start New Tenraform Plan

Liser thon

Starts a new plan or destroys a plan in the given Terraform

Task Detaits

Starts a new plan or destroys a plan in the given Terraform
Warkspace

Last saved & minules ago
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5. Klicken Sie im Bereich Aufgabeneigenschaften auf Eingaben.

10.
1.

12
13
14
15
16

92

Klicken Sie im Feld Terraform Cloud Target auf Karte.

Wahlen Sie statischer Wert und klicken Sie auf Terraform Cloud Target. \WWahlen Sie das Terraform
Cloud for Business-Konto aus, das im Abschnitt ,Konfigurieren von Cisco Intersight Service fir HashiCorp
Terraform® hinzugefligt wurde.

Klicken Sie Auf Karte.
Klicken Sie im Feld Workspace-ID auf Karte.
Wahlen Sie direkte Zuordnung und klicken Sie auf Aufgabenausgabe.

Klicken Sie auf Aufgabenname und dann auf Terraform Workspace hinzufiigen.

nput
sign the valse from avallable option:

Type of Mapping

Direct Mapping

Task Output

Add Terraform Workspace

Add Termform senaitive Varable

Ackd Terreform Workspeds
Map volume 1o dotostone
Add Stomge Export Policy to Volume

Create volume in FlexPod

. Klicken Sie auf Ausgabename, Workspace-ID und dann auf Karte.
. Klicken Sie im Feld Grund fiir Startplan auf Karte.
. Wahlen Sie direkte Zuordnung und klicken Sie dann auf Workflow-Eingabe.
. Klicken Sie auf Eingabename und dann auf Workflow-Eingabe erstellen.
. Fuhren Sie im Add Input Wizard die folgenden Schritte aus:
a. Geben Sie einen Anzeigenamen und einen Referenznamen an (optional).
b. Achten Sie darauf, String fir den Typ auszuwahlen.
c. Klicken Sie auf Standardwert festlegen und liberschreiben.

d. Geben Sie einen Standardwert fur Grund fiir den Start von Plan ein und klicken Sie auf Hinzufluigen.




Add Workflow Input

¥ Required
Collection/Multiple
Type

String

Min

0

Secure

- Object Selector

= Set Default Value
=  Allow User Override

Default values *

terraform plan for replication between onprem volume and C‘UG{

17. Klicken Sie Auf Karte.
18. Klicken Sie im Feld Planoperation auf Karte.

19. Wahlen Sie statischer Wert und klicken Sie auf Planvorgang. Klicken Sie auf Neuer Plan.
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Map Task Input

Type of Mapping

Static Valuo

20. Klicken Sie Auf Karte.
21. Klicken Sie Auf Speichern.

Damit ist das Hinzufligen eines Terraform-Plans in Terraform Cloud for Business-Accounts abgeschlossen.
Erstellen Sie dann fur einige Sekunden eine Schlafaufgabe.

Prozedur 9: Sleep-Task fiir die Synchronisation

Terraform Apply erfordert RunID, die im Rahmen der Terraform Plan-Aufgabe generiert wird. Wenn Sie ein
paar Sekunden zwischen dem Terraform-Plan und den Aktionen Terraform Apply warten, werden zeitliche
Probleme vermieden.

1. Gehen Sie zur Registerkarte Designer und klicken Sie im Abschnitt Tools auf Tasks.

2. Ziehen Sie die Option Core Tasks > Sleep Task aus dem Abschnitt Tools im Bereich Design.

3. Verwenden Sie den Konnektor, um die Aufgaben zu verbinden Neuer Terraform Plan und Sleep Task.
Klicken Sie Auf Speichern.
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Invalid 1 error found. Resolve emors 1o execute.

Sleep Task

e General Outputs

. Ereale vukume in FlerPod
Name *

. A B St Py 8V - Sleepraesk =0 0 0 20 20202

. 1 (default)
- e siyme 1o dalasiony
0 Sleep Task
= m Tertatorm work space
Pausas the current workflow for the specified duration.
ASA Tervsdonm Variatide
= ey
Task Details
A Tenatem —— Pauses the current workflow lor the specified duration.

Blart ew Terralorm Blan

.. Tirep Tush

Last saved 2 minutes ago

. Klicken Sie Auf Sleep Task. Klicken Sie im Bereich Aufgabeneigenschaften auf die Registerkarte
Allgemein. Optional kdnnen Sie den Namen und die Beschreibung fir diese Aufgabe andern. In diesem
Beispiel lautet der Name der Aufgabe Synchronize.

. Klicken Sie im Bereich Aufgabeneigenschaften auf Eingaben.

. Klicken Sie im Feld Schlafzeit in Sekunden auf Karte.

7. Wahlen Sie statischer Wert und geben Sie 15 in fir die Schlafzeit in Sekunden ein.
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Edit Task Input Mapping

Type of Mapping

Input

Static Value

@ Provide custom valies ag the input

8. Klicken Sie Auf Karte.
9. Klicken Sie Auf Speichern.

Damit ist die Schlafaufgabe abgeschlossen. Erstellen Sie als Nachstes die letzte Aufgabe dieses Workflows,
indem Sie den Terraform-Lauf bestatigen und anwenden.

Prozedur 10: Terraform Run bestédtigen und anwenden

1. Gehen Sie zur Registerkarte Designer und klicken Sie im Abschnitt Tools auf Tasks.

2. Ziehen Sie die Aufgabe * Terraform Cloud > Bestatigen und anwenden Sie Terraform Run* aus dem
Abschnitt Tools im Bereich Design.

3. Verwenden Sie den Anschluss, um die Aufgaben zu verbinden Synchronisieren und Bestatigen und
Anwenden von Terraform Run. Klicken Sie Auf Speichern.

4. Klicken Sie auf Bestatigen und Terraform Run anwenden. Klicken Sie im Bereich
Aufgabeneigenschaften auf die Registerkarte Allgemein. Optional konnen Sie den Namen und die
Beschreibung flr diese Aufgabe andern.
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5. Klicken Sie im Bereich Aufgabeneigenschaften auf Eingaben.

6. Klicken Sie im Feld Terraform Cloud Target auf Karte.

1 errc cute
Confirm and Apply Terraform Run
General

Mam *
Confirm and Apply Terraform Run
1 (defoult)
Confierm and Apply Terrafiom Run
Executing termaform apply run

Task Detoils

Executing terratonm apply nn

LSt aaved 5 minites ago

7. Wahlen Sie statischer Wert und klicken Sie auf Terraform Cloud Target. Wahlen Sie das Terraform
Cloud for Business-Konto aus, das in hinzugefiigt wurde "Konfigurieren Sie Cisco Intersight Service flur

"o

HashiCorp Terraform".

8. Klicken Sie Auf Karte.
9. Klicken Sie im Feld Lauf-ID auf Karte.
10.

Wahlen Sie direkte Zuordnung und klicken Sie auf Aufgabenausgabe.

11. Klicken Sie auf Aufgabenname und klicken Sie auf Neuer Terraform Plan.

12.

Klicken Sie auf Ausgabename und dann auf Run ID.
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nos Run D

Map Task Input

Type of Mapping

Direct Magqaing

& Wap the wodifow input

Sart New Termalorm Plan

13. Klicken Sie Auf Karte.
14. Klicken Sie Auf Speichern.

15. Klicken Sie auf Workflow automatisch ausrichten, damit alle Aufgaben ausgerichtet sind. Klicken Sie Auf
Speichern.
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Hiermit ist die Aufgabe ,Bestatigen und Anwenden von Terraform Run® abgeschlossen. Verwenden Sie den
Connector, um eine Verbindung zwischen der Aufgabe Bestédtigen und Anwenden Terraform Run und den
Aufgaben Erfolg und failed herzustellen.

Prozedur 11: Importieren eines von Cisco entwickelten Workflows

Mit Cisco Intersight Cloud Orchestrator konnen Sie Workflows von einem Cisco Intersight-Konto auf Ihr System
exportieren und dann in ein anderes Konto importieren. Eine JSON-Datei wurde durch den Export des
erstellten Workflows erstellt, der in Ihr Konto importiert werden kann.

Eine JSON-Datei fur die Workflow-Komponente ist in verfigbar "GitHub Repository".



https://github.com/ucs-compute-solutions/FlexPod_DR_Workflows

"Weiter: Terraform-Ausflihrung vom Controller."

Terraform-Ausfiihrung vom Controller

"Friher: DR-Workflow."

Wir kdnnen den Terraform-Plan unter Verwendung eines Controllers ausfuhren. Wenn Sie
Ihren Terraform-Plan bereits mithilfe eines ICO-Workflows ausgefuhrt haben, kdnnen Sie
diesen Abschnitt Uberspringen.

Voraussetzungen

Die Einrichtung der L6sung beginnt mit einer Management-Workstation mit Zugang zum Internet und einer
funktionierenden Installation von Terraform.

Ein Leitfaden zur Installation von Terraform finden Sie unter "Hier".

GitHub-Repo klonen

Der erste Schritt in diesem Prozess besteht darin, den GitHub Repo in einen neuen leeren Ordner auf der
Management-Workstation zu klonen. Gehen Sie wie folgt vor, um das GitHub-Repository zu klonen:

1. Erstellen Sie auf der Management-Workstation einen neuen Ordner fiir das Projekt. Erstellen Sie einen
neuen Ordner mit dem Namen /root/snapmirror-cvo Und den GitHub Repo hinein klonen.

2. Offnen Sie eine Befehlszeilenschnittstelle oder Konsolenschnittstelle auf der Management-Workstation,
und andern Sie Verzeichnisse in den neuen Ordner, der gerade erstellt wurde.

3. Klonen Sie die GitHub-Sammlung mit dem folgenden Befehl:

Git clone https://github.com/NetApp-Automation/FlexPod-hybrid-cloud-for-
GCP-with-Intersight-and-CVO

1. Andern Sie die Verzeichnisse in den neuen Ordner mit dem Namen snapmirror-cvo.

Terraform-Ausfiihrung

'

Init == Plan Apply == Destroy

o g

« Init. Initialisieren Sie die (lokale) Terraform Umgebung. In der Regel nur einmal pro Sitzung ausgeflihrt.

* Plan. Vergleichen Sie den Terraform-Zustand mit dem AS-in-Zustand in der Cloud und erstellen und zeigen
Sie einen Ausfiihrungsplan an. Die Implementierung wird hierdurch nicht geandert (schreibgeschutzt).

 Gilt. wendet den Plan aus der Planungsphase an. Das kann die Bereitstellung (Lese- und
Schreibvorgange) verandern.

» * Zerstore.* Alle Ressourcen, die von dieser spezifischen Terraform Umgebung geregelt werden.
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Weitere Informationen finden Sie unter "Hier".
"Weiter: Lésungsvalidierung."

Losungsvalidierung

"Fraher: Terraform-Ausfihrung vom Controller."

In diesem Abschnitt kommen wir zur Losung mit einem Beispiel-Workflow fur die
Datenreplizierung zurtick und kdnnen einige Messungen durchfihren, um die Integritat
der Datenreplizierung von der NetApp ONTAP Instanz, die in FlexPod auf NetApp Cloud
Volumes ONTAP auf Google Cloud ausgeftihrt wird, zu UGberprufen.

Wir haben in dieser Lésung den Cisco Intersight Workflow Orchestrator verwendet und werden diesen
weiterhin fur unseren Anwendungsfall verwenden.

Insbesondere die in dieser Losung verwendeten Cisco Intersight-Workflows stellen nicht die gesamten
Workflows dar, mit denen Cisco Intersight ausgestattet ist. Sie kénnen individuelle Workflows auf Basis lhrer
spezifischen Anforderungen erstellen und tber Cisco Intersight ausgeldst werden.

Far die Validierung eines erfolgreichen DR-Szenarios werden zunachst Daten von einem Volume in ONTAP
verschoben, das Teil von FlexPod ist, und dann mithilfe von SnapMirror auf Cloud Volumes ONTAP
verschoben. AnschlieRend kénnen Sie versuchen, auf die Daten von der Google Cloud Computing-Instanz
gefolgt von einer Datenintegritatsprifung zuzugreifen.

Die folgenden grundlegenden Schritte werden zur Uberpriifung der Erfolgskriterien dieser Lésung
herangezogen:

1. Generieren Sie eine SHA256-Priifsumme auf dem Beispieldatensatz, der sich in einem ONTAP-Volume in
FlexPod befindet.

Einrichten einer Volume-SnapMirror-Beziehung zwischen ONTAP in FlexPod und Cloud Volumes ONTAP
Replizieren des Beispieldatensatzes von FlexPod zu Cloud Volumes ONTAP

SnapMirror Beziehung aufheben und das Volume in Cloud Volumes ONTAP in die Produktion tGbertragen

a A 0N

Zuordnen des Cloud Volumes ONTAP Volumes mit dem Datensatz zu einer Computing-Instanz in Google
Cloud

6. Erstellen Sie eine SHA256-Priifsumme auf dem Beispieldatensatz in Cloud Volumes ONTAP.

7. Vergleichen Sie die Prifsumme an Quelle und Ziel; vermutlich stimmen die Prifsummen auf beiden Seiten
Uberein.

Um den lokalen Workflow auszufiihren, gehen Sie wie folgt vor:

1. Erstellung eines Workflows in Intersight fur On-Premises-FlexPod
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Start

5

. MNew Siorage Virtual Machine

. New Siorage Expornt Policy

L

. Add Storage Export Policy 1o V..
o 4]

Last saved a minute ago

2. Geben Sie die erforderlichen Eingaben an und fihren Sie den Workflow aus.

102



Exeecaite Warkdiow: Configufech premPlampodstanage

Execute Worktiow

Configure on-prem FlexP

MNexpod-5
Storage Viendor Virtual Machine Options:

Platioem Type
Pt Flashubrray Hitachi Virtual Sterage Platform (6 NetApp Active I Unifisd Manager

HetApp Virtual Machine Opons

Manage Adminisirain: Acoount: vaadmin

10.61.183.0

3. Uberpriifen Sie die neu erstellte SVM im System Manager.

= [ ONTAP System Manager

Storage VMs

DASHBOARD

INSIGHTS =+ Add ! More

STORAGE " Name

iew
Overvie flexpod-svm

Volumes
hybrid-cloud-svm

LUNs

Consistency Groups hybrid_cloud_2_svm

NVMe Namespaces infra_svm
Shares

nvmel
Qtrees

terraform-demo-svm
Quotas

Storage VMs

Search actions, objects, and pages

flexpod-svm Al Storage VMs

Overview

Security

Certificates

Settings

Snay

4. Erstellen und Ausfihren eines weiteren Disaster-Recovery-Workflows, um ein Volume in FlexPod vor Ort

zu erstellen und eine SnapMirror Beziehung zwischen diesem Volume in FlexPod und Cloud Volumes

ONTAP herzustellen.

103



5. Uberpriifen Sie das neu erstellte Volume im ONTAP System Manager.




= " ONTAP System Manager Search actions, objects, and pages Q

|
DASHBOARD VO[L mes
INSIGHTS + Add ! More
STORAGE Name Storage VM Status Capacity
Ovenview & Q hybrid-cloud-swr  {All) b
Volumes o0 i
v  application_copy ybrid-cloud-svm & online 3.12 MIB used 19 GIE available 20GiB
LUNs
Consistency Groups v audit_log vo hybrid-cloud-svm & Online 32.7 MiB used 00 G1B wailabie 200GiB
NVMe Namespaces -
b hybrid_cloud_svm_root ybrid-cloud-svm OOrllin!: T — YT 1GiB
SharE‘ 1.68 WMib used 271 MiB available
Glees v test hybrid-cloud-svm & Online g T EWE il 1Gig
Quotas
act Voll Bohicd clhniidi e yrline 10 GiB
Storage VMs . est_Voll Ll o S @ online 10.6 MiB used 5,39 GiB available
Toors

6. Mounten Sie dasselbe NFS-Volume auf eine lokale Virtual Machine, kopieren Sie dann den
Beispieldatensatz und fihren Sie die Prifsumme durch.

7. Uberpriifen Sie den Replikationsstatus in Cloud Manager. Der Datentransfer kann je nach DatengréRe
einige Minuten dauern. Nach Abschluss des Vorgang kann der SnapMirror Status als Idle angezeigt
werden.
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M NetApp cloud Manager PIREPERN s 2 L o

FlexPod Mybrideloud-co.

L @ Replication

1 P 977.46 wis 0 B B
Volume Relationship Replicated Capacity Currently Transferring Healthy Failed

1 Velume Relationship Q C"

g Health Status  * Source Volume - Target Volume - Total Transfer Time = - Mirror State

Test_Volt dr_dest_volume_on_gep Aug 24, 20:
@ 34 seconds idle snapmirrored i i
a220-g1316 gepevodemo 989.15 MiB

8. Wenn der Datentransfer abgeschlossen ist, simulieren Sie einen Notfall auf der Quellseite, indem Sie die
SVM, die den hostet, anhalten Test voll Datenmenge:

Nachdem die SVM angehalten wurde, flhrt der Test voll Das Volume ist im Cloud Manager nicht
sichtbar.

= | ONTAP System Manager Search actions, objects, and pages Q %]

DASHBOARD Storage VMs
INSIGHTS Q Search & Download @ Show | Hide
STORAGE Hame State Subtype Configured Protocols IPspace Frotection
[ : running detault NFS, iSC5) L ]
Edit
sopped dlefautt Default 9
running detault NEFS, i5CSI 9
running dotmsh NFS, ISCS), FC, 53 L
File
running dotault e Debyult L J
Login Banner Message
running default i5C81 L

Tiers

HETWORK

9. Replizierungsbeziehung wird zerbrechen und das Cloud Volumes ONTAP Ziel-Volume zur Produktion
heraufstufen.
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M NetApp Cloud Manager iR e pee

Replicati Information

eplication

® P

A -
Reverse Resync

@ Eﬁjq 1 @ 977.46 MiB =5 0 (@)

= Volume Relationship Replicated Capacity Currently Transterring Edit Schedule

L]
Edit Max Transfer Rate

L] 1 volume Relationship o~
Update i

(5] Target Volume : Total Transfer Time = 5 Mirror State s s |
Delete

) 1_voi1 dir_dest_volume_on_gcp _ Aug 24, 2022, 33029 PM

091316 ptvodemd 34 seconds idie snapmimored 089,15 Mig @
&
1 velume Rela tionship Q C
Total Transfer Time
Test_Voli dr_dest_volume_on_gg Aug 24, 2022, 3:30:28 PM
cod 34 seconds idle broken-off ) b9 e ooty
a220-g1316 gepovodemo 989.15 MiB

10. Bearbeiten Sie das Volume, und aktivieren Sie den Client-Zugriff, indem Sie es mit einer Exportrichtlinie
verknipfen.

“D  Edit volume dr_dest_volume_on_gcp

Protocol: NFS Protection

Snapshot Policy:

Access control:
none ]

No access to the volume

(® Custom export policy i

172.30.116.0/22

Advanced options hd

11. Sie erhalten den Befehl Ready-to-Use Mount fiir das Volume.
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M NetApp  Cloud Manager ’ Connector

hybiridcloud-co.

® @ ngCVOdemo switch to Advanced View @ (@) GCP Managed Encrypt
A Volumes. Replications Q) O @ A~ =
M
@ Velies Q Add Volume | -
L] ,
(]
dr_dest_volume_on_gcp Oinfo  LEdit & Delete i test_cvo_volume WONUINE
© INFO CAPACITY
& Cione [= ,h
e PO-BALANCED u 328 KB
O Restore from Snagshot copy 4%  Change Disk Type & Tiering Policy Nane 1G8 )
&
F_s
=]

O Mount Volume dr_dest_volume_on_gcp

Go to your Linux machine and enter this mount command

mount 172.30.116.153:/dr _dest volume on gcp <dest. |_D Copy

12. Mounten Sie das Volume in eine Compute-Instanz, tGberprifen Sie, ob die Daten im Ziel-Volume
vorhanden sind, und generieren Sie die SHA256 Prifsumme der sample dataset 2GB Datei:

4096 Aug 24 10:20
5240 Aug 24 09:59

ruchikal netapp comldemo-nfs: 56
888a23c8495ad33£fdf11a931ffc344c3643f 2dbb 2601 6e31ec 9 test.zip
ruchikal netapp comfdemo-nfs:/sr ror de

13. Vergleichen Sie die Prifsummenwerte sowohl an der Quelle (FlexPod) als auch am Ziel (Cloud Volumes
ONTAP).

14. Die Prifsummen werden mit Quelle und Ziel Gbereinstimmen.

Sie kdnnen bestatigen, dass die Datenreplizierung von der Quelle zum Ziel erfolgreich abgeschlossen wurde
und die Datenintegritat gewahrt wurde. Diese Daten kdnnen jetzt von den Applikationen zur Bereitstellung von
Clients sicher genutzt werden, wahrend der Quellstandort die Wiederherstellung durchlauft.

"Weiter: Fazit."

108



Schlussfolgerung

"Zurlck: Lésungsvalidierung."

In dieser Losung wurden der NetApp Cloud Data Service, die Cloud Volumes ONTAP und
die FlexPod Datacenter Infrastruktur verwendet, um eine DR-Lésung mit einer Public
Cloud zu erstellen, die auf Cisco Intersight Cloud Orchestrator basiert. Die FlexPod
Losung wurde standig weiterentwickelt, um Kunden die Modernisierung ihrer
Applikationen und Geschaftsprozesse zu ermdglichen. Mit dieser Losung kdnnen Sie
einen BCDR-Plan mit der Public Cloud als Einsatzort fur einen transienten oder Vollzeit-
DR-Plan erstellen und gleichzeitig die Kosten der DR-LOsung gering halten.

Die Datenreplizierung zwischen On-Premises-FlexPod und NetApp Cloud Volumes ONTAP wird durch eine
bewahrte SnapMirror Technologie gehandhabt. Allerdings konnen Sie fur Ihre Anforderungen an die
Datenmobilitat auch andere NetApp Ubertragungs- und Synchronisierungstools wie Cloud Sync auswahlen.
Sicherheit der aktiven Daten durch integrierte Verschlisselungstechnologien auf Basis von TLS/AES.
Unabhangig davon, ob Sie Gber einen temporaren DR-Plan fiir eine Applikation oder einen VollzeitDR-Plan flr
ein Unternehmen verfigen — das in dieser Loésung verwendete Produktportfolio kann beide Anforderungen
nach Maf erfiillen. Dank Cisco Intersight Workflow Orchestrator lasst sich dies auch in vordefinierten
Workflows automatisieren, durch die nicht nur die Wiederherstellung von Prozessen Uberflissig wird, sondern
auch die Implementierung eines BCDR-Plans beschleunigt wird.

Diese Losung ermdglicht das einfache und komfortable Management von FlexPod On-Premises und

Datenreplizierung in einer Hybrid Cloud dank Automatisierung und Orchestrierung durch Cisco Intersight Cloud
Orchestrator.

Wo Sie weitere Informationen finden

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr tber die in diesem Dokument
beschriebenen Informationen zu erfahren:

GitHub
* Alle Terraform-Konfigurationen werden verwendet
"https://github.com/NetApp-Automation/FlexPod-hybrid-cloud-for-GCP-with-Intersight-and-CVO"
» JSON-Dateien fiir den Import von Workflows

"https://github.com/ucs-compute-solutions/FlexPod_DR_Workflows"

Cisco Intersight

* Cisco Intersight Help Center
"https://intersight.com/help/saas/home"

* Dokumentation Von Cisco Intersight Cloud Orchestrator:
"https://intersight.com/help/saas/features/orchestration/configure#intersight_cloud_orchestrator"

» Cisco Intersight Service for HashiCorp Terraform Documentation
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"https://intersight.com/help/saas/features/terraform_cloud/admin”
* Cisco Intersight — Datenblatt

"https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/intersight-
ds.html"

* Cisco Intersight Cloud Orchestrator — Datenblatt

"https://lwww.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-
cloud-orch-aag-cte-en.html"

+ Cisco Intersight Service for HashiCorp Terraform — Datenblatt

"https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-
terraf-ser-aag-cte-en.html"

FlexPod

* FlexPod Startseite
"https://www.flexpod.com"
 Cisco Validated Design und Implementierungsleitfaden fur FlexPod

"FlexPod Datacenter with Cisco UCS 4.2(1) im UCS Managed Mode, VMware vSphere 7.0 U2 und NetApp
ONTAP 9.9 Design Guide"

» FlexPod Datacenter mit Cisco UCS X-Serie

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_desig
n.html"

Interoperabilitat

* NetApp Interoperabilitats-Matrix-Tool
"http://support.netapp.com/matrix/"
 Cisco UCS Hardware and Software Interoperability Tool
"http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html"
* VMware Compatibility Guide

"http://www.vmware.com/resources/compatibility/search.php"

Referenzdokumente zu NetApp Cloud Volumes ONTAP

* NetApp Cloud Manager
"https://docs.netapp.com/us-en/occm/concept_overview.html"

e Cloud Volumes ONTAP
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https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
http://support.netapp.com/matrix/
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.vmware.com/resources/compatibility/search.php
https://docs.netapp.com/us-en/occm/concept_overview.html

https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-gcp.html
» Cloud Volumes ONTAP TCO-Rechner
https://cloud.netapp.com/google-cloud-calculator
» Cloud Volumes ONTAP Sizer
"https://cloud.netapp.com/cvo-sizer"
* Cloud Assessment Tool
https://cloud.netapp.com/assessments
* NetApp Hybrid Cloud
https://cloud.netapp.com/hybrid-cloud
» Dokumentation der Cloud Manager-API

"https://docs.netapp.com/us-en/occm/reference_infrastructure_as_code.html"

Fehlerbehebung

"https://kb.netapp.com/Advice_and_Troubleshooting/Cloud_Services/Cloud_Volumes_ONTAP_(CVO)"
Terraform
* Terraform Cloud
"https://www.terraform.io/cloud"
 Terraform-Dokumentation
"https://www.terraform.io/docs/"
* NetApp Cloud Manager Registry

"https://registry.terraform.io/providers/NetApp/netapp-cloudmanager/lates"

GCP

* ONTAP Hochverflugbarkeit fir GCP
"https://cloud.netapp.com/blog/gcp-cvo-blg-what-makes-cloud-volumes-ontap-high-availability-for-gcp-tick"
* GCP pereprofir

https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=f3d0368b-7165-4d43-a76e-
ae01011853d6
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FlexPod Hybrid Cloud mit NetApp Astra und Cisco
Intersight fur Red hat OpenShift

TR-4936: FlexPod Hybrid Cloud mit NetApp Astra und Cisco Intersight for Red hat
OpenShift

Abhinav Singh

Einfiihrung

Da Container und Kubernetes sich zunehmend zur ersten Wahl fir die Entwicklung, Implementierung, die
Ausflhrung, das Management und die Skalierung von Container-Applikationen entwickeln, werden immer
mehr Unternehmen auf ihren geschaftskritischen Applikationen ausgefihrt. Geschéaftskritische Applikationen
sind stark von Staat abhangig. Eine zustandsorientierte Anwendung verfiigt Gber zugeordnete Status-, Daten-
und Konfigurationsinformationen und ist abhangig von friiheren Datentransaktionen, um ihre Geschaftslogik
auszufihren. Geschaftskritische Applikationen wahrend der Ausfliihrung auf Kubernetes bestehen weiterhin
aus Anforderungen an Verfligbarkeit und Business Continuity wie herkdbmmliche Applikationen. Ein Service-
Ausfall kann sich ernsthaft auf Umsatz-, Produktivitats- und Reputationsverluste des Unternehmens auswirken.
Daher ist es von groRer Bedeutung, Kubernetes-Workloads schnell und einfach innerhalb von Clustern, On-
Premises-Datacentern und Hybrid-Cloud-Umgebungen zu schiitzen, wiederherzustellen und zu verschieben.
Unternehmen haben bereits erkannt, welche Vorteile sie haben, wenn sie ihr Unternehmen in ein Hybrid-
Cloud-Modell verlagern und ihre Applikationen in einen Cloud-nativen Formfaktor modernisieren, steht ganz
oben auf der Liste.

Dieser technische Bericht verbindet das NetApp Astra Control Center mit der Container-Plattform Red hat
OpenShift auf einer konvergenten FlexPod-Infrastrukturldsung und kann mit Amazon Web Services (AWS) zu
einem Hybrid-Cloud-Datacenter erweitert werden. Baut auf der Vertrautheit mit "FlexPod und Red hat
OpenShift"In diesem Dokument geht es um das NetApp Astra Control Center: Von der Installation,
Konfiguration, Workflows zur Applikationssicherung und der Applikationsmigration zwischen lokalen
Ressourcen und der Cloud ausgehend. Aulterdem werden die Vorteile applikationsgerechter
Datenmanagementfunktionen (wie Backup und Recovery, Business Continuity) erlautert, die mit dem NetApp
Astra Control Center fir containerisierte Applikationen auf Red hat OpenShift ausgefihrt werden.

Die folgende Abbildung zeigt den Losungsuberblick.

EE -
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Zielgruppe

Dieses Dokument richtet sich an Chief Technology Officers (CTOs), Applikationsentwickler, Cloud-
Losungsarchitekten, Site Reliability Engineers (SREs), DevOps Engineers, ITOps und Professional Services-
Teams, die konzentriert sind auf die Entwicklung, das Hosting und das Management von Container-
Applikationen.

NetApp Astra Control — wichtige Anwendungsfille

NetApp Astra Control méchte Kunden, die sich mit Cloud-nativen Microservices befassen, die Datensicherung
vereinfachen:

« Zeitpunktgenaue Applikationsperformationsdarstellung mit Snapshots. mit Astra Control kdnnen Sie
lickenlose Snapshots lhrer Container-Applikationen erstellen, einschlieRlich der Konfigurationsdetails der
auf Kubernetes ausgefihrten Applikation und des zugehorigen persistenten Storage. Im Falle eines
Vorfalls kbnnen Anwendungen in einem bekannten fehlerfreien Zustand in Button click wiederhergestellt
werden.

« * Backup der Applikation in voller Kopie.* mit Astra Control kénnen Sie ein komplettes Anwendungs-
Backup auf einem vordefinierten Zeitplan erstellen, mit dem die Anwendung auf demselben K8s-Cluster
oder auf einem anderen K8s-Cluster automatisiert bei Bedarf wiederhergestellt werden kann.

» Applikationsportabilitat und Migration mit Klonen. mit Astra Control kénnen Sie eine ganze Applikation
mit den Daten von einem Kubernetes Cluster zum anderen oder innerhalb desselben K8s Clusters klonen.
Diese Funktion unterstitzt auch bei der Portierung oder Migration einer Applikation tGber K8s Cluster
hinweg, unabhangig davon, wo sich die Cluster befinden (I6schen Sie einfach die Quell-
Applikationsinstanz nach dem Klonen).

» Anpassung der Anwendungskonsistenz. mit Astra Control kdnnen Sie die Festlegung von
Stilllegungszustanden fir Anwendungen unter Verwendung der Testsuiten steuern. Legen Sie die ‘pre’ und
‘post’ Execution Hooks auf die Snapshot-und Backup-Workflows, werden lhre Anwendungen in Ihrer
eigenen Weise stillgelegt, bevor ein Snapshot oder Backup erstellt wird.

+ Automatisieren Sie Disaster Recovery (DR) auf Applikationsebene. mit Astra Control kdnnen Sie einen
Business Continuity-Disaster-Recovery-Plan (BCDR) fir lhre Container-Applikationen konfigurieren.
NetApp SnapMirror wird im Back-End eingesetzt und die vollstandige Implementierung des DR-Workflows
wird automatisiert.

Topologie der Losung
In diesem Abschnitt wird die logische Topologie der Losung beschrieben.
Die folgende Abbildung zeigt die Lésungstopologie, bestehend aus der On-Premises-FlexPod-Umgebung mit

OpenShift-Container-Plattform-Clustern und einem selbst gemanagten OpenShift-Container-Plattform-Cluster
auf AWS mit NetApp Cloud Volumes ONTAP, Cisco Intersight und der NetApp Cloud Manager SaaS-Plattform.
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Cisco Intersight Cloud Manager

Das erste OpenShift-Container-Plattform-Cluster ist eine Bare-Metal-Installation auf FlexPod. Das zweite
OpenShift-Container-Plattform-Cluster ist auf VMware vSphere unter FlexPod bereitgestellt. Das dritte
OpenShift-Container-Plattform-Cluster wird als "Privater Cluster" In eine vorhandene virtuelle Private Cloud
(VPC) von AWS als gemanagte Infrastruktur integrieren

In dieser Losung ist FlexPod tber ein Site-to-Site-VPN mit AWS verbunden. Kunden kdénnen die
Implementierung der Direktverbindung zur Erweiterung auf eine Hybrid Cloud nutzen. Cisco Intersight wird flr
das Management der FlexPod Infrastrukturkomponenten eingesetzt.

Bei dieser Losung managt Astra Control Center die Container-Applikation, die auf dem OpenShift Container
Platform Cluster gehostet wird, das auf FlexPod und AWS ausgefiihrt wird. Astra Control Center ist auf der
OpenShift Bare-Metal-Instanz auf FlexPod installiert. Astra Control kommuniziert mit der kube-API auf dem
Master-Node und (iberwacht kontinuierlich den Kubernetes Cluster auf Anderungen. Alle neuen
Anwendungen, die dem K8s-Cluster hinzugefligt wurden, werden automatisch erkannt und zur Verwaltung
verflgbar gemacht.

Mithilfe des Astra Control Center kdnnen PIT-Darstellungen von containerisierten Applikationen als Snapshots
erfasst werden. Applikations-Snapshots kdnnen entweder durch eine geplante Sicherungsrichtlinie oder bei
Bedarf ausgelost werden. Bei Anwendungen, die Astra unterstitzt, ist der Snapshot Crash-konsistent. Ein
Applikations-Snapshot besteht aus einem Snapshot der Applikationsdaten in den persistenten Volumes sowie
den Applikationsmetadaten der verschiedenen Kubernetes-Ressourcen, die dieser Applikation zugeordnet
sind.

Mithilfe von Astra Control kann ein Backup einer Applikation in voller Kopie erstellt werden. Dies ist mit einem
vordefinierten Backup-Zeitplan oder nach Bedarf méglich. Zum Speichern des Backups der Applikationsdaten
wird ein Objekt-Storage verwendet. NetApp ONTAP S3, NetApp StorageGRID und jede generische S3-
Implementierung kénnen als Objektspeicher verwendet werden.

"Als Nachstes: Losungskomponenten.”
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Losungskomponenten

"Zurtck: Lésungsubersicht."

FlexPod

FlexPod ist eine definierte Gruppe von Hardware und Software und bildet eine integrierte Grundlage fur
virtualisierte und nicht virtualisierte L6sungen. FlexPod umfasst NetApp ONTAP Storage, Cisco Nexus
Networking, Cisco MDS Storage Networking, Cisco Unified Computing System (Cisco UCS). Das Design ist
flexibel genug, dass Netzwerk, Computing und Storage in ein Datacenter Rack passen oder nach dem
Datacenter-Design des Kunden bereitgestellt werden kénnen. Dank der Port-Dichte kdnnen die
Netzwerkkomponenten mehrere Konfigurationen aufnehmen.

Astra Control

Astra Control bietet applikationsgerechte Datensicherungsservices fiir Cloud-native Applikationen, die sowohl
in Public Clouds als auch in On-Premises-Umgebungen gehostet werden. Astra Control bietet Funktionen fir
Datensicherung, Disaster Recovery und Migration fir Ihre auf Kubernetes laufende Container-Applikation.

Funktionen

Astra Control bietet entscheidende Funktionen fir das Lifecycle Management von Kubernetes-
Applikationsdaten:

» Automatisches Management von persistentem Storage

* Applikationskonsistente On-Demand Snapshots und Backups

« Automatisierte richtliniengesteuerte Snapshot- und Backup-Vorgange

» Migrieren Sie Applikationen und zugehorige Daten in einer Hybrid-Cloud-Einrichtung von einem
Kubernetes-Cluster zu einem anderen

» Eine Anwendung auf demselben K8s-Cluster oder einem anderen K8s-Cluster klonen

» Der Datensicherungsstatus der Applikation wird visualisiert

» Grafische Benutzeroberflaiche und umfassende Rest-APls zur Implementierung aller Sicherungs-
Workflows Uber vorhandene interne Tools

Astra Control bietet Ihnen eine zentrale Konsole fir die Visualisierung Ihrer Container-Applikationen und
gewahrt Ihnen einen Einblick in die damit verbundenen Ressourcen, die auf dem Kubernetes Cluster erstellt
werden. Uber ein Portal kdnnen alle Cluster, alle Applikationen in allen Clouds oder in allen Datacentern
angezeigt werden. Mit den Astra Control APIs kénnen Sie lhre Datenmanagement-Workflows Uber alle
Umgebungen hinweg (lokal oder in Public Clouds) implementieren.

Astra Control Nutzungsmodelle

Astra Control ist in zwei Verbrauchsmodellen erhaltlich:

» Astra Control Service. ein vollstandig gemanagter Service, der von NetApp gehostet wird und
applikationsgerechtes Datenmanagement fur Kubernetes Cluster in der Google Kubernetes Engine (GKE),
Azure Kubernetes Service (AKS) ermdglicht.

» Astra Control Center. selbst gemanagte Software flir applikationsgerechtes Datenmanagement von
Kubernetes Clustern, die in lhrer lokalen und Hybrid-Cloud-Umgebung ausgefihrt werden.

Dieser technische Bericht nutzt das Astra Control Center fiir das Management von Cloud-nativen
Applikationen, die auf Kubernetes ausgefihrt werden.
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Das folgende Bild zeigt die Astra Control Architektur.
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Astra Trident

Astra Trident ist ein vollstandig unterstitzter Open-Source-Orchestrator fir Container und Kubernetes-
Distributionen. Es wurde von Anfang an entwickelt, um lhnen zu helfen, die Persistenzanforderungen Ihrer
containerisierten Anwendungen mit Industriestandard-Schnittstellen wie die zu erflllen "Container-
Speicherschnittstelle (CSI)". Mit Astra Trident kdnnen Microservices und containerisierte Applikationen von
Storage-Services der Enterprise-Klasse profitieren, die Gber das NetApp Portfolio an Storage-Systemen
bereitgestellt werden.

Astra Trident wird auf Kubernetes-Clustern als Pods bereitgestellt und bietet dynamische
Speicherorchestrierungsdienste fiir lnre Kubernetes-Workloads. Es ermdglicht lhren containerisierten
Anwendungen, persistenten Speicher aus dem breiten Portfolio von NetApp schnell und einfach zu nutzen,
darunter NetApp ONTAP (NetApp AFF, NetApp FAS, NetApp ONTAP Select, Cloud und Amazon FSx for
NetApp ONTAP), die NetApp Element Software (NetApp SolidFire) sowie der Azure NetApp Files Service. In
einer FlexPod Umgebung wird Astra Trident verwendet, um persistente Volumes fir Container dynamisch
bereitzustellen und zu verwalten, die von NetApp FlexVol Volumes und LUNs unterstlitzt werden, die auf einer
ONTAP Speicherplattform wie NetApp AFF und FAS -Systemen und Cloud Volumes ONTAP gehostet werden.
Trident spielt auch eine Schllsselrolle bei der Implementierung von Anwendungsschutzsystemen, die von
Astra Control bereitgestellt werden. Weitere Informationen zu Astra Trident finden Sie unter "Astra Trident-
Dokumentation:"

Storage-Back-End

Zur Verwendung von Astra Trident bendtigen Sie ein unterstiitztes Storage-Backend. Ein Trident Back-End
definiert die Beziehung zwischen Trident und einem Storage-System. Er erzahlt Trident, wie man mit diesem
Storage-System kommuniziert und wie Trident Volumes daraus bereitstellen sollte. Trident bietet automatisch
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Storage-Pools aus Back-Ends an, die zusammen mit den von einer Storage-Klasse definierten Anforderungen
Ubereinstimmen.

* ONTAP AFF und FAS Storage Back-End ONTAP ist eine Storage-Software- und Hardware-Plattform und
bietet wichtige Storage-Services, Unterstlitzung fiir mehrere Storage-Zugriffsprotokolle und Storage-
Managementfunktionen, wie beispielsweise NetApp Snapshot Kopien und Spiegelung.

* Cloud Volumes ONTAP Storage Back-End
» "Astra Data Store" Storage-Back-End

NetApp Cloud Volumes ONTAP

NetApp Cloud Volumes ONTAP ist ein softwaredefiniertes Storage-Angebot, das erweitertes
Datenmanagement fir Datei- und Block-Workloads bietet. Mit Cloud Volumes ONTAP kénnen Sie lhre Cloud
Storage-Kosten optimieren, die Applikations-Performance steigern und gleichzeitig den Schutz, die Sicherheit
und die Compliance verbessern.

Die wichtigsten Vorteile:

* Nutzen Sie integrierte Datendeduplizierung, Datenkomprimierung, Thin Provisioning und Klonen und
minimieren Sie so die Storage-Kosten.

» Zuverlassigkeit der Enterprise-Klasse und unterbrechungsfreien Betrieb bei Ausfallen in der Cloud-
Umgebung sicherstellen.

* Cloud Volumes ONTAP nutzt SnapMirror, die branchenflihrende NetApp Replizierungstechnologie, um
Daten vor Ort in der Cloud zu replizieren und so sekundare Kopien fur unterschiedliche Anwendungsfalle
verflgbar zu machen.

* Die Integration von Cloud Volumes ONTAP in Cloud Backup Service bietet zudem Backup- und Restore-
Funktionen zur Sicherung und zur Langzeitarchivierung lhrer Cloud-Daten.

» Wechseln Sie nach Bedarf zwischen hochperformanten Storage Pools, ohne Applikationen offline zu
schalten.

» Konsistenz von Snapshot-Kopien mit NetApp SnapCenter sicherstellen.

* Cloud Volumes ONTAP unterstitzt die Datenverschlisselung und bietet Schutz vor Viren und
Ransomware.

* Integration in Cloud Data Sense unterstiutzt Sie dabei, den Datenkontext zu verstehen und sensible Daten
zu identifizieren.

Cloud Central

Cloud Central bietet einen zentralen Standort zum Zugriff auf NetApp Cloud-Datenservices und -Management.
Mit diesen Services konnen Sie kritische Applikationen in der Cloud ausfihren, automatisierte DR-Standorte
erstellen, Ihre Daten sichern und Daten effektiv zwischen diversen Clouds migrieren und kontrollieren. Weitere
Informationen finden Sie unter "Cloud Central:"

Cloud Manager

Cloud Manager ist eine SaaS-basierte Managementplattform der Enterprise-Klasse, mit der IT-Experten und
Cloud-Architekten ihre Hybrid-Multi-Cloud-Infrastruktur mithilfe der Cloud-Ldsungen von NetApp zentral
managen konnen. Es stellt ein zentrales System fur die Anzeige und das Management von lokalem und Cloud-
Storage bereit und unterstitzt Hybrid- und Cloud-Umgebungen mit unterschiedlichen Cloud-Providern und
Konten. Weitere Informationen finden Sie unter "Cloud Manager".
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Stecker

Dieser Connector ermoglicht Cloud Manager das Management von Ressourcen und Prozessen in einer Public
Cloud-Umgebung. Um viele Funktionen von Cloud Manager nutzen zu kénnen, ist ein Connector erforderlich.
Ein Connector kann in der Cloud oder im On-Premises-Netzwerk bereitgestellt werden.

Der Anschluss wird an folgenden Orten unterstitzt:

« AWS

» Microsoft Azure
* Google Cloud

* Vor Ort

Weitere Informationen zu Connector finden Sie unter "Dieser Link."

NetApp Cloud Insights

Cloud Insights ist ein Cloud-Infrastruktur-Monitoring-Tool von NetApp und ermdglicht Ihnen, die Performance
und Auslastung lhrer Kubernetes Cluster zu Gberwachen und von Astra Control Center zu verwalten. Cloud
Insights korreliert die Storage-Auslastung mit Workloads. Wenn Sie die Cloud Insights-Verbindung im Astra
Control Center aktivieren, werden Telemetriedaten auf den Ul-Seiten des Astra Control Center angezeigt.

NetApp Active 1Q Unified Manager

Mit NetApp Active 1Q Unified Manager kénnen Sie Ihre ONTAP Storage-Cluster Gber eine neu konzipierte und
intuitive Benutzeroberflache Gberwachen, die Ihnen wertvolle Informationen aus Community-Wissen und K-
Analysen bietet. Er ermoglicht einen umfassenden Einblick in den Betrieb, die Performance und den
proaktiven Einblick in die Storage-Umgebung und die darauf ausgefiihrten Virtual Machines (VMs). Wenn bei
der Storage-Infrastruktur ein Problem auftritt, gibt Ihnen Unified Manager Informationen tber das Problem und
hilft Ihnen bei der Ermittlung der Ursache des Problems. Das VM Dashboard gibt lhnen einen Uberblick iber
die Performance-Statistiken fur die VM, sodass Sie den gesamten I/O-Pfad vom VMware vSphere Host tber
das Netzwerk und schlieRlich den Storage erfassen kdnnen. Einige Ereignisse bieten auch
AbhilfemalRnahmen, die zur Behebung des Problems ergriffen werden kénnen. Sie kdnnen benutzerdefinierte
Alarme flur Ereignisse konfigurieren, sodass bei Problemen per E-Mail und SNMP-Traps benachrichtigt
werden. Mit Active I1Q Unified Manager lassen sich die Storage-Anforderungen |lhrer Benutzer planen, indem
Kapazitat und Nutzungstrends proaktiv vor Problemen vorhergesagt werden. Reaktive, kurzfristige
Entscheidungen, die langfristig zu weiteren Problemen fihren kénnen, werden vermieden.

Cisco Intersight

Cisco Intersight ist eine SaaS-Plattform, die intelligente Automatisierung, Beobachtbarkeit und Optimierung fir
herkdmmliche und Cloud-native Applikationen und Infrastrukturen bietet. Die Plattform férdert Veranderungen
mit IT-Teams und bietet ein Betriebsmodell fur Hybrid Clouds.

Cisco Intersight bietet folgende Vorteile:

» Schnellere Lieferung. als Service aus der Cloud oder im Rechenzentrum des Kunden mit haufigen
Updates und fortgesetzten Innovationen durch ein agiles, auf Software basierendes Entwicklungsmodell
geliefert. So kann sich der Kunde ganz einfach darauf konzentrieren, die Bereitstellung fir den
Geschéaftsbereich zu beschleunigen.

» Vereinfachter Betrieb. vereinfachter Betrieb durch den Einsatz eines einzigen sicheren SaaS-
bereitgestellten Tools mit gemeinsamem Inventar, Authentifizierung und APIs fir den gesamten Stack und
alle Standorte. Silos in allen Teams sind damit nicht mehr erforderlich. Vom Management physischer
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Server und Hypervisoren vor Ort, zu VMs, K8s, serverlos, Automatisierung, Die Optimierung und
Kostenkontrolle tGiber On-Premises- und Public Clouds hinweg.

* Kontinuierliche Optimierung. Optimieren Sie lhre Umgebung mithilfe von Informationen, die von Cisco
Intersight in allen Schichten bereitgestellt werden, sowie von Cisco TAC. Diese Informationen werden in
empfohlene und automatisierbare Aktionen umgewandelt, mit denen Sie Echtzeit an jede Anderung
anpassen kénnen: Von der Verschiebung von Workloads und der Uberwachung des Zustands von
physischen Servern tUber die automatische Groflenanpassung von K8s Clustern bis hin zu
Kostenreduzierungsempfehlungen fir die Public Clouds, mit denen Sie arbeiten.

Cisco Intersight ermoglicht zwei verschiedene Managementmodi: UCSM Managed Mode (UMM) und Intersight
Managed Mode (IMM). Sie kdnnen das native UMM- oder IMM-System fir die Fabric-Attached Cisco UCS-
Systeme wahrend der ersten Einrichtung der Fabric Interconnects auswahlen. In dieser Losung wird die native
UMM verwendet.

Das folgende Bild zeigt das Cisco Intersight Dashboard.

arfuanhn,
cace Intersight

Cordy 8t Slatus Mansgeriert 5 Mbomdad

Mot Covered TF2I05 202, 1721859210 UCSB-8200-MS

Mot Cowered 172.18.9.203, 172.18.9.209 UCSH-8200-M5

Mot Covened 172189200, 17218921 UCES-8200-M5

Mot Cowered V7L 6238 172726241 UCES-8700-M5

Not Covered 222 245 OO 200 MG

V72226236 17222 6240 UCSH BI00-MY

V72226238 1TL226244 UCSS 8200-M5

172226237, 172226243 LUCSH-BT00-M5

1T 264 NTLIL 6242 UCES-8200-M5

Red hat OpenShift Container Platform

Die Container-Applikationsplattform Red hat OpenShift ist eine Container-Applikationsplattform, die CRI-O und
Kubernetes zusammenfihrt und eine API sowie eine Webschnittstelle zum Managen dieser Services bietet.
CRI-O ist eine Implementierung der Kubernetes Container Runtime Interface (CRI), die die Verwendung von
Offene Container Initiative (OCl)-kompatiblen Laufzeiten ermdglicht. Dabei handelt es sich um eine
leichtgewichtige Alternative zur Verwendung von Docker als Laufzeit fir Kubernetes.

Mit OpenShift Container Platform kénnen Kunden Container erstellen und managen. Container sind
eigenstandige Prozesse, die innerhalb der eigenen Umgebung ausgefiihrt werden kénnen — unabhangig vom
Betriebssystem und der zugrunde liegenden Infrastruktur. OpenShift Container Platform unterstitzt die
Entwicklung, Bereitstellung und das Management Container-basierter Applikationen. Es stellt eine Self-
Service-Plattform zum bedarfsgerechten Erstellen, Andern und Implementieren von Applikationen bereit, die
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eine schnellere Entwicklung und Verkiirzung der Lebenszyklen ermdéglicht. Die OpenShift Container Platform
verfugt Uber eine auf Microservices basierende Architektur mit kleineren, entkoppelten Einheiten, die
zusammen arbeiten. Es wird auf einem Kubernetes-Cluster ausgefiihrt, wobei Daten zu den in etc.
Gespeicherten Objekten ein zuverlassiger Cluster-Schllisselwertspeicher sind.

Das folgende Bild bietet einen Uberblick (iber die Container-Plattform Red hat OpenShift.

Advanced Multi-cluster Management
Cluster discovery i Policy i Compliance i Ce |
Manager
Build Cloud-Native Apps
Platform Services Application Services Developer Services
OpenShift
Container Service Mesh § Serverless Databases i Languages Developer CLI i VS Code
Platform Builds { CI/CD Pipelines Runtimes { Integration extensions i IDE Plugins
Full Stack Logging Business Automation Code Ready Workspaces
Chargeback 100+ ISV Services CodeReady Containers
OpenShift
Kubernetes
Red Hat Enterprise Linux & RHEL CoreOS

= = O o By

Virtual Private cloud Public cloud Managed cloud
(Azure, AWS, IBM, Red Hat)

Kubernetes-Infrastruktur

Innerhalb der OpenShift Container Platform managt Kubernetes containerisierte Applikationen ber eine Reihe
von CRI-O-Laufzeithosts hinweg und bietet Mechanismen fir die Implementierung, Wartung und
Applikationsskalierung. Die CRI-O-Servicepakete, instantiates und fiihren containerisierte Applikationen aus.

Ein Kubernetes-Cluster besteht aus einem oder mehreren Master und einem Satz Worker-Nodes. Das
Ldsungsdesign umfasst Hochverfigbarkeit (HA) in der Hardware und dem Software Stack. Ein Kubernetes
Cluster wurde zur Ausfuihrung im HA-Modus mit drei Master Nodes und mindestens zwei Worker Nodes
entwickelt, um sicherzustellen, dass keine Single Point of Failure flr das Cluster vorhanden sind.

Red hat Core OS

OpenShift Container Platform nutzt Red hat Enterprise Linux CoreOS (RHCOS), ein containerorientiertes
Betriebssystem, das einige der besten Funktionen von CoreOS und Red hat Atomic Host-Betriebssystemen
vereint. RHCOS ist speziell furr die Ausflihrung von Container-Anwendungen Uber die OpenShift Container
Platform konzipiert und arbeitet mit neuen Tools zusammen, um eine schnelle Installation, eine rasche
Verwaltung und vereinfachte Upgrades zu ermdglichen.

RHCOS bietet die folgenden Funktionen:

« ZUndung, die OpenShift Container Platform als erste Bootsystemkonfiguration zum ersten Einschalten und
Konfigurieren von Maschinen verwendet.

* CRI-O, eine native Kubernetes-Laufzeitimplementierung fiir Container, die sich eng in das Betriebssystem
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integriert und so eine effiziente und optimierte Kubernetes-Erfahrung ermdéglicht. CRI-O bietet Funktionen
zum Ausfuhren, Stoppen und Neustarten von Containern. Es ersetzt vollstandig die Docker Container
Engine, die in OpenShift Container Platform 3 eingesetzt wurde.

« Kubelet, der primare Node-Agent flr Kubernetes, ist fur die Einfiihrung und Uberwachung von Containern
verantwortlich.

VMware vSphere 7.0

VMware vSphere ist eine Virtualisierungsplattform, mit der sich umfangreiche Sammlung von Infrastrukturen
(Ressourcen wie CPUs, Storage und Netzwerk) vollstandig als nahtlose, vielseitige und dynamische
Betriebsumgebung managen lassen. Im Gegensatz zu herkdmmlichen Betriebssystemen, die eine einzelne
Machine managen, sammelt VMware vSphere die Infrastruktur eines gesamten Datacenters und erstellt so ein
einzelnes Kraftpaket, mit Ressourcen, die den jeweiligen Applikationen schnell und dynamisch zugewiesen
werden kdnnen.

Weitere Informationen finden Sie unter "VMware vSphere".

VMware vSphere vCenter

VMware vCenter Server ermdglicht einheitliches Management aller Hosts und VMs Uber eine einzige Konsole
und aggregiert die Performance-Uberwachung von Clustern, Hosts und VMs. VMware vCenter Server bietet
Administratoren einen detaillierten Einblick in Status und Konfiguration von Computing-Clustern, Hosts, VMs,
Storage, Gastbetriebssystem Und anderen geschaftskritischen Komponenten einer virtuellen Infrastruktur.
VMware vCenter verwaltet die umfassenden Funktionen, die in einer VMware vSphere Umgebung verfligbar
sind.

Hardware- und Software-Versionen

Diese Losung kann auf jede FlexPod Umgebung erweitert werden, in der unterstiitzte Versionen von Software,
Firmware und Hardware ausgefiihrt werden, wie in definiert "NetApp Interoperabilitats-Matrix-Tool" Und "Cisco
UCS Hardware Compatibility List:" Das OpenShift-Cluster ist sowohl auf FlexPod Bare Metal-Weise als auch
auf VMware vSphere installiert.

FUr das Management mehrerer OpenShift-Cluster ist nur eine einzige Instanz von Astra Control Center
erforderlich, wahrend Trident CSI auf jedem OpenShift-Cluster installiert ist. Astra Control Center kann auf
jedem dieser OpenShift-Cluster installiert werden. In dieser Losung ist Astra Control Center auf dem Bare-
Metal-Cluster OpenShift installiert.

In der folgenden Tabelle sind die Versionen der Hardware und Software von FlexPod flir OpenShift aufgefihrt.

Komponente Produkt Version
Computing Cisco UCS Fabric Interconnects 4.1(3c)
6454
Cisco UCS B200 M5 Server 4.1(3c)
Netzwerk Cisco Nexus 9336C-FX2 NX-OS 9.3 (8)
Storage NetApp AFF A700 9.11.1
NetApp Astra Control Center 22.04.0

NetApp Astra Trident CSI-Plug-in ~ 22.04.0
NetApp Active 1Q Unified Manager 9.1
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Komponente Produkt Version

Software VMware ESXi Nenic Ethernet- 1.0.35.0
Treiber
VSphere ESXi 7.0 (U2)
VMware vCenter Appliance 7.0 U2b
Cisco Intersight Assist Virtual 1.0.9-342
Appliance
OpenShift Container Platform 4.9
OpenShift Container Platform RHCOS 4.9
Master Node
OpenShift Container Platform RHCOS 4.9

Worker-Node

In der folgenden Tabelle sind die Softwareversionen fir OpenShift auf AWS aufgefihrt.

Komponente Produkt Version

Computing Master Instance Typ: m5.xlarge k. A.
Worker-Instanz Typ: mb.large k. A.

Netzwerk Virtual Private Cloud Transit k. A.
Gateway

Storage NetApp Cloud Volumes ONTAP 9.11.1

NetApp Astra Trident CSI-Plug-in ~ 22.04.0

Software OpenShift Container Platform 4.9
OpenShift Container Platform RHCOS 4.9
Master Node
OpenShift Container Platform RHCOS 4.9

Worker-Node

"Weiter: FlexPod fur OpenShift Container Platform 4 Bare-Metal-Installation."

Installation und Konfiguration

FlexPod fiir OpenShift Container Platform 4 Bare-Metal-Installation

"Friher: Lésungskomponenten.”

Weitere Informationen zum Bare-Metal-Design, den Implementierungsdetails und der
Installation und Konfiguration von NetApp Astra Trident finden Sie unter FlexPod for
OpenShift Container Platform 4 "FlexPod mit OpenShift Cisco Validated Design and
Deployment Guide (CVD)". Dieses CVD deckt die Implementierung der FlexPod- und
OpenShift-Container-Plattform mit Ansible ab. Das CVD bietet auch detaillierte
Informationen zum Vorbereiten von Worker-Nodes, zur Astra Trident-Installation, zum
Storage-Backend und zu Storage-Klassenkonfigurationen. Diese sind die wenigen
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Voraussetzungen fur die Implementierung und Konfiguration des Astra Control Center.

Die folgende Abbildung zeigt OpenShift Container Platform 4 Bare Metal auf FlexPod.

RHEL 8.3 Server

Provisioner Node

=

SRR S

7’ "
e OpenShift Cluster .c.,.,\
Platform Services Application Services Developer Services
Cluster Services
Kubemetes

005 s o0 e

Worker Nodes _

FlexPod for OpenShift Container Platform 4 auf VMware-Installation

Weitere Informationen zur Bereitstellung der Red hat OpenShift-Container-Plattform 4 auf FlexPod mit VMware
vSphere finden Sie unter "FlexPod-Datacenter fur OpenShift-Container-Plattform 4".

Die folgende Abbildung zeigt FlexPod fir OpenShift Container Platform 4 auf vSphere.
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"Nachste Frage: Red hat OpenShift auf AWS"

Red hat OpenShift auf AWS

"Friher: FlexPod fiir OpenShift Container Platform 4 Bare-Metal-Installation."

Ein separater selbst verwalteter OpenShift-Container-Plattform-4-Cluster wird auf AWS
als DR-Standort bereitgestellt. Die Master- und Worker-Nodes erstrecken sich auf drei
Verfugbarkeitszonen, um Hochverfligbarkeit zu gewahrleisten.

Instances (6] into

| op | » | I Clear filters
Name - Instance ID Instance state v Instance type v Availability Zone v Private P a... v Key name
ocpaws-v58kn-master-0 1-0d2dB81ca91a54276d Running @&& mb5.xlarge us-east-1b 172.30.165.160 -
ocpaws-y58kn-master-1 i-0b161945421dZ2a23¢ ® Running @& mb5.xlarge us-east-1c 172.30.166.162 -
ocpaws-v58kn-master-2 i-0146a66521060ea59 @ Running @& m5.xlarge us-east-1a 172.30.164.209 -
ocpaws-vSBkn-worker-us-east-1a-zj8dj i-05e6efal18d136c842 @ Running @& mS.large us-east-la 172.30.164.128 -
ocpaws-v58kn-worker-us-east-1b-Tnmbe i-0B79a088b50d2d966 @ Running @& m5.large us-east-1b 172.30.165.93 =
ocpaws-vSBkn-worker-us-east-1¢-96j6n 024 3c2d701182¢ @ Running @& mis.large us-gast-1c 172.30.166.51 -
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[ec2-user@ip-172-30-164-92 ~]$ oc get nodes

NAME STATUS ROLES AGE VERSION
ip-172-30-164-128.ec2.internal Ready worker 29m v1.22.8+f34b40c
ip-172-30-164-209.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-165-160.ec2.internal Ready master 33m v1.22.8+£34b40c
ip-172-30-165-93.ec2.internal Ready worker 30m v1.22.8+f34b40c
ip-172-30-166-162.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-166-51.ec2.internal Ready worker 28m v1.22.8+£34b40c

OpenShift ist als bereitgestellter Einsatz "Privater Cluster" Zu einer vorhandenen VPC auf AWS. Ein privates
Cluster der OpenShift Container Platform weist keine externen Endpunkte auf und ist nur Uber ein internes
Netzwerk zuganglich und nicht fir das Internet sichtbar. Mit NetApp Cloud Manager wird eine NetApp Single-
Node Cloud Volumes ONTAP implementiert, die ein Storage-Back-End fur Astra Trident bietet.

Weitere Informationen zur Installation von OpenShift auf AWS finden Sie unter "OpenShift-Dokumentation”.

"Weiter: NetApp Cloud Volumes ONTAP."

NetApp Cloud Volumes ONTAP

"Friher: Red hat OpenShift auf AWS."

Die NetApp Cloud Volumes ONTAP Instanz ist auf AWS implementiert und dient als
Backend-Storage fir Astra Trident. Bevor Sie eine Cloud Volumes ONTAP
Arbeitsumgebung hinzuflugen, muss ein Connector bereitgestellt werden. Der Cloud-
Manager fordert Sie auf, wenn Sie versuchen, die erste Cloud Volumes ONTAP-
Arbeitsumgebung ohne entsprechenden Connector zu erstellen. Informationen zur
Implementierung eines Connectors in AWS finden Sie unter "Einen Konnektor erstellen”.

Informationen zur Implementierung von Cloud Volumes ONTAP auf AWS finden Sie unter "Schnellstart fur
AWS".

Nach der Implementierung von Cloud Volumes ONTAP kénnen Sie Astra Trident installieren und das Storage-
Back-End und die Snapshot-Klasse auf dem OpenShift Container Platform Cluster konfigurieren.

"Als Nachstes: Astra Control Center-Installation auf OpenShift Container Platform."

Astra Control Center-Installation auf OpenShift Container Platform
"Friher NetApp Cloud Volumes ONTAP."
Sie kdnnen Astra Control Center entweder auf OpenShift-Cluster auf FlexPod oder auf

AWS mit einem Cloud Volumes ONTAP-Storage-Backend installieren. In dieser Losung
wird Astra Control Center auf dem Bare-Metal-Cluster OpenShift implementiert.

Astra Control Center kann mit dem beschriebenen Standardprozess installiert werden "Hier" Oder Gber den

Red hat OpenShift OperatorHub. Astra Control Operator ist ein Red hat zertifizierter Operator. In dieser Losung
wird Astra Control Center mit dem Red hat OperatorHub installiert.
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Umgebungsanforderungen

 Astra Control Center unterstitzt mehrere Kubernetes-Distributionen. Fiir Red hat OpenShift sind die
unterstltzten Versionen die Red hat OpenShift Container Platform 4.8 oder 4.9.

« Astra Control Center bendtigt zusatzlich zu den Anforderungen der Anwendungsressourcen der
Umgebung und des Endbenutzers folgende Ressourcen:

Komponenten Anforderungen

Storage-Back-End-Kapazitat Mindestens 500 GB verfligbar

Worker-Nodes Mindestens 3 Worker-Nodes mit 4 CPU-Kernen und
12 GB RAM

Vollstéandig qualifizierte Domanenname (FQDN)- Eine FQDN-Adresse fir Astra Control Center

Adresse

Astra Trident Astra Trident 21.04 oder hoher ist installiert und
konfiguriert

Eingangs-Controller oder Load-Balancer Konfigurieren Sie den Ingress-Controller so, dass

Astra Control Center mit einer URL oder einem Load-
Balancer zur Bereitstellung von IP-Adressen
bereitgestellt wird, die sich auf den FQDN beziehen

+ Sie bendtigen eine bereits vorhandene private Bildregistrierung, in die Sie die Astra Control Center-Bilder
Ubertragen kdnnen. Sie mussen die URL der Bildregistrierung angeben, in der Sie die Bilder hochladen.

(D Einige Images werden bei der Ausflihrung bestimmter Workflows entfernt und Container werden
bei Bedarf erstellt und zerstort.

 Astra Control Center erfordert, dass eine Storage-Klasse erstellt und als Standard-Storage-Klasse
eingestellt wird. Astra Control Center unterstiitzt die folgenden ONTAP-Treiber von Astra Trident:

o ontap-nas
o ontap-nas-Flexgroup
o ontap-san

o ontap-san-Okonomie

(D Astra Trident ist in den implementierten OpenShift-Clustern mit einem ONTAP-Back-End
installiert und konfiguriert. AuRerdem wird eine Standard-Storage-Klasse definiert.

« Zum Klonen von Applikationen in OpenShift-Umgebungen muss das Astra Control Center OpenShift
erlauben, Volumes anzuhangen und die Eigentimerschaft von Dateien zu andern. Um die ONTAP
Exportrichtlinie zu andern, um diese Vorgange zu ermdglichen, fiihren Sie die folgenden Befehle aus:

export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -superuser sys
export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -anon 65534
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Wenn Sie eine zweite OpenShift-Betriebsumgebung als gemanagte Computing-Ressource

@ hinzufiigen mdchten, stellen Sie sicher, dass die Astra Trident Volume Snapshot-Funktion
aktiviert ist. Lesen Sie den offiziellen Abschnitt zum Aktivieren und Testen von Volume-
Snapshots mit Astra Trident "Astra Trident Anweisungen".

* A"VolumeSnapClass" Sollte auf allen Kubernetes-Clustern konfiguriert werden, von denen die
Applikationen gemanagt werden. Dazu kénnte auch der K8s-Cluster gehdren, auf dem Astra Control
Center installiert ist. Astra Control Center kann Anwendungen auf dem K8s-Cluster verwalten, auf dem es
ausgefuhrt wird.

Anforderungen fiir das Applikationsmanagement

* Lizenzierung. um Anwendungen mit Astra Control Center zu verwalten, bendtigen Sie eine Astra Control
Center-Lizenz.

* Namesaces. Ein Namespace ist die grofte Instanz, die von Astra Control Center als Anwendung verwaltet
werden kann. Sie kdnnen Komponenten anhand der Anwendungsbezeichnungen und benutzerdefinierten
Beschriftungen in einem bestehenden Namespace herausfiltern und als Anwendung eine Untermenge von
Ressourcen verwalten.

» StorageClass. Wenn Sie eine Anwendung mit einem explizit eingestellten StorageClass installieren und
die Anwendung klonen missen, muss das Zielcluster fir den Klonvorgang die urspringlich angegebene
StorageClass haben. Klonen einer Applikation, deren StorageClass explizit auf Cluster festgelegt ist, die
nicht dieselbe StorageClass aufweisen, schlagt fehl.

* Kubernetes-Ressourcen. Applikationen, die Kubernetes-Ressourcen nutzen, die nicht von Astra Control
erfasst sind, verfligen moglicherweise nicht ber umfassende Datenmanagementfunktionen flr
Applikationen. Astra Control kann die folgenden Kubernetes-Ressourcen erfassen:

Kubernetes-Ressourcen

ClusterCole ClusterrollenBding Konfigmap
KundenressourcenDefinition Benutzerressource Kronjob

DemonSet Horizon PodAutoscaler Eindringen
BereitstellungConfig MutatingWebhook PersistentVolumeClaim
Pod PodDisruptionBudget PodTemplate
Netzwerkrichtlinie ReplicaSet Rolle
Rollenverschwarten Route Geheim

Validieren\Webhook

Installieren Sie Astra Control Center mit OpenShift OperatorHub

Das folgende Verfahren installiert Astra Control Center mithilfe des Red hat OperatorHub. In dieser Losung ist
Astra Control Center auf einem Bare-Metal OpenShift Cluster installiert, das unter FlexPod ausgefihrt wird.

1. Laden Sie das Astra Control Center Bundle herunter (astra-control-center-[version].tar.gz)
Vom "NetApp Support Website".

2. Laden Sie die .zip-Datei fur die Astra Control Center-Zertifikate und -Schlissel aus dem herunter "NetApp
Support Website".

3. Uberpriifen Sie die Signatur des Bundles.
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openssl dgst -sha256 -verify astra-control-center|[version] .pub
-signature <astra-control-center[version].sig astra-control-
center[version].tar.gz

4. Extrahieren Sie die Astra-Bilder.

tar -vxzf astra-control-center-[version].tar.gz

5. Wechseln Sie in das Astra-Verzeichnis.

cd astra-control-center-[version]

6. Fugen Sie die Bilder Ihrer lokalen Registrierung hinzu.

For Docker:
docker login [your registry path]OR
For Podman:

podman login [your registry path]

7. Verwenden Sie das entsprechende Skript, um die Bilder zu laden, die Bilder zu kennzeichnen und sie in
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Ihre lokale Registrierung zu Gbertragen.

Far Docker:

export REGISTRY=[Docker registry path]
for astralImageFile in $(ls images/*.tar) ; do

# Load to local cache. And store the name of the loaded image trimming
the 'Loaded images: '

astraImage=$ (docker load --input S${astralmageFile} | sed 's/Loaded
image: //")

astralImage=$ (echo S${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.

docker tag ${astralImage} S${REGISTRY}/${astralmage}

# Push to the local repo.

docker push ${REGISTRY}/S${astralmage}
done

Fir Podman:



export REGISTRY=[Registry path]
for astralImageFile in $(ls images/*.tar) ; do
# Load to local cache. And store the name of the loaded image trimming

the 'Loaded images:

astralmage=$ (podman load --input ${astralmageFile} | sed 's/Loaded
image(s): //")

astraImage=$ (echo S${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.

podman tag S${astralmage} ${REGISTRY}/S$S{astralmage}

# Push to the local repo.

podman push ${REGISTRY}/${astralmage}

done

8. Melden Sie sich bei der Bare-Metal OpenShift Cluster Webkonsole an. Wahlen Sie im Meni ,Seite” die
Option ,Operatoren” > ,OperatorHub®. Eingabe astra Um die aufzulisten netapp-acc-operator.

Rod Hat

—— OpenShift

tform

08 Administrator

Home OperatorHub

Ot v

Opearators ' 0

OperatorHub

Imtaled Operalon

Workloads

Networking

@ netapp-acc-operator Ist ein zertifizierter Red hat OpenShift Operator und ist im
OperatorHub-Katalog aufgeftihrt.

9. Wahlen Sie netapp-acc-operator Und klicken Sie auf Installieren.
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netapp-acc-operator x

22 4 3 prowded by NeLADD
Install
Latest version Astra Contred is an application-aware data management solution that manages. protects and moves data-
2243 rich Kubermetes workdoads in both public clouds and on-premises
Wm Astra Control enables data protection, disaster réecovery, and migration for your Kubemetes workloads,

leveraging NetApp's industry-leading data management technology for snapshots, backups, rephcation and

c]c."!-d\g
el o ade

FUR e How to deploy Astra Control

Decp lntight

- I Refer to Installation Procedure to deploy Astra Control Center using the Operator
= Documentation
Certified Refer to Astra Control Center Documentatron to complete the setup and start managing applicabons
p : MNOTE: The version listed under Laresr verzion on this page might not reflect the actual version of NetApp

Astra Control Center you are installing. The version in the file name of the Astra Control Center bundle that
MetApp = - -
you download from the NetApp Support Site is the version of Astra Control Center that will be installed

10. Wahlen Sie die entsprechenden Optionen aus, und klicken Sie auf Installieren.

:' OperatorHul *  Operator INCTalanomn

Install Operator

Irestall o ¢ by tubsiernibing to-one of the updats channels to keep the Operator up 1o date. The strategy determunes either manual o sutomatc updates

Update channel * & netapp-acc-operator

provicled by NetApp

alpha

® sabie Frovided AT

Instaltatian misde * =5 Astra Control Center

® Al namespaces on the cluster (default) AstraControlCenter i the Schema for
Operator will be 3 Mamespaces the astracontrolcenters AP

his mode s not supported by this €

Instalied Namespace *

@D retapp-acc-operator ( Operator recommanded) -

) Mamespace creation

NAMesEace HETAPD-B0C-Operaton coet notewst and will be creared

Update approval * @

Automatic

® Manual

@ Maniial approval applies to all operators in a namespace
instaling an operator with manual approval cawses of operators installed in name spoce netapp-acc-operator to function as mandal spproval
strategy. To aliow automatic approval. sl operators instalied in the namespace mest une sitomanc approval strategy

11. Genehmigen Sie die Installation, und warten Sie, bis der Bediener installiert ist.
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@ netapp-acc-operator
22.4.3 provided by NetApp &

Manual approval required

Review the manual install plan for operators acc-operatorv22.4.3. Once approved, the
following resources will be created in order to satisfy the reguirements for the
components specified in the plan. Click the rescurce name to view the rescurce in detail.

View installed Operators in Mamespace netapp-acc-operator

12. In dieser Phase ist der Bediener erfolgreich installiert und betriebsbereit. Klicken Sie auf Ansichtsverwalter,
um die Installation des Astra Control Centers zu starten.

@ netapp-acc-operator Q
22 4.3 provided by NetApp

Installed operator - ready for use

View Operator View installed Operators in Namespace netapp-acc-operator

13. Erstellen Sie vor der Installation von Astra Control Center das Pull Secret, um Astra-Bilder aus der Docker-
Registry, die Sie friiher verschoben haben, herunterzuladen.
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o8 Admimnistrator

@ netapp-acc-operator

Search
AP Expllorer Provided APls

Events

(= Astra Control Canter

Crperatons

OperatorHub
Irestnlled Operaton i
L
Workloads
Description

How to deploy Astra Control

ConfigMaps oler 1 Procedure to deploy Aztia ol Cente

14. Damit Sie die Astra Control Center-Bilder von lhrer privaten Docker-Repo abrufen kdnnen, sollten Sie im
ein Geheimnis schaffen netapp-acc-operator Namespace. Dieser geheime Name wird in einem
spateren Schritt im Astra Control Center YAML-Manifest angegeben.
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Project netapp-acc-operator =

Create image pull secret
Image pull secrets let you authenticate against 3 private image registry,

Secret name *

astra-reglstry-cred

Unigue name of the new secret,
Authentication type
Image registry cradenuals -

Registry server address *

For example quay.io ot dockerio

Username *

Email

abhinavd@netapp.com

© Add credentials

15. Wahlen Sie im Seitenmenu Operatoren > Installed Operators aus, und klicken Sie im Abschnitt
bereitgestellte APIs auf Create Instance.
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RedHat
OpenShift

Container Platform

o8 Administrator

Home
Overview
Projects

Search

API Explorer Provided APls

Events
=% Astra Control Center

Operators AstraControlCenter is the Scham

OperatorHub

Instalied
-

16. Fullen Sie das Formular AstraControlCenter erstellen aus. Geben Sie den Namen, die Astra-Adresse und

die Astra-Version an.

Project netapp-acc-operater

% Administrator

» Create AstraControlCenter

Create AstraControlCenter

Operators
OperatorHub
Configure via  '® Form view YAML view
Installed Operators
Workloads ) Note: Some fields may not be represented in this form view. Please sefect "YAML view” for full control.
MNetworking Name *
Storage
Labels
Builds
Auto Support * »
Observe . .
Compute
Astra Address *

User Management

Admintstration

Geben Sie unter Astra Address die FQDN-Adresse fur Astra Control Center an. Diese
Adresse wird fur den Zugriff auf die Astra Control Center Webkonsole verwendet. Der FQDN
sollte auch in einem erreichbaren IP-Netzwerk auflésen und im DNS konfiguriert werden.

17. Geben Sie einen Kontonamen, eine E-Mail-Adresse, einen Administrator-Nachnamen ein, und behalten
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Sie die standardmaRige Richtlinie zur Rlickgewinnung von Volumes bei. Wenn Sie einen Load Balancer
verwenden, setzen Sie den Ingress-Typ auf AccTraefik. Wahlen Sie andernfalls Generic fur aus

Ingress.Controller. Geben Sie unter Image Registry den Registry-Pfad fir das Container-Image und

den geheimen Schlissel ein.

A Qject netapp=acc=-operator -
2 Administrator oject netapp-acc-operata

Account Name *

Operators
Email *

OperatorHub
Installed Operators

Last Name

Workloads

Networking
) Volume Reclaim Policy

Storage

Builds Ingress Type

Compute Astra Kube Config Secret
User Management
Image Registry

Administration

Mame

Secret

In dieser Losung wird der Metallb Load Balancer eingesetzt. Daher ist der Eingangstyp
AccTraefik. Das Astra Control Center Trafik Gateway wird damit als Kubernetes Service des

Typ Load Balancer bereitgestellt.

18. Geben Sie den Vornamen des Administrators ein, konfigurieren Sie die Skalierung von Ressourcen und

stellen Sie die Storage-Klasse bereit. Klicken Sie auf Erstellen .
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Operators

OperatorHub

Instafled Oparators

Workloads

DeploymentConfigs
StatefulSets
Secrets

gMaps

Image Ragistry

First Name

Astra Resources Scaler

Default -

Storage Class

Crds

Create o

AstraContrelCenters

Kind Status.

Cruate AstraConroilanter

Lant upclated]

@

19. Uberpriifen Sie, ob alle Systemkomponenten erfolgreich installiert wurden und alle Pods ausgefiihrt

werden.

root@abhinav-ansible# oc get pods -n netapp-acc-operator

NAME

RESTARTS AGE

acc-helm-repo-77745049b5-7zg2v

10m

acc-operator-controller-manager-5c656c44c6-tgnmn

13m
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READY STATUS
1/1 Running 0
2/2 Running 0




activity-589c6d59f4-x2sfs

6m4s

api-token—-authentication-4g517j

5m26s

api-token-authentication-pzptd

5m27s

api-token-authentication-tbtg6

5m27s

asup-669df8d49-gps54

5m26s

authentication-5867c5f56f-dnpp2

3mb54s

bucketservice-85495bc475-5zcch

5mb55s

cert-manager-67f486bbc6-txhh6

9m5s
cert-manager-cainjector-75959db744-415p5
9m6s
cert-manager-webhook-765556b869-gowdf
9m6s

cloud-extension-5d595f85f-txrfl

5m27s
cloud-insights-service-674649567b-5s4wd
5m49s
composite-compute-60b58d48c69-46vhc
omlls
composite-volume-6d447£fd959-chnrt
5m27s

credentials-66668f8ddd-8gc5b

Tm20s
entitlement-fdofc5c58-wxnmh
6m20s
features-756bbb7c7c-rgcrm
5m26s

fluent-bit-ds-278pg

3m35s

fluent-bit-ds-5pgc6

3m35s

fluent-bit-ds-817cqg

3m35s

fluent-bit-ds-9gbft

3m35s

fluent-bit-ds-nj475

3m35s

fluent-bit-ds-x9pd8

3m35s

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running
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138

graphgl-server-698d6f4bf-kftwc
3m20s
identity-5d4f4c87c9-wjzbc
6m27s

influxdb2-0

9m33s

krakend-657d44bf54-8cb56

3m21ls

license-594bbdc-rghdg

6m28s
login-ui-6c65fbbbd4-jg8wz
3ml7s

loki-0

9m30s
metrics-facade-75575£69d7-hnlk6
6ml10s
monitoring-operator-65dff79cfb-z78vk
3md7s

nats-0

10m

nats-1

9m43s

nats-2

9m23s
nautilus-7bb469f857-4hlc6

6m3s

nautilus-7bb469f857-vz94m
4m42s

openapi-8586db4dbcd-gwwvf

5m4dls
packages-6bdb949cfb-nrg81l
6m35s
polaris-consul-consul-server-0
9m22s
polaris-consul-consul-server-1
9m22s
polaris-consul-consul-server-2
9m22s

polaris-mongodb-0

9m22s

polaris-mongodb-1

8m58s

polaris-mongodb-2

8m34s
polaris-ui-5df7687dbd-trcnf
3ml8s

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

2/2

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

2/2

2/2

2/2

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running



polaris-vault-0

9ml8s

polaris-vault-1

9ml18s

polaris-vault-2

9ml8s
public-metrics-7b96476f64-j88bw
5m48s
storage-backend-metrics-5fd6d7cd9c-vcb4]
5m59s
storage-provider-bb85ff965-m7grg
5m25s

telegraf-ds-4zqggz

3m36s

telegraf-ds-cp9x4

3m36s

telegraf-ds-h4n59

3m36s

telegraf-ds-jnp2qg

3m36s

telegraf-ds-pdz5]

3m36s

telegraf-ds-zngtp

3m36s

telegraf-rs-rt64j

3m36s
telemetry-service-7dd9c74bfc-sfkzt
6ml9s

tenancy-d878b7fbo-wf8x9

6m37s

traefik-6548496576-5v2g6

98s

traefik-6548496576-9g82pqg

3m8s

traefik-6548496576-psn4d9

38s

traefik-6548496576-qgrkfd

2m53s

traefik-6548496576-srs6r

98s

trident-svc-679856c67-78kbt
5m27s
vault-controller-747d664964-xmné6c
Tm37s

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running
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@ Jeder Pod sollte den Status ,laufen” aufweisen. Es kann mehrere Minuten dauern, bevor die
System-Pods implementiert sind.

20. Wenn alle Pods ausgefuhrt werden, fihren Sie den folgenden Befehl aus, um das einmalige Passwort
abzurufen. Prifen Sie in der YAML-Version der Ausgabe das status.deploymentState Feld flr den

bereitgestellten Wert, und kopieren Sie anschlieRend die status.uuid Wert: Das Passwort lautet AcC-
Anschlieend der UUID-Wert. (ACC-[UUID]).

root@abhinav-ansible# oc get acc -o yaml -n netapp-acc-operator

21. Navigieren Sie in einem Browser zur URL mithilfe des FQDN, den Sie bereitgestellt haben.

22. Melden Sie sich mit dem Standardbenutzernamen an. Dies ist die E-Mail-Adresse, die wahrend der
Installation angegeben wurde, und das einmalige Passwort ACC-[UUID].

Bl e ] v - O x

€& i Notsecure | Rips)/atcocp Migod.netapp.com,
F 2

N NetApp M Astra Control Center

Log In to NetApp Astra Control Center Ma nage - protect, a nd

sbhnas Jgmetape cam

E— ] migrate your Kubernetes
e | applications with just a few

clicks!

@ Wenn Sie dreimal ein falsches Kennwort eingeben, ist das Administratorkonto 15 Minuten
lang gesperrt.

23. Andern Sie das Passwort, und fahren Sie fort.
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M NetApp M Astra Control Center

Welcome to NetApp Astra Control Center Manage, protect, and

migrate your Kubernetes

applications with just a few

clicks!

= Al l2as! ong s

UPDATE PASSWORD

Weitere Informationen zur Installation des Astra Control Center finden Sie im "Astra Control Center — Ubersicht
Uber die Installation" Seite.

Einrichten des Astra Control Center

Melden Sie sich nach der Installation von Astra Control Center in der Ul an, laden Sie die Lizenz hoch, fiigen
Sie Cluster hinzu, managen Sie den Storage und fligen Sie Buckets hinzu.

1. Gehen Sie auf der Homepage unter Konto auf die Registerkarte Lizenz und wahlen Sie Lizenz hinzufligen,
um die Astra-Lizenz hochzuladen.

L) An Astr

a Contral Center license was not found. Your Astra Control Center functionality is limited el
;.5 i i _iﬂ ? 1
:E‘ Dashboard
él Account
. Users Cradentials Motifications Licenss Packages Connections

ASTRA CONTROL CENTER LICENSE OVERVIEW

You have no active Astra Control Center license
= Backends

Ahen you receive your ficense, select Add license
B suckets
B ] nit 1 ab 3681 [ ]
m —————
Select Add lcense ta manually upload your evaluation lcense file, Mare information [
[E] Activity -
B Activi Ad license
T} Suppart

Astra Data Store licenses

+ Manually add license

2. Erstellen Sie vor dem Hinzufiigen des OpenShift-Clusters Uber die OpenShift-Webkonsole einen Astra
Trident Volume Snapshot. Die Klasse Volume Snapshot wird mit dem konfiguriert
csi.trident.netapp.io Treiber.
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S SOtDIGE RO Create VolumeSnapshotClass

Operators

Workloads

Networking

Storage
PersistentVolumes
PersistentVolumeClaims
StorageClasses
VolumeSnapshots
VolumeSnapshotClasses

VolumeSnapshotContents

3. Zum Hinzuflgen des Kubernetes-Clusters wechseln Sie auf der Startseite zu Clusters und klicken auf
Kubernetes-Cluster hinzufiigen. Laden Sie anschliel3end die hoch kubeconfig Datei fir den Cluster und
geben einen Namen fiir die Anmeldeinformationen an. Klicken Sie Auf Weiter.

@ Add Kubernetes cluster STEP 1/73: CREDENTIALS

CREDENTIALS

Upload file Paste from clipboard

kubeconfig-noingress ) onprem-ocp-bm
3 J

4. Die vorhandenen Speicherklassen werden automatisch erkannt. Wahlen Sie die Standard-Storage-Klasse
aus, klicken Sie auf Weiter und klicken Sie dann auf Cluster hinzuflgen.
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Eﬁ Add cluster STEP 2/3: STORAGE 35

STORAGE
i v c : ax w
¥ i ritr
setdofault  Storage class Storage provisianer sirn pelicy Hinding mode Wigitsla
- DCP-MAS-RCRON cELmgannetapp.io Errmad e

- aack m

5. Der Cluster wird in wenigen Minuten hinzugefligt. Um weitere Cluster der OpenShift Container Platform
hinzuzufiigen, wiederholen Sie die Schritte 1 bis 4.

Wenn Sie eine zusatzliche OpenShift-Betriebsumgebung als verwaltete Computing-
@ Ressource hinzufigen mdochten, sollten Sie den Astra Trident in die Umgebung einbinden
"VolumeSnapshotClass-Objekte" Werden definiert.

6. Um den Speicher zu verwalten, gehen Sie zu Backend, klicken Sie auf die drei Punkte unter Aktionen
gegen das Backend, das Sie verwalten mochten. Klicken Sie Auf Verwalten.

= Backends
+ Add W Managed O Discovered E)
Mame & State Capacity Throughput Type Cluster Cloud Actions
cIB0-chister 1) Discovered Mot gvailable yet ot available yet DMNTAFP 3.11.1 Nét applicable Mol applcable
Manage

healthylifo {3 Dise Mot avaidable yot Not available yet ORTAR 2.11.1 Mot applicabla Mot applicabie

o e Hemaove
singlecvoaws A Dscovered Mot avalable yet Hot avallabile yet ONTAF R11. Mot applicable Not applcabile

7. Geben Sie die ONTAP Zugangsdaten ein und klicken Sie auf Weiter. Uberpriifen Sie die Informationen,
und klicken Sie auf verwaltet. Die Back-Ends sollten wie im folgenden Beispiel aussehen.
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= Backends
<+ Add = warch % Managed () Discovered
1-3 of 3 entnes
Mame 4 State Capacity Throughput Type Cluster Cloud Actions
c190-chuster <) Available - 0.4/0.64 Tifk: 3.8% hot available yet ONTAP 9.11.1 not applicable Mot applicable
healthylife =) Available _ 3.16/106.42 Tig: 4.5% Not availabila yet ONTAP S.71.1 Mot applicabis Mot applicable
singlecvoaws =) Avalable - 0,07/0.62 Tl 11.9% Kot available yet ONTAP 9.11.1 Not apphcable Mot applicable

8. Um Astra Control einen Bucket hinzuzufiigen, wahlen Sie Eimer aus, und klicken Sie auf Hinzufligen.

,& astra

] oashboard

5 Buckets
g Applications + Add
@ Clusters
MName 4 Descriptiaon State Type

£33 Backends

£ Account

[53 Activity

9. Wahlen Sie den Bucket-Typ aus und geben Sie den Bucket-Namen, den S3-Servernamen oder die IP-
Adresse und S3-Zugangsdaten an. Klicken Sie Auf Aktualisieren.

B edit bucket e

STORAGE BUCKET

@ eoiminG sTorAGE
HBUCKETS

Edit the access detads of your exsting ohject more bocket

- e - i
A awi-biicke!

Descrigtion (optional AL ub et LamAZON AW Com

Rake this bucket the default bucket for this cloud

SELECT CREDEMTIALS

astra Control reguires S5 actess credentials with the rofes necesiany 1o Iacilitate Kubernetes application data mansgement

Aded Use existing
Access T Secrel ey b
Credontial name
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@ In dieser Lésung werden AWS S3 und ONTAP S3 Buckets verwendet. Sie kdnnen auch
StorageGRID verwenden.

Der Bucket-Status sollte sich in einem ordnungsgemafen Zustand befinden.

[ Buckets
-+ Add
Name & Description State Type Actions
acc-aws- bucket 1 i 3
....... bascket % Da P Haalth mn LA

Im Rahmen der Kubernetes-Cluster-Registrierung mit Astra Control Center fiir applikationskonsistentes
Datenmanagement erstellt Astra Control automatisch Rollenbindungen und einen NetApp Monitoring
Namespace, mit dem Kennzahlen und Protokolle von den Applikations-Pods und den Worker-Nodes erfasst
werden. Nutzen Sie als Standard eine der unterstlitzten ONTAP-basierten Storage-Klassen.

Nach lhnen "Fligen Sie dem Astra Control Management einen Cluster hinzu", Sie kénnen Apps auf dem
Cluster installieren (auf3erhalb von Astra Control) und dann auf der Seite Apps in Astra Control die Apps und
ihre Ressourcen verwalten. Weitere Informationen zum Verwalten von Apps mit Astra finden Sie im
"Anforderungen fiir das Applikationsmanagement".

"Weiter: Ubersicht zur Lésungsvalidierung"

Losungsvalidierung

Uberblick

"Fruher: Astra Control Center Installation auf OpenShift Container Platform."

In diesem Abschnitt kommen wir nochmals auf die Losung zurlck. Einige
Anwendungsfalle:

» Wiederherstellung einer statusorientierten Anwendung aus einem Remote-Backup in ein anderes
OpenShift-Cluster, das in der Cloud ausgeftihrt wird.

 Eine zustandsorientierte Anwendung wird in demselben Namespace im OpenShift-Cluster
wiederhergestellt.

 Applikationsmobilitat durch Klonen von einem FlexPod System (OpenShift Container Platform Bare Metal)
auf ein anderes FlexPod-System (OpenShift Container Platform auf VMware)

Insbesondere sind in dieser Lésung nur einige Anwendungsfalle validiert. Diese Validierung stellt in keiner
Weise die gesamte Funktionalitat des Astra Control Centers dar.

"Im nachsten Schritt: Applikations-Recovery mit Remote-Backups."

Applikations-Recovery mit Remote-Backups

"Zurlck: Ubersicht zur Lésungsvalidierung"
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https://docs.netapp.com/us-en/astra-control-center/get-started/setup_overview.html
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Mit Astra kdnnen Sie ein vollstandiges und applikationskonsistentes Backup erstellen, mit
dem lhre Applikation ihre Daten auf einem anderen Kubernetes-Cluster wiederherstellen
kann, der in einem On-Premises-Datacenter oder in einer Public Cloud ausgefthrt wird.

Um die erfolgreiche Wiederherstellung von Applikationen zu validieren, simulieren Sie einen lokalen Ausfall
einer Applikation, die im FlexPod System ausgefiihrt wird, und stellen Sie die Applikation mithilfe eines
Remote-Backups in einem K8s Cluster in der Cloud wieder her.

Die Beispielanwendung ist eine Anwendung der Preisliste, die MySQL fir die Datenbank verwendet. Zur
Automatisierung der Implementierung verwendeten wir das "Argo-CD" Werkzeug. Argo CD ist ein deklaratives
GitOps, Continuous Delivery Tool fir Kubernetes.

1. Melden Sie sich beim lokalen OpenShift-Cluster an, und erstellen Sie ein neues Projekt mit dem Namen
argocd.

Create Project

NMame * oo

argocd

Display name

hybrid cioud demo

Description

Proiect 3 3
e Administrator ojectargocd v

Home OperatorHub
Drsc from the Kubesmetes community and Red Hat partners, curated by Red Hst. You can purchase commercial softy
T Bl inst, tor capabilities will appear in the Developer Catalog providing a self-service expernence

OperatorHub
a0 L 1l i All Items
Installed Operators
Al/Machine Learning
argocd

Application Runtime
Warkloads

Varkloads Big Data

“lowd Prowader
Databuse % Commumity ; Community

Developer Tools

Maotworking

Storage — - .
- 2 Argo CD Argo CD Operator {Halm)

Dy

spement Took

Diivers And Phegins

Builds

o Diecl sntinuous Delrvary
Integration & Delivery = UouE Lelrvery

felowing ¢
Tolicawing L

Pipelines Legging & Tracng

Modemization & Migration

Maonitorino Idonitoring

3. Installieren Sie den Operator in das argocd Namespace.
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https://argo-cd.readthedocs.io/en/stable/

Cperateatiul » Operatee installation
Install Operator
Update channe! * e ArgoCD
provided by Argo CD Community
® aipha
Provided AP
Installation mode *
Application
All namespaces on the cluster (default) o
Cperator will be avalable i 2l Namespaces, An Application s 8 group of Kubermetes
® 2 cpecific namespace on the cluster resources. a5 defined by 3 manifest
Oiperatos will be avalable o
Installed Namespace *
argocd -
. 5 AppProject
Update approval * An AppProject s 2 logical grouping of
Argo CD Appications.
& Astomatic
Manual
@& Argo CD
m | Cancel ] ArgoCTis the Schema for the argocds
AP

5 ApplicationSet

An AgphcationSet is 2 group or set of
Applicabion resources

AT Argo CDExport

ArgoCDExportis the Schema for the
argoodexparts APt

4. Gehen Sie zum Operator und klicken Sie auf ArgoCD erstellen.

Projeet: argocd =
Installed Operators ?  Opérator details

ArgoCD
0.30 provided by Ango CD Community

Details  YAML  Subscription Events  Allinstances  Application  ApplicationSet  AppProject

ArgoCDs

No operands found

Operands are declaratrve components used to define the behavior of the

Argo CDExport  ArgoCD

5. So stellen Sie die Argo-CD-Instanz im bereit argocd Geben Sie einen Namen ein,

Erstellen.

und klicken Sie auf
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Create ArgoCD
COﬂ‘flgl-l". via ' Eorm view YAML vew

O Note: Some fields may not be represented in this form view, Please select *YAML view” for full control.

MNaime *

[ argocd-netapn

Labels

z ArgoCD

A"J;-',,,J 1 the S

hema for the argocds AP

6. Um sich bei Argo CD anzumelden, ist der Standardbenutzer admin und das Passwort befindet sich in einer

geheimen Datei mit dem Namen argocd-netapp-cluster.

Project argocd

@ argocd-netapp-cluster
Managed by {ED) argocd-netapp

Detalls WAML

Secret details

M Typa

#gogsi-netapp-chster Opague
Mamespace
B et
Latois it o
P BubSmB LI manageT - argoed-natApE  appkubarmtE oy narmse angocd- ravtsn-chits)
O

Annotations
PAStIoNS o

Created at
D 2 minutes ago

GED sigocd-nataps

Data

actran passwerd

7. Wahlen Sie im Seitenmeni Routen > Standort aus, und klicken Sie auf die URL flr das argocd Routen.
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& = & A Notsecure | mitps)/srgocd-netapp-senver-angocd appa.ocp fepod netapp.com) apgiications 2% 0 ° ( upate

Appletian APPLICATIONS TILES

e Yomowns J e PR B (=

Log out

No applications yet
Create new application to start managing resources in your cluster

CREATE APPLICATION

8. Fugen Sie den lokalen OpenShift-Cluster Gber die CLI zur Argo-CD hinzu.
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####Login to Argo CD####

abhinav3@abhinav-ansible$ argocd-linux-amdé64 login argocd-netapp-server-—

argocd.apps.ocp.flexpod.netapp.com --insecure

Username: admin

Password:

'admin:login' logged in successfully

Context'argocd-netapp-server—-argocd.apps.ocp.flexpod.netapp.com' updated

####List the On-Premises OpenShift cluster####

abhinav3@abhinav-ansible$ argocd-linux-amd64 cluster add

ERRO[0000] Choose a context name from:

CURRENT NAME

CLUSTER SERVER

w default/api-ocp-flexpod-netapp-com:6443/abhinav3

api-ocp-flexpod-netapp-com: 6443

https://api.ocp.flexpod.netapp.com: 6443
default/api-ocpl-flexpod-netapp-com:6443/abhinav3

api-ocpl-flexpod-netapp-com: 6443

https://api.ocpl.flexpod.netapp.com:6443

####Add On-Premises OpenShift cluster###

abhinav3@abhinav-ansible$ argocd-linux-amdé64 cluster add default/api-

ocpl-flexpod-netapp-com:6443/abhinav3

WARNING: This will create a service account “argocd-manager  on the

cluster referenced by context ‘default/api-ocpl-flexpod-netapp-

com:6443/abhinav3” with full cluster level admin privileges. Do you want

to continue [y/N]? y

INFO[0002] ServiceAccount "argocd-manager" already exists in namespace

"kube-system"

INFO[0002] ClusterRole "argocd-manager-role" updated

INFO[0002] ClusterRoleBinding "argocd-manager-role-binding" updated

Cluster 'https://api.ocpl.flexpod.netapp.com:6443' added

9. Klicken Sie in der ArgoCD-Benutzeroberflache AUF DIE NEUE APP, und geben Sie die Details zum App-
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i EDIT AS YAML
GEMERAL

AppLcaTon Marme

pricelist

default

SYNC POLICY

Manual w

AUTO-CREATE NAMESPACE

| | APPLY OUT OF SYNC OMNLY

SOURCE

Repoamony URL

https://github.com/netapp-abhinav/demo/ GITw

main Branches «

pricelists/

10. Geben Sie den OpenShift-Cluster ein, in dem die App zusammen mit dem Namespace bereitgestellt wird.

DESTINATION
hitps./apiocp) fexpod nelapp.com:6443

pricelist

11. Klicken SIE ZUM Bereitstellen der App auf dem lokalen OpenShift-Cluster auf ,SYNC*.
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¢ pricelist *
I ———
-
o ) »
1 " 3
1
limt
i bef ma 1 L ¥
elist

12. Wechseln Sie in der Konsole der OpenShift Container Platform zur Project Pricliste, und Uberprtfen Sie
unter Storage den Namen und die Grof3e des PVC.

Create PersstentVolum

Name | Status Persistent\Vioksmes Capacity Used StorageClazs

@ orcasstarp @ Bound @D ore-2emas0 2018 [sC]

PersstentVohumeClams

13. Melden Sie sich bei System Manager an und Uberprtifen Sie die PVC.

DASHBOARD Volumes
STORAGE + Add T More trident_pvc_G4efS1a3 X *
i HamE Storage VM Status Capacity 10PS Latency
v trident_pwc_6defS1a3_ifd fra_SVM @ oniine I-__ 55 used 0553 G punilainie R 0 o
stency Groups . 1363125

14. Wahlen Sie nach dem Ausfiihren der Pods im Seitenmenl Netzwerk > Routen aus, und klicken Sie unter
Speicherort auf die URL.
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Project pricelist -

Routes
Y Fiter = Name - Search by name
Hame 1 Status Location Service
@D priceist-route @ Acceptad httprfpricelst-revte- O pricshst

priceistapps ocpl flexpod netapp com o

15. Die Homepage der Preisliste wird angezeigt.

» O A Netweure | pricelst-route-pricelstapps.oco ! Nexpod netipp.com
PHP Pricelist

bibendum ultnices sem

risus. Peflentesque fermentum fermentum egesias. Aenean aliguet in turpls &t tincidunt. Nunc vehicula, el el gravica

8 2m o JUURERRY + croverece |

Lormm Ipeurm color S5 amet. consectemur adipiscing el Fusce eu et VVerra, consequat dul eget. MOncus fisl MASCANAs POSUSTE 3 &M a QIQNISSET. ASGUAM MaKimus metus
Impeddiel. Impesdies eral Quis. CLrsus nuBa Mawrts nisd tororn, ulinces vel condimentum tempord Taciins s&d nith. Vestibulum omare el diam Nults faciksl Mauns seg
Soelermgue ol Vivamus Cursus IaCos nec aucion Iorse] Nam nisd ipsum . condimeniurm St amel 0sam vitae omans consactatur eral. Nunc &x mibh, 10DOMS Guis 18dus qus

Fusce sodales, aim 3 CONSEQUAT GCILM. MSUS MAassa Conviaiks Bcus, &C GICM Maurs &ral &0 ante. In UENCEs. augue of COMVMS CUrsis. 10Mof 180 SCRBMSqUE vell. & molks
[P N vl felis. ENaTm O0lor G, REndient nec negue vel, molls madimis ipsum Cras convailis mauns Ulamcorper nisl Sagitls omare Suspendsse Si amet suscipit
MagNa SUSCIDA Mauns, Sed Diandal fels arcy
i amet ot Aenean ac vehicula massa Vestibulum moncus lacus diam, guis Moncus nibh sagittis o). Mo non nioh condimentum, uliricies nisi vitas, feuglat odio, Fusce
vestiulom forpls velt, non pulanar 0okor lacinis @ in in sodales nulta. Suspendisse ac loror eral. Curabdur a UM in justo scelersque vehicula molis eusmod sem

16. Erstellen Sie ein paar Datensatze auf der Webseite.

& & C A Notsewre | pricefist-route-pricefist.apps.ocp 1.fiexpod netapp.com/read.php

Read Record

(] Name Description Price Category Action
| Sneaker Shoe $150.00 Fashion
O Monior Utra HD $250.00 Electronics

+ Create Record

17. Die App wird im Astra Control Center entdeckt. Um die App zu verwalten, gehen Sie zu Anwendungen >
entdeckt, wahlen Sie die App Preisliste aus, und klicken Sie unter Aktionen auf Anwendungen verwalten.

* Managed Q Discoversd @) @ ignored

@ Applications
Actions + Define @ Allclusters = = pricelist x
Manage applica
Ignore application/'s
[+ Name State Cluster Group Discovered 4
B8 +  pricest | Haalthy £ onprem-ocp-ymware = pricelist 2022/06/14 1231 UTC

C 1ol enries

Actions
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18. Klicken Sie auf die Preisliste-App und wahlen Sie Datenschutz aus. Zu diesem Zeitpunkt sollten keine

Snapshots oder Backups vorhanden sein

Snapshot zu erstellen.

. Klicken Sie auf Snapshot erstellen, um einen On-Demand-

@ pricelist

W confgure prolection policy

State

A APPLICATION STATUS

=1 Heaithy
jumy mafrmdhatemrkshapadrie sl dete
RN SR R L MBS L g S8 e T LA

Ovanr i Data protection Storsge [ m—— -

g
[Spe——

S Acthity

On - Schediule [ On-Cemtd ]

@

You don't have any shapshots

=y

o OAPPLICATION FPROTICTION STATUS

£ Unprotected

Fo PR

£ Soapshots

Croated T

B sackups

Actions

®

Das NetApp Astra Control Center unterstiitzt sowohl On-Demand als auch geplante
Snapshots und Backups.

19. Nachdem der Snapshot erstellt wurde und der Status sich in einem ordnungsgemalfien Zustand befindet,
erstellen Sie mithilfe dieses Snapshots eine Remote-Sicherung. Dieses Backup wird im S3-Bucket

gespeichert.

@) pricelist

quayioliedhatworkihopi/prcelntilateit
cesiiedhat.com/ it nysgl- SE- thelllstest

Dverview Data protection Storage
Actions = @ Configure protection policy
Name

pricelist-snapshot- 20220614123756

A= APPLICATION STATUS

< Healthy

Resources

Ditalshed

Execution hooks

Srate

Healthy

e Groug
- prlcelist

Activity

On-Schedule / On-Demand

& On-Demand

%4 Actions =

9 APPLICATION PROTECTION STATUS

(1) Partially protected

) onprem-ocpwtnaie

B3 snapshots

Created v

2022/06/14 1238 UTC

Bachup

8 sackups

Actions

b

Restore application

Delete snapshot

20. Wahlen Sie den AWS S3-Bucket aus und initiieren Sie den Backup-Vorgang.
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B3 Back up namespace application SR, R/ O e x

BACKUP DETAILS
B oveErRviEw

Application badkugs
Axt a7 £

BACKUP DESTINATION

wec-aws bucket - AWE 53 bucket for ACC | Sesteise g -

i m
G
e A

21. Der Backup-Vorgang sollte einen Ordner mit mehreren Objekten im AWS S3-Bucket erstellen.

Amazan 53 Buckets acc-aws-buckat 04330cch-F130-deef-852-755F56aa 3a 31/

04330ccb-f13e-4eef-8f52-755f56aa3a3f/ Rl il

Object Properties

Objects (5

d i Amaren 53 Vou can ude Amazon 53 inventory [2 1o get s Ust of sl objects @ your Buthet Foe others 10 stess your objects you'll seed 1o eeplicily grest thesr

». Learn more [

| c , Actions ¥ || Create folder

Q 1 @
MName Y Type - Last modified v Size Storage clags -
O config - Jure 14, 2022, 05:39:19 (UTC-07.00) 15508 Standard
O data/ Folder
0 ind Folder
[ keys/ Falder
03 snapshors/ Folder

22. Nach Abschluss des Remote Backups simulieren Sie eine Katastrophe im lokalen Datacenter, indem Sie
die Storage Virtual Machine (SVM) stoppen, die das zugrunde liegende Volume flr das PV hostet.

= n ONTAP System Manager Search actions, objects, and pages

Storage VMs

DASHBOARD

STORAGE + Add Infra X
Overview Name State Subtype Configured Protocols IPspace
Volumes

infra_svh stopped default Default

LUNs

G ency Groups
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23. Aktualisieren Sie die Website, um den Ausfall zu bestatigen. Die Webseite ist nicht verfugbar.

< C A Notsecure |

S04 Gateway Time-out

The server didn't respond 1n time.

pricelist-route-pricelist.apps.ocp1.flexpod.netapp.com/read.php

Wie erwartet, ist die Website ausgefallen, so lassen Sie uns schnell die App vom Remote-Backup
wiederherstellen, indem Sie Astra auf den OpenShift-Cluster in AWS ausflihren.

24. Klicken Sie im Astra Control Center auf die Preisliste und wahlen Sie Datensicherheit > Backups. Wahlen
Sie das Backup aus, und klicken Sie unter Aktion auf Anwendung wiederherstellen.

(@) pricelist
= APFLICATION STATUS
<) Healthy
hinagge Frotection schedule o
quayiofredhatworkshope pricelktlatest Dirabded - piceli
Feglstry sccesindhat com/thacl fmiuil- 56 chell dateat
Crvarviow Data protection Storage Resources Execution hooks Activity
Actions = @ Configurs protection policy
MNamae State On-Schedule / On- Demand
pricelist-backup- 202 20614123837 =1 Haalthy @ tn-Demand

5 Actions s

0 APPLICATION PROTECTION STATUS

7) Partially protected

Rt
0 QOPIE-OCp-VITkATE

) snapshots B Backups
PP
Buckot Created t Actions

acc-aws-bucket 202206714 1238 UTC @

Rstoire application

Delete backup

25. Wahlen Sie ocp-aws Als Ziel-Cluster und geben Sie dem Namespace einen Namen. Klicken Sie auf das
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':) Restore namespace application

RESTORE DETAILS
£ ocpraws

RESTORE 5OURCE

Application backup

®  pricelist-backup- 0220614123837

STEF 1/2: DETAILS
—

pricelist-aws

State n-SchedulesGn-Demand

=) Healthy ) On-Demand

Cancel

B2 snapshots

Created T

20220614 1238 UTE

RESTORING
AFFLICATIONS

apphicaton

B Backups

W Namespace spplation
prcetst

[0 samespece
pricatist

[ =
arprem-Sop-vr—ste

26. Eine neue App mit dem Namen pricelist-app Wird auf dem OpenShift-Cluster in AWS beschrieben.

@ Applications
Actions ~ + Define @ Allclusters = pricelist I x % Managed (O Discovered € @ ignored
c
Mame State Protection Cluster Group Diwcoversd 4 Actions
pricelist-aws [ SR Ofing P, Unprotected W pricelist-avws o 514 12:42 UTC
pricelist () Healthy 1 i‘_a_l_:_._:_l_'._I:_rp_!L_L:_;Eu_ 0 ONEIEm-DCP-VITWare = pricelist D22/06/14 12:31 UTC
27. Uberpriifen Sie das gleiche in der OpenShift Webkonsole.

Projects
Mame w  pricelst m
Name  pricelet X Clear all filers
Name 1 Display name Status Requester Memory CPU Created
@ prcelst-aw © Active Mo requester @ Justnow [

28. Nach allen Stativen unter dem pricelist-aws Projekt lauft, gehen Sie zu Routen und klicken Sie auf die

URL, um die Webseite zu starten.
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&« C A Notsecure | pricelist-route-pricelist-sws.appsocpawsflexpodnetapp.com/read. phip

Read Record

n + Create Record
Name Description Price Category Action
Sneaker Shoe $150.00 Fashion
Monitor Uitra HO 5250.00 Ekectronics

Dieser Prozess bestatigt, dass die Anwendung der Preisliste erfolgreich wiederhergestellt wurde und dass die
Datenintegritat auf dem OpenShift-Cluster, das nahtlos auf AWS ausgefiihrt wird, mit Hilfe des Astra Control
Center sichergestellt ist.

Datensicherung mit Snapshot Kopien und Applikationsmobilitat fiir DevTest

Dieser Anwendungsfall besteht aus zwei Teilen, wie in den folgenden Abschnitten beschrieben.

Teil 1

Mit Astra Control Center kdnnen Sie applikationsgerechte Snapshots fiir die lokale Datensicherung erstellen.
Wenn Sie Ihre Daten versehentlich 16schen oder beschadigt haben, kénnen Sie lhre Anwendungen und
zugehorigen Daten mithilfe eines zuvor aufgenommenen Snapshots in einen bekannten fehlerfreien Zustand
zurlcksetzen.

In diesem Szenario implementiert ein Entwicklungs- und Testteam (DevTest) eine Beispielanwendung mit
Stateful (Blog-Site), die eine Ghost Blog-Anwendung ist, einige Inhalte hinzufiigt und die App auf die neueste
verfiigbare Version aktualisiert. Die Ghost-Anwendung verwendet SQLite fir die Datenbank. Vor dem Upgrade
der Applikation wird ein Snapshot (On-Demand) mit Astra Control Center zur Datensicherung erstellt. Die
detaillierten Schritte lauten wie folgt:

1. Stellen Sie die Beispiel-Blogging-App bereit und synchronisieren Sie sie von ArgoCD.

Applications

o i 5 =

T FLTERS
| FAVORITES ONLY
Q} myblog *
Project default
- Labels
Status W Health Synced
| Unknown 0 P i
] Repository https://github com/netapp-abhinav/demo
[] & synced 2 Target Revisi AR
= Path ghost/
|_| ouloOfSyne 0 :

Destinalion default/api-ocp-flexpod-netapp-com: 6343 /abhinav3

Namespace blog

- D €D €5

2. Melden Sie sich beim ersten OpenShift-Cluster an, gehen Sie zu Projekt, und geben Sie in der Suchleiste
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den Blog ein.

Projects

Mums 1 Eaapliry rarme Stabun Recqueiter Mgimaony e 1] Created

Name 1 Status Lecaton Service

4. Die Blog-Startseite wird angezeigt. Fliigen Sie einige Inhalte zur Blog-Site hinzu und veréffentlichen Sie sie.
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5. Gehen Sie zum Astra Control Center. Managen Sie zuerst die Applikation tber die Registerkarte ,entdeckt*
und erstellen Sie dann eine Snapshot Kopie.

- | o
= ssva i

&b Applications

Sie konnen auch Ihre Applikationen schiitzen, indem Sie Snapshots, Backups oder beides
nach einem definierten Zeitplan erstellen. Weitere Informationen finden Sie unter "Sichern
von Applikationen durch Snapshots und Backups".

6. Nachdem der On-Demand-Snapshot erfolgreich erstellt wurde, aktualisieren Sie die App auf die neueste
Version. Die aktuelle Bildversion ist ghost: 3.6-alpine Und die Zielversion lautet ghost:latest. Um

die App zu aktualisieren, nehmen Sie die Anderungen direkt am Git-Repository vor und synchronisieren
Sie sie auf Argo-CD.
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CHlar- .
*-'—.'h.i
e alate- Rl - ol
| | "'l |"'I ¥
o’ - -l

orts:
reartainarDAarts 9340
- IILa il Ko - & =oe

7. Sie kénnen sehen, dass das direkte Upgrade auf die neueste Version nicht unterstitzt wird, weil die Blog-

Site herunter ist und die gesamte Anwendung beschadigt wird.

@ Mmyblog-5f899f7b76-zv7Tq © crasticcpsackor

=| 3GmINFO~| 39m Creating
=[ 3GmINFO=] 259m Datal
“[ 36mINFO~[ 35m Running m

» written to:

ations.

86-11
86-11

SvarSlib/ghost/content/ stra.ghost

86-11 [ 3GmINFO+~[ 39= Rolling back: Unsble to run migrations.

iimitnable to run migrations=[3%m
37m"You must be on the latest

33m~RAun “ghost update v3i' to get

ID: [

it ting down
hut down
iz now offline

Sm Ghost was a few =

running for

8. Aktualisieren Sie die URL, um die Nichtverfligbarkeit der Blog-Site zu bestatigen.

o6

11-12-54-95.json
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<« => C A Mot secure | myblog-route-blog.apps.ocp.flexpod.netapp.com

Application is not available

The application is currently not serving requests al this endpoint. It may not have been startad or is still starting

@) Fossible reasons you are seeing this page:

s The host doesn’® exist Make sure ha FoRnams WhS IySed cofrectly Snd NI & Fouts MEehing this Rostnbme Exals

« The howt existy, but doesn’t have 3 matching path. Craci if the USL path wal typad sormeclly Bnd tha! the souls WBS CHEFIRS ing the delind path

=+ Route and path matches, but il pods are down, Make sure thas he esources expesed by this reum (pods, sendces. depioyment conlige, #i0) have a1 least one god mnning

9. Die Anwendung aus dem Snapshot wiederherstellen.

10. Die App wird auf demselben OpenShift-Cluster wiederhergestellt.
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Biviaapes
P e

gt deteae
Chvot v Data protection Storage
Actisns = ©  Confiquis peegtian policy
Faame

blog-snapeshot- 203 F0611135244

Revournc o

Execution hooks

Statu

<3 bdmalthy

- kg

Activity

On-Schesdule / On- Cemand

@ o Bwmand

0 APPLICATION FROTECTION STATUS

(00 martsally proascted
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J0ITAAN T
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Actions

Mackiigs

Bas e apgslwation

Diwhete wnapshat




") Restore namespace application STEPTISUMMARY x
REVIEW RESTORE INFORMATION
All existing resources associated with this namespace application will be deleted and replaced with the source snapshot "blog-snapshot-202206111252447 taken on
& 2022706/11 12:52 UTC, Persstent volumes will be deleted and recreated. External rezources with dependencies on this namespace application might be impacted
We recommend taking a snapshot or a backup of your namespace application before proceeding.
[T] SNAPSHOT &) RESTORE
blog snagshot- 202 2061125744 blog
ORIGINAL GROUP 61 DESTINATION GROUP
- blag -y
ORIGINAL CLUSTLR Yl DESTINATION CLUSTER
g em-ocp-Bim onprem-ao-bim
Q% RESOURCE LABELS é’o RESOURCE LABELS
Chasier Roles Clusier Holes
kubernetesio/bootstrapping: rhac-defaults. 1 kuberneteslo/bootstrapping: rbac-defaults =1
Chaster Role Bindinae = Cluster Robe Hincings =
Are you sure you want to restore the namespace application "blog”™?
Type restore below to confirm
Coaflim {0 recto s
restore
11. Die App-Wiederherstellung wird sofort gestartet.
& Applications
Actions * + Define 0 Al clusters ~ = blod x W Managed Q1 Discovered o @ Ignared
L Exf 11 ol 1 antne
Name State Protection Cluster Group Descovered & Actions
blog L Restonng 5 onprem-ocp-bm = blog 2022/06/11 12:34 UTC
12. In wenigen Minuten wird die App vom verfligbaren Snapshot erfolgreich wiederhergestellt.
© Applications
Actions * + Define @ Al clusters v = bilog E % Managed (O Discovered i) @ Ignored
& 4-10f1entnes
Name State Protection Cluster Group Discovered & Actions
blag = Healthy £ onprem-ocp-bm ™ biog 2022/06/11 12:34 UTC i

13. Um zu sehen, ob die Webseite verfiigbar ist, aktualisieren Sie die URL.
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Astra Control

Mithilfe des Astra Control Center kann ein DevTest-Team mithilfe des Snapshots eine Blog-Site-App und die
damit verbundenen Daten erfolgreich wiederherstellen.

Teil 2

Mit Astra Control Center kdnnen Sie eine ganze Applikation zusammen mit den zugehdrigen Daten von einem
Kubernetes Cluster zu einem anderen verschieben, unabhangig davon, wo sich die Cluster befinden (lokal
oder in der Cloud).

1. Das DevTest-Team aktualisiert zunachst die App auf die unterstiitzte Version (ghost-4.6-alpine) Vor
dem Upgrade auf die endgliltige Version (ghost-latest) Um die Produktion bereit zu machen.
Anschlief3end wird ein Upgrade der App veroffentlicht, die in den OpenShift-Cluster in der Produktion
geklont wird, der auf einem anderen FlexPod-System ausgefihrt wird.

2. An diesem Punkt wird die Applikation auf die neueste Version aktualisiert und kann im Produktions-Cluster
geklont werden.
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> Pod details

@ Mmyblog-55ffdofeS8-tkbfq o running

Details Metrics YAML Environment Logs Events Terminal

Astra Control

Abhinav Singh

Astra Control is an application-aware data protection and mobility selution that
manages, protects and moves data-rich Kubernetes workloads in both publie
clouds and on-premises. Astra Control enables data protection, disaster recovery,
and migration for your Kubernetes workloads leveraging NetApp's industry-

leading technology for snapshots, backups, replication, and cloning.

Sign up for more like this.

4. Vom Astra Control Center konnen Sie die App auf den anderen OpenShift-Cluster in der Produktion
klonen, der auf VMware vSphere ausgefuhrt wird.
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Clone namespace application

REWVIEW €

HAMELPACT APPLICATION

€0 omGINAL GROUP
-
£ oriG

HAL CLUSTER

P23 SUMMARY

LONE INFORMATION

cLoME

5 DESTIMATION CL

T3 DESTIMATION G

ROUP

Im OpenShift-Cluster in der Produktion wird nun ein neuer Applikationsklon bereitgestellt.

© Applications
Actions + Define [21 All clusters v blog
Name State Protection Cluster
blog-prod WJ Pra £ coprem-ocp
blog I 9 CAPIem-OC[

x * Managed

Q Discovered €) @ Ignored

Group Discovered 4 Actions

W blog-prod

= hiog 2022061 12:34 UT

Draplay name

6. Wahlen Sie im seitlichen Menu die Option Netzwerk > Routen, und klicken Sie auf die URL unter Ort. Es

wird dieselbe Homepage mit dem Inhalt angezeigt.
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Astra Control

Abhinav Singh

Astra Control is an application-aware data protection and mobility solution that
manages, protects and moves data-rich Kubernetes workloads in both public
clouds and on-premises. Astra Control enables data proteetion, disaster recovery,
and migration for vour Kubernetes workloads leveraging NetApp's industry-
leading technolagy for snapshots, backups, replication, and cloning.

Sign up for more like this.

Damit ist die Validierung der Astra Control Center-Lésung abgeschlossen. Unabhangig von der Position des
Kubernetes Clusters kdnnen Sie nun eine gesamte Applikation mit ihren Daten von einem Kubernetes Cluster
zu einem anderen klonen.

"Weiter: Fazit."

Schlussfolgerung

"Friher: Applikations-Recovery mit Remote Backups."

Bei dieser Losung haben wir mit dem NetApp Astra Portfolio einen Sicherungsplan fur
Container-Applikationen implementiert, die auf FlexPod und AWS ausgefuhrt werden. Die
Kernkomponenten dieser Losung bildeten das NetApp Astra Control Center, Astra Trident
und die Cloud Volumes ONTAP, Red hat OpenShift und die FlexPod Infrastruktur.

Wir demonstrierten den Schutz von Applikationen, indem wir Snapshots erfassen, und wir haben komplette
Kopien erstellt, um Applikationen Uber verschiedene K8s Cluster wiederherzustellen, die in Cloud- und lokalen
Umgebungen ausgefihrt werden.

Wir haben auch das Klonen von Anwendungen Uber K8s-Cluster hinweg demonstriert, wodurch Kunden ihre
Apps auf K8s-Cluster ihrer Wahl an den gewlinschten Standorten migrieren kénnen.

FlexPod hat sich standig weiterentwickelt, sodass Kunden ihre Applikationen und Geschaftsprozesse
modernisieren konnen. Mit dieser Losung kénnen Kunden von FlexPod zuversichtlich inren BCDR-Plan fir ihre
Cloud-nativen Applikationen mit der Public Cloud als Standort fir einen transienten oder Vollzeit-DR-Plan
erstellen, wobei die Kosten der Lésung gering gehalten werden.

Mit Astra Control kénnen Sie eine ganze Applikation samt den Daten von einem Kubernetes Cluster auf einen

anderen verschieben, egal wo sich die Cluster befinden. Sie kann zudem die Implementierung, den Betrieb
und die Sicherung lhrer Cloud-nativen Applikationen beschleunigen.
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Fehlerbehebung

Anleitungen zur Fehlerbehebung finden Sie im "Online-Dokumentation”.

Wo

Sie weitere Informationen finden

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr Uber die in diesem Dokument
beschriebenen Informationen zu erfahren:
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FlexPod Startseite
"https://www.flexpod.com"
Cisco Validated Design und Implementierungsleitfaden fur FlexPod

"https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-
guides.html"

FlexPod-Implementierung mit Infrastruktur als Code fir VMware mithilfe von Ansible

"https://lwww.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html#Ansi
bleAutomationWorkflowandSolutionDeployment"

FlexPod-Implementierung mit Infrastruktur als Code fir Red hat OpenShift Bare Metal mit Ansible

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.h
tml"

Cisco UCS Hardware and Software Interoperability Tool
"http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html"
Cisco Intersight — Datenblatt
"https://intersight.com/help/saas/home"

NetApp Astra-Dokumentation
"https://docs.netapp.com/us-en/astra-control-center/index.html"
NetApp Astra Control Center
"https://docs.netapp.com/us-en/astra-control-center/index.html|"
NetApp Astra Trident
"https://docs.netapp.com/us-en/trident/index.html|"

NetApp Cloud Manager
"https://docs.netapp.com/us-en/occm/concept_overview.html"
NetApp Cloud Volumes ONTAP

"https://docs.netapp.com/us-en/occm/task_getting_started_aws.html"


https://docs.netapp.com/us-en/astra-control-center/support/troubleshooting-acc.html
https://www.flexpod.com
https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-guides.html
https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-guides.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.html
https://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
https://intersight.com/help/saas/home
https://docs.netapp.com/us-en/astra-control-center/index.html
https://docs.netapp.com/us-en/astra-control-center/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/occm/concept_overview.html
https://docs.netapp.com/us-en/occm/task_getting_started_aws.html

* Red hat OpenShift
"https://www.openshift.com/"
* NetApp Interoperabilitats-Matrix-Tool

"http://support.netapp.com/matrix/"

Versionsverlauf

Version Datum Versionsverlauf des Dokuments

Version 1.0 Juli 2022 Freigabe fur ACC 22.04.0.

NetApp Cloud Insights fur FlexPod

TR-4868: NetApp Cloud Insights fiur FlexPod

Alan Cowles, NetApp

e
CISCO

Die in diesem technischen Bericht detaillierte Losung ist die Konfiguration des NetApp
Cloud Insights Service zur Uberwachung des NetApp AFF A800 Storage-Systems mit
NetApp ONTAP, das als Teil einer FlexPod Datacenter-Losung implementiert wird.

In Zusammenarbeit mit:

Mehrwert fiir den Kunden

Die hier vorgestellte Losung bietet Kunden, die an einer umfassenden Monitoring-Lésung fur ihre Hybrid
Cloud-Umgebungen interessiert sind und in der ONTAP als primares Storage-System implementiert wird. Dies
umfasst FlexPod Umgebungen, die AFF und FAS Storage-Systeme von NetApp nutzen.

Anwendungsfalle
Diese Losung trifft auf folgende Anwendungsfalle zu:

* Unternehmen, die verschiedene Ressourcen und Auslastung in ihrem ONTAP Storage-System
Uberwachen mochten, werden als Teil einer FlexPod Lésung implementiert.

» Unternehmen, die Probleme beheben und die Bearbeitungszeit fir Vorfalle verkiirzen mochten, die in ihrer
FlexPod Lésung auf ihnren AFF- oder FAS-Systemen auftreten.

* Unternehmen, die an Kostenoptimierungen interessiert sind, darunter individuelle Dashboards, die
detaillierte Informationen zu verschwendeten Ressourcen bereitstellen und in denen sich
Kosteneinsparungen in ihrer FlexPod-Umgebung — einschlielRlich ONTAP — realisieren lassen.

Zielgruppe

Die Zielgruppe fur die Losung umfasst die folgenden Gruppen:
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« IT-FlUhrungskrafte und diejenigen, die mit Kostenoptimierung und Business Continuity zu tun haben.
» Loésungsarchitekten, die fir Datacenter- oder Hybrid-Cloud-Design und -Management interessieren

 Technical Support Engineers, die fir die Fehlersuche und die Problembehebung verantwortlich sind.

Sie kénnen Cloud Insights so konfigurieren, dass mehrere nitzliche Datentypen zur Unterstlitzung von
Planung, Fehlerbehebung, Wartung und Sicherstellung der Business Continuity verwendet werden kénnen.
Durch die Uberwachung der FlexPod Datacenter-Lésung mit Cloud Insights und die Darstellung der
aggregierten Daten in leicht verdaubaren angepassten Dashboards. Es ist nicht nur moglich, vorherzusagen,
wann Ressourcen in einer Implementierung skaliert werden miissen, um den Anforderungen zu entsprechen,
sondern auch, um spezielle Applikationen oder Storage Volumes zu identifizieren, die innerhalb des Systems
Probleme verursachen. Dadurch wird sichergestellt, dass die zu iberwachende Infrastruktur planbar ist und
die Anforderungen erflllt, sodass ein Unternehmen definierte SLAs einhalten und die Infrastruktur nach Bedarf
skalieren kann. So werden Verschwendung und zuséatzliche Kosten vermieden.

Der Netapp Architektur Sind

In diesem Abschnitt beschaftigen wir uns mit der Architektur einer konvergenten FlexPod
Datacenter Infrastruktur, einschlieBlich eines NetApp AFF A800 Systems, das von Cloud
Insights Uberwacht wird.

Losungstechnologie

Eine FlexPod Datacenter Losung umfasst die folgenden Mindestkomponenten, um eine hochverfigbare, leicht
skalierbare, validierte und unterstutzte konvergente Infrastrukturumgebung bereitzustellen.

« Zwei NetApp ONTAP Storage-Nodes (ein HA-Paar)

» Zwei Cisco Nexus Datacenter Netzwerk-Switches

« Zwei Cisco MDS Fabric Switches (optional fir FC-Implementierungen)

» Zwei Cisco UCS Fabric Interconnects

 Ein Cisco UCS Blade Chassis mit zwei Cisco UCS Blade Servern der B-Serie

Oder
» Zwei Cisco UCS C-Series Rack-Server

Damit Cloud Insights Daten sammeln kann, muss ein Unternehmen eine Erfassungseinheit als virtuelle oder
physische Maschine entweder innerhalb seiner FlexPod-Datacenter-Umgebung oder an einem Ort
bereitstellen, an dem die IT-Abteilung die Komponenten kontaktieren kann, von denen sie Daten erfassen. Sie
kdnnen die Software Acquisition Unit auf einem System installieren, auf dem mehrere unterstitzte Windows-
oder Linux-Betriebssysteme ausgefiihrt werden. In der folgenden Tabelle sind die Lé6sungskomponenten fur
diese Software aufgeflhrt.

Betriebssystem Version

Microsoft Windows 10

Microsoft Windows Server 2012, 2012 R2, 2016, 2019
Red Hat Enterprise Linux 7.2-706

CentOS 72-76
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Betriebssystem Version

Oracle Enterprise Linux 7.5
Debian 9
Ubuntu 18.04 LTS

Architekturdiagramm

Die folgende Abbildung zeigt die Lésungsarchitektur.

Cisco Unified oemRecT
Computing System I L ;
Cisco UCS 6454 Fabric -t
Interconnects, UGS 2408 ;
Fatric Ectenders, UCS & R Wk

Seris Black Seners wim .
UICS VIC 1440 and UCSC- = :

Seres Aack Servers with Bl p—Ad
UICS VIC 1457

=4 Legend

— 25 Gbs coverged——
— 100 or 40-Gbps Bthemnet—
— 32Gbps Fitre Channel —

Cisco Nexus
9336C-FX2

NetApp storage
controllers
AF F-ABOD

Cisco MDS 9132T or
91487 switch

Hardwareanforderungen

In der folgenden Tabelle werden die Hardwarekomponenten aufgeflhrt, die fur die Implementierung der
Lésung erforderlich sind. Je nach den Anforderungen des Kunden kdnnen die tatsachlich in einer konkreten
Implementierung dieser Losung eingesetzten Hardwarekomponenten abweichen.

Trennt Menge
Cisco Nexus 9336C-FX2 2
Cisco UCS 6454 Fabric Interconnect 2
Cisco UCS 5108 Blade-Chassis 1
Cisco UCS 2408 Fabric Extender 2
Cisco UCS B200 M5 Blades 2
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Trennt Menge

NetApp AFF A800 2

Softwareanforderungen

In der folgenden Tabelle werden die Softwarekomponenten aufgefihrt, die fur die Implementierung der Lésung
erforderlich sind. Je nach den Anforderungen des Kunden kdénnen die in einer konkreten Implementierung
dieser Lésung verwendeten Softwarekomponenten abweichen.

Software Version

Cisco Nexus-Firmware 9.3 (5)

Cisco UCS Version 4.1(2a)

NetApp ONTAP-Version 9.7

NetApp Cloud Insights-Version September 2020, Basic
Red Hat Enterprise Linux 7.6

VMware vSphere 6.7U3

Einzelheiten zum Anwendungsfall

Diese Losung trifft auf folgende Anwendungsfalle zu:

* Analyse der Umgebung mit den Daten, die dem digitalen Berater von NetApp Active IQ zur Bewertung der
Risiken von Storage-Systemen bereitgestellt werden, und Empfehlungen zur Storage-Optimierung

* Fehlerbehebung im in einem in einem FlexPod Datacenter implementierten ONTAP Storage-System durch
Uberpriifung der Systemstatistiken in Echtzeit

+ Generierung benutzerdefinierter Dashboards zur einfachen Uberwachung spezifischer Interessenbereiche
fur die in einer konvergenten FlexPod Datacenter Infrastruktur implementierten ONTAP Storage-Systeme

Designuberlegungen

Die FlexPod Datacenter Losung ist eine von Cisco und NetApp entwickelte konvergente
Infrastruktur, die eine dynamische, hochverfigbare und skalierbare Datacenter-
Umgebung fur die Ausfuhrung von Enterprise Workloads bietet. Computing- und
Netzwerkressourcen in der Losung werden von den Produkten Cisco UCS und Nexus
bereitgestellt, und die Storage-Ressourcen werden vom ONTAP Storage-System
bereitgestellt. Das Losungsdesign wird regelmaliig erweitert, wenn aktualisierte
Hardware- oder Software- und Firmware-Versionen verfugbar sind. Diese Details sowie
Best Practices fur Losungsdesign und -Implementierung werden in Dokumenten mit
Cisco Validated Design (CVD) oder NetApp Verified Architecture (NVA) festgehalten und
regelmanig veroffentlicht.

Das aktuelle CVD-Dokument mit Details zum Design der FlexPod Datacenter Losung ist verfligbar "Hier".
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Implementieren Sie Cloud Insights fiir FlexPod
Zum Bereitstellen der Losung mussen Sie die folgenden Aufgaben ausfuhren:

1. Melden Sie sich fiir den Cloud Insights Service an

2. Erstellen Sie eine virtuelle VMware-Maschine (VM), die als Erfassungseinheit konfiguriert werden soll
3. Installieren Sie den Red hat Enterprise Linux-Host (RHEL)

4. Erstellen Sie im Cloud Insights-Portal eine Erfassungseinheit, und installieren Sie die Software

5

. Flgen Sie das Uberwachte Storage-System vom FlexPod Datacenter zu Cloud Insights hinzu.
Melden Sie sich fiir den NetApp Cloud Insights Service an
So melden Sie sich fir den NetApp Cloud Insights Service an:

1. Gehen Sie zu "https://cloud.netapp.com/cloud-insights”

2. Klicken Sie auf die Schaltflache in der Mitte des Bildschirms, um die 14-Tage-Testversion zu starten. Oder
melden Sie sich Uber den Link oben rechts an, um sich bei einem bestehenden NetApp Cloud Central
Konto anzumelden.

Erstellen Sie eine virtuelle VMware-Maschine, die als Erfassungseinheit konfiguriert werden soll
Gehen Sie wie folgt vor, um eine VMware VM zu erstellen, die als Erfassungseinheit konfiguriert werden soll:

1. Starten Sie einen Webbrowser, und melden Sie sich bei VMware vSphere an, und wahlen Sie den Cluster
aus, der eine VM hosten soll.

2. Klicken Sie mit der rechten Maustaste auf diesen Cluster, und wahlen Sie im Menu die Option Create A
Virtual Machine aus.

Tl Add Hosts_..

1 New Virtual Machine...

¥ New Resource Pool..

1# Deploy OVF Template...

EE New vApp...
Storage L
Host Profiles .
Edit Default WM Compatibility...

G+ Assign License...

Settings

3. Klicken Sie im Assistenten fir neue virtuelle Maschinen auf Weiter.
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174

. Geben Sie den Namen der VM an, und wahlen Sie das Datacenter aus, in das sie installiert werden soll,

und klicken Sie dann auf Weiter.

. Wahlen Sie auf der folgenden Seite das Cluster, die Nodes oder die Ressourcengruppe aus, fir die Sie die

VM installieren mochten, und klicken Sie dann auf Weiter.

. Wahlen Sie den gemeinsam genutzten Datenspeicher aus, der lhre VMs hostet, und klicken Sie auf Weiter.

. Vergewissern Sie sich, dass der Kompatibilitditsmodus fur die VM auf festgelegtist ESXi 6.7 or later

Und klicken Sie auf Weiter.

. Wahlen Sie Guest OS Family Linux, Guest OS Version: Red hat Enterprise Linux 7 (64-Bit).

Select a guest 05
Choose the guest OS5 that will be installed on the virtual machine

Identifying the guest operating system here allows the wizard to provide the appropriate

defaults for the operating system installation.

Guest OS Family: [ inux

Guest OS Version: | Red Hat Enterprise Linux 7 (64-bit) [v|

Compatibility: ESXi 6.7 and later (WM version 14)

CANCEL BACK NEXT

Die nachste Seite ermdglicht die Anpassung der Hardwareressourcen auf der VM. Fir die Cloud Insights-
Erfassungseinheit sind die folgenden Ressourcen erforderlich: Klicken Sie nach Auswahl der Ressourcen
auf Weiter:

a. Zwei CPUs



b. 8 GB RAM
c. 100 GB Festplattenspeicher

d. Ein Netzwerk, das Uber eine SSL-Verbindung am Port 443 Ressourcen im FlexPod-Datacenter und
dem Cloud Insights-Server erreichen kann.

e. Ein ISO-Image der ausgewahlten Linux-Distribution (Red hat Enterprise Linux) zum Booten von.

Customize hardware
Configure the virtual machine hardware

Virtual Hardware VM Options

’ ADD MEW DEVICE I

cou * 2 5 0 —

Memory * 8 j GB

New Hard disk * 100 GE

New S5CS5/[ controller * VMware Paravirtual

New Network * WM Network [¥] Connect.. [

New CD/DVD Drive * Connect..
Datastore ISO File

Video card * Specify custom settings =

VMCI device Device on the virtual machine PCI bus that

provides support for the virtual machine

communication interface i

Compatibility: ESXi 6.7 and later (WM version 14)

CANCEL BACK NEXT

10. Uberpriifen Sie zum Erstellen der VM auf der Seite bereit zum Abschlielen die Einstellungen, und klicken
Sie auf Fertig stellen.

Installieren Sie Red Hat Enterprise Linux

So installieren Sie Red hat Enterprise Linux:

1. Schalten Sie die VM ein, klicken Sie auf das Fenster, um die virtuelle Konsole zu starten, und wahlen Sie
dann die Option zum Installieren von Red hat Enterprise Linux 7.6 aus.
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Red Hat Enterprise Linux 7.6

Install Red Hat Enterprise Linux 7.6
Test this media & install Red Hat Enterprise Linux 7.6

Troubleshoot ing

2. Wabhlen Sie die gewlinschte Sprache aus, und klicken Sie auf Weiter.

Die nachste Seite ist die Zusammenfassung der Installation. Die Standardeinstellungen sollten fiir die
meisten dieser Optionen akzeptabel sein.

3. Sie mussen das Storage-Layout anpassen, indem Sie die folgenden Optionen durchfihren:

a. Um die Partitionierung fiir den Server anzupassen, klicken Sie auf Installationsziel.

b. Bestatigen Sie, dass die VMware Virtual Disk mit 100 gib mit einem schwarzen Hakchen ausgewahlt
ist, und aktivieren Sie das Optionsfeld | will Configure Partitioning.
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Device Selection
Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's
"Begin Installation" button.
Local Standard Disks

100 GiB

VMware Virtual disk

sda / 100 GiB free
Disks left unselected here will not be touched.

Specialized & Network Disks
| @
Add a disk...

Disks left unselected here will not be touched.

Other Storage Options
Partitioning
() Automatically configure partitioning.  (®) | will configure partitioning.

| would like to make additional space available

Full disk summary and boot loader... 1 disk selected; 100 GiB capacity; 100 GiB free Refresh...

c. Klicken Sie Auf Fertig.

Es wird ein neues Menu angezeigt, in dem Sie die Partitionstabelle anpassen kénnen. Jeweils 25 GB
widmen /opt/netapp Und /var/log/netapp. Sie konnen dem System den Rest des Storage

automatisch zuweisen.
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MANUAL PARTITIONING RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

-

. New Red Hat Enterprise Linux 7.6 rhel-opt_netapp
Installation
Mount Point: Device(s):
lopt/neta
/varllog/netapp 25 GiB Desired Capacny:
rhel-var_log_netapp 25 GiB
t .
;IZC;O 1024 MiB Device Type: Volume Group
/ 40 GiB LVM - . Encrypt rhel 4096 KiB free) = -
rhel-root 2
File System: Modify
swap 8064 MiB " _ -
rhel-swap = Y | [+ Ref
Label: Name:
opt_neta
+ _ o p PP
AVAILABLE SPACE TOTAL SPACE
1140.97 MiB | 100 GiB
1 storage device selected Reset All

a. Um zur Installationstbersicht zurlickzukehren, klicken Sie auf ,Fertig"“.
4. Klicken Sie auf Netzwerk und Hostname.
a. Geben Sie einen Hostnamen flir den Server ein.

b. Schalten Sie den Netzwerkadapter ein, indem Sie auf die Schieberegler-Schaltflache klicken. Wenn
DHCP (Dynamic Host Configuration Protocol) in lnrem Netzwerk konfiguriert ist, erhalten Sie eine IP-
Adresse. Falls nicht, klicken Sie auf Konfigurieren, und weisen Sie eine Adresse manuell zu.
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NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

=

P Ethernet (ens192)

" VMware VMXNET3 Ethemet Controlier j | Ethernet (ens192)
/__/_‘_-—-, Connected

=
Hardware Address 00:50:56:AD:13:69
Speed 10000 Mb/s
IP Address 10.63.172.12
Subnet Mask 255.255.255.0
Default Route 10.63.172.1

DNS 10.61.184.251 10.61.184.252

Configure...

Host name: Netapp~AUi Apply Current host name: localhost

c. . Klicken Sie auf ,Fertig“, um zur Installationsiibersicht zurtickzukehren.

5. Klicken Sie auf der Seite Installationstbersicht auf Installation starten.

6. Auf der Seite Installationsfortschritt kdnnen Sie das Root-Passwort festlegen oder ein lokales
Benutzerkonto erstellen. Klicken Sie nach Abschluss der Installation auf Neu starten, um den Server neu

zu starten.
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CONFIGURATION RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

4 redhat

B us Helpl!

e &

Complete!

Red Hat Enterprise Linux is now successfully installed and ready for you to use!
Go ahead and reboot to start using it!

Reboot

7. Melden Sie sich nach dem Neustart des Systems bei lhrem Server an, und registrieren Sie ihn bei Red hat
Subscription Manager.

[root@Netapp-AU ~]# subscription-manager register
Registering to: subs ption.rhsm.redhat.com:443/subscription
Username: alan.co sgnetapp.com
Password:
system has been registered with ID: ad7f2e7
gistered system name is: Netapp-AU
Netapp-AU ~]#

n-manager attach --poo
ption for: Red Hat Enterpr , ck ,» NFR, Partner Only

Erstellen Sie im Cloud Insights-Portal eine Erfassungseinheit, und installieren Sie die Software

Gehen Sie wie folgt vor, um eine Erfassungseinheit im Cloud Insights-Portal zu erstellen und die Software zu
installieren:
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1. Bewegen Sie auf der Startseite von Cloud Insights den Mauszeiger Uber den Eintrag Admin im Hauptmeni
links und wahlen Sie im Meni Datensammler aus.

{&} ADMIN Subscription

User Management
CLOUD SECURE

Data Collectors
© HELP Notifications

Audit

APl Access

2. Klicken Sie in der oberen Mitte der Seite Data Collectors auf den Link fir Acquisition Units.

Data Collectors [UF) Acquisition Units

3. Um eine neue Akquisitionseinheit zu erstellen, klicken Sie auf die Schaltflache auf der rechten Seite.

4. Wahlen Sie das Betriebssystem aus, das Sie zum Hosten lhrer Erfassungseinheit verwenden mdéchten,
und befolgen Sie die Schritte, um das Installationsskript von der Webseite zu kopieren.

In diesem Beispiel handelt es sich um einen Linux-Server, der ein Snippet und ein Token zum Einflgen in
die CLI auf unserem Host bereitstellt. Auf der Webseite wird darauf gewartet, dass die Erfassungseinheit
eine Verbindung herstellt.
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Install Acquisition Unit
Cloud Insights collects device data via one or more Acquisition Units installed on local servers. Each Acquisition Unit can host multiple Data
Collectors, which send device metrics to Cloud Insights for analysis.

What Operating System or Platform Are You Using?

i) Linux v Linux Versions Supported @  Production Best Practices €@

Installation Instructions Need Help?

o Copy Installer Snippet
This snippet has a unique key valid for 24 hours for this Acquisition Unit only.

[=] Reveal Installer Snippet

o Paste the snippet into a bash shell to run the installer.

e Please ensure you have copied and pasted the snippetinto the bash shell.

5. Flgen Sie das Snippet in die CLI des bereitgestellten Red hat Enterprise Linux-Rechners ein, und klicken
Sie auf Enter.

)-abef-

h && cu r1

) ) / tstrap
PRO H_SCHEME=$proxy_auth_
LLER_URL=%$domainU

Das Installationsprogramm Iadt ein komprimiertes Paket herunter und beginnt mit der Installation. Nach
Abschluss der Installation erhalten Sie eine Nachricht, die besagt, dass die Erwerbseinheit bei NetApp
Cloud Insights registriert wurde.
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netapp/cloudinsights

To control the C

cquisition Unit Star
o C1

[root@Netapp-AU ~]

Fiigen Sie das liberwachte Storage-System vom FlexPod Datacenter zu Cloud Insights hinzu
Um das ONTAP Storage-System aus einer FlexPod Implementierung hinzuzufliigen, gehen Sie wie folgt vor:

1. Kehren Sie zur Seite ,Acquisition Units" im Cloud Insights-Portal zurtick und suchen Sie die neu registrierte
Einheit. Um eine Zusammenfassung des Gerats anzuzeigen, klicken Sie auf das Gerét.

NetApp-AU Restart ¥
Summary
Name P Status Last Reported Note
NetApp-AU 10.1.156.115 OK 9 minutes ago

2. Um einen Assistenten zum Hinzufligen des Speichersystems zu starten, klicken Sie auf der Seite
Zusammenfassung auf die Schaltflache zum Erstellen eines Datensammlers. Auf der ersten Seite werden
alle Systeme angezeigt, aus denen Daten erfasst werden kénnen. Verwenden Sie die Suchleiste, um nach

ONTAP zu suchen.
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NetApp PCS Sa... [/ Admin / Data Collectors / Add Data Collector

Choose a Data Collector to Monitor

V' Ontap ®
Il NetApp I NetApp I NetApp I NetApp
Cloud Volumes ONTAP Data ONTAP7-Mode ~ ONTAP Data Management ONTAP Select

Software

3. Wahlen Sie ONTAP Datenmanagement-Software.

Es wird eine Seite angezeigt, auf der Sie einen Namen fir die Bereitstellung festlegen und die zu
verwendende Akquisitionseinheit auswahlen kdnnen. Sie kdnnen die Konnektivitatsinformationen und
Anmeldeinformationen flir das ONTAP System angeben und die Verbindung zur Bestatigung testen.

M

Select a Data Collector Configure Data Collector

I NetApp Configure Collector

ONTAP Data Management Software

Add credentials and required settings Need Help?

Y Cenfiguration: Successfully pinged 192.168.156.50.
Cenfiguration: Successfully executed test command on device.

Name € Acquisition Unit

FlexPod Datacenter NetApp-AU -
NetApp Management IP Address User Name

192.168.156.50 admin
Password

Complete Setup Test Connection

Advanced Configuration

4. Klicken Sie Auf Setup Abschliefden.

Das Portal kehrt zur Seite Data Collectors zuriick und der Data Collector beginnt seine erste Umfrage, bei
der Daten aus dem ONTAP Storage-System im FlexPod Datacenter gesammelt werden.

FlexPod Datacenter All stand-by NetApp ONTAP Data NetApp-AU 192.168.156.50 {)polling...
Management Software

Anwendungsfalle

Mit Cloud Insights flr das Monitoring Ihrer FlexPod Datacenter Lésung eingerichtet und
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konfiguriert, kdnnen wir einige der Aufgaben untersuchen, die Sie auf dem Dashboard
durchfuhren kdnnen, um Ihre Umgebung zu bewerten und zu Uberwachen. In diesem
Abschnitt werden funf primare Anwendungsfalle flr Cloud Insights vorgestellt:

 Active 1Q Integration

« Uber Echtzeit-Dashboards entdecken

* Erstellen benutzerdefinierter Dashboards
» Erweiterte Fehlerbehebung

» Storage-Optimierung

Active 1Q Integration

Cloud Insights ist vollstandig in die Active |Q Storage-Monitoring-Plattform integriert. Ein ONTAP System, das
als Teil einer FlexPod Datacenter Losung implementiert wird, wird automatisch so konfiguriert, dass es
Informationen Uber die in die einzelnen Systeme integrierte AutoSupport Funktion an NetApp zuriicksendet.
Diese Berichte werden planmafig oder dynamisch erzeugt, wenn ein Fehler im System erkannt wird. Die Uber
AutoSupport kommunizierten Daten werden aggregiert und in leicht zuganglichen Dashboards unter dem
Active 1Q-Meni in Cloud Insights angezeigt.

Greifen Sie liber das Cloud Insights Dashboard auf Active IQ-Informationen zu

So greifen Sie Uber das Cloud Insights Dashboard auf Active IQ-Informationen zu:

1. Klicken Sie auf die Option Data Collector im Meni Admin auf der linken Seite.

{&} ADMIN Subscription
User Management
CLOUD SECURE
Data Collectors
© HELP Notifications
Audit
APl Access

2. Filtern Sie nach dem bestimmten Data Collector in lhrer Umgebung. In diesem Beispiel wurde der Begriff
FlexPod nach dem Begriff gefiltert.
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NetApp PCS Sa... / Admin / Data Collectors

Data Collectors Acquisition Units

Data Collectors (1) FlexPod ®

0O Name Status Type Acquisition Unit P Impact Last
— Acquired
FlexPod Datacenter All successful NetApp ONTAP Data NetApp-AU 192.168.156.50 10 minutes ago

Management Software

3. Klicken Sie auf den Data Collector, um eine Ubersicht tiber die Umgebung und die Geréate zu erhalten, die
von diesem Collector Uberwacht werden.

NetApp PCS Sa / Admin / Data Collectors / Installed / FlexPod Datacenter 2 Edit -
Summary
Name Type Types of Data Collected Performance Recent Status Note
FlexPod Datacenter NetApp ONTAP Data Inventory, Performance Success
Management Software
Acquisition Unit Inventory Recent Status
NetApp-AU Success i

Event Timeline (Last 3 Weeks)

Inventory ERSSRSRNNSNNSRNY

Performance

3 Weeks Ago 2 Weeks Ago 1 Week Ago

Inventory 10/15/2020 1:51:42 PM - 10/19/2020 11:42:15 AM

Devices Reported by This Collector (1)

Device T Name 1]

B storage aa14-a800 [ 192.168.156.50

Show Recent Changes

Klicken Sie unter der Gerateliste unten auf den Namen des tiberwachten ONTAP Storage-Systems. Auf
diese Weise wird ein Dashboard mit Informationen angezeigt, die Gber das System erfasst wurden. Dazu
gehoren folgende Details:

Modell

o

o Familie

ONTAP-Version

o

o Bruttokapazitat
IOPS-Durchschnitt

o Durchschnittliche Latenz

o

o Durchschnittlicher Durchsatz
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NetApp PCS Sa... / @ aal4-a800

Storage Summary

Model:
AFF-A800

Vendor:
NetApp

Family:
AFF

Serial Number:
1-80-000011

Expert View

Latency - Total (ms)

10:30 AM

1P:
192.168.156.50

Microcode Version:
9.7.0P1 clustered Data ONTAP

Raw Capacity:
43,594.6 GB

Latency - Total:
0.05ms

11:00 AM

< sm
10PS - Total: Performance Policies:
4,.972.7010[s
Risks:
@ 35 risks detected
by @) ActivelQ (£

Throughput - Total:
7.98 MB/s

Management:
HTTPS://192.168.156.50:443

FC Fabrics Connected:
o
Display Metrics
Monday 10/19/2020 10:36:38 AM
aa14-a800° 0.04 ms.
11:30 AM 12:00 PM 12:30 PM 1:00 PM

(D Last 3 Hours

User Data

Note
Testing annotations

Testing rules

Resource

[ ] E aal4-ag00

Top Correlated

O @ aal4-ag00-2
O @ 2al4-a800-1

+ O 7 ca

Acquired 13 minutes ago, 12:51 PM

» Hide Resources

79%

23%

Auf dieser Seite im Abschnitt Leistungsrichtlinien finden Sie auRerdem einen Link zu NetApp Active 1Q.

= 5m

Performance Policies:

Risks:

© 35 risks detected

by (=) Active

Q 4

4. Zum Offnen einer Registerkarte fiir einen neuen Browser gelangen Sie zur Seite zur Risikominimierung,
die zeigt, welche Nodes betroffen sind, wie wichtig die Risiken sind und welche Malinahmen zur Behebung

der erkannten Probleme ergriffen werden mussen, klicken Sie auf den Link fur Active 1Q.
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5 =)
“ Active 1Q Active IQ Digital Advisor ~ Discovery Dashboard ~ Asset Insights Q&) Setadefaultview

(| Home > Cisco SystemsInc. > CISCO SYSTEMS - RTP- BUILDING © > aa14-a800
The Risk Acknowledgment feature has been migrated to Active IQ Digital Advisor. Click here to view and acknowledge risks.
~” Hilth Security Vulnerability Proactive Remediation Best Practices Performance System Health Storage Virtual Machine Health Health Trending
Q High Medium Low
> Ack Node % SerialNo 4 ImpactLevel ¢ Public 4 Category % Risk & Details & Corrective Action
Apreviously operational port on a X1116A, X1146A or X31146A NI
2 C that encounters a fatal error with no preceding "link down" eve

) Anetwork interface (LIF) usinga port on a X111 nt will still report the link status as "up, instead of reporting link s
aa14-a800-2 941834000459  High No ONTAP BA, X1146A or X31146A NIC might not fail overt  tatus as "down". Bug ID: 1322372
o analternate port

¢

Potential Impact: Any network interface (LIF) using the port does
not fail over to an alternate port in the event of failure.

= This AFF-AS00 system is running BMC firmware 10.3 which is susc
On AFF A800 systems an erroneous 'Critical Hig ~ eptible to bug 1279964,
] 3al4-a800-2 941834000459  High Yes FASHardware  h'sensor reading can result in a system shutdo Bug ID: 1279964
wn. Potential Impact: System disruption caused by an erroneous ‘Criti

cal High' sensor reading.

This system is running ONTAP 8.7P1 and is utilizing FCP, iSCSl or
AFF systems running an unfixed version of ONT  NVMe protocols and has compaction enabled and therefore is exp
AP with data compaction enabled and host ser osed to BUG 1273955.

-a800- 3 :1273
o 2214-a800-2 941834000459  High Yes ONTAP vices over FCP, iSCS1 or NVMe can experience 2 Bug ID: 1273955
disruption in service due to BUG 1273955. Potential Impact: The system may experience performance degra
dation and possible panic.
ONTAP 9.7 running on an All-Flash FAS (AFF) system having SAN w
ONTAP 9.7 running on an All-Flash FAS (AFF) sy orkload with inline comp combined with c: lume inli
[ 2al4-a800-2 941834000459  High Yes ONTAP stem having SAN workload might cause a contr  ne deduplication might cause a storage controller disruption. KB ID: SU426
oller disruption.
Potential Impact: The system may experience a disruption.
Apreviously operational port on a X1116A, X1146A or X91146A NI
C that encounters a fatal error with no preceding "link down" eve
Anetwork interface (LIF) using a porton a X111 nt will still report the link status as "up”, instead of reporting link s
2al4-a800-1 941834000183  Hich No ONTAP 6A. X1146A or X91146A NIC might not fail overt  tatus as "down". Bug ID: 1322372
1-17 of 17 results 1

Dashboards in Echtzeit

Cloud Insights bietet Echtzeit-Dashboards mit Informationen, die von dem in einer FlexPod Datacenter-Lésung
implementierten ONTAP Storage-System abgefragt wurden. Die Cloud Insights-Erfassungseinheit erfasst
Daten in regelmaRigen Abstanden und fillt das Standard-Storage-System-Dashboard mit den erfassten
Informationen aus.

Zugriff auf Echtzeitdiagramme liber das Cloud Insights Dashboard

Im Dashboard des Speichersystems wird angezeigt, wenn der Data Collector die Informationen zuletzt
aktualisiert hat. Ein Beispiel hierfir ist in der Abbildung unten dargestellt.

Acquired 3 minutes ago, 1:21 PM

Data Collector Status Last Acquired

All 3 minutes ago, 1:21

FlexPod Datacenter
successful PM

Standardmafig werden auf dem Storage-System-Dashboard mehrere interaktive Diagramme angezeigt, die
systemweite Metriken vom zu beforschenden Storage-System oder von jedem einzelnen Node zeigen,
darunter Latenz, IOPS und Durchsatz im Abschnitt Expert View. Beispiele fur diese Standarddiagramme sind
in der folgenden Abbildung dargestelit.
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Expert View Display Metrics +

Latency - Total (ms}
02

0
11:00 AM 11:30 AM 12:00 PM 12:30 PM 1:00 PM 1.30 PM

10PS - Total (10/s)
10k

5k —  — T
11:00 AM 11:30 AM 12:00 PM 12:30 PM 1:00 PM 1:30 PM

Throughput - Total (MB/s)

woM__/

11:00 AM 11:30 AM 12:00 PM 12:30 PM 100 PM 1:30 PM

Resource

B ,EI aal4-ag00

Top Correlated

] E] aal4-ag00-2
M @ aal4-a800-1

Top Contributors

O IEI 3a14-3800:...800-2:v0l0
O IE] aal4-as00:...800-1:vol0

Additional Resources

» Hide Resources

91%

3%%

55%

36%

StandardmaRig werden in den Diagrammen Informationen der letzten drei Stunden angezeigt. Sie kénnen
diese jedoch in der Dropdown-Liste oben rechts im Dashboard des Storage-Systems auf eine Reihe
verschiedener Werte oder einen benutzerdefinierten Wert festlegen. Dies ist in der Abbildung unten dargestellt.

NetApp PCS Sa... [ IE/ aal4-a800

Expert View Display Metrics +

Latency - Total (ms)
5

13 Oct 14 Oct 15 Oct 16 Oct 17.0ct 18. Oct 19. Oct

10PS - Total (10/s)
500k

13 Oct 14 Oct 15 Oct 16 Oct 17.0ct 18 Oct 19. Oct

Throughput - Total (MB/s)
50k

B

13. Oct 14. Oct 15. Oct 16. Oct 17. Oct 18. Oct 19. Oct

Erstellen benutzerdefinierter Dashboards

CD Last 7 Days

Last 15 Minutes
Last Hour

Rest Last 3 Hours

. Last 24 Hours
Last 3 Days

a| Last 7 Days
Last 30 Days

Custom

Top Contributors
1 [E wciomsvm.._a/rcp 1 2

O NX-IOM-SVM..._1/FCP_2 1

Additional Resources

Q Search Assets

> @ 2 cede

2 Resources

Nutzen Sie nicht nur die Standard-Dashboards, die systemweite Informationen anzeigen, sondern erstellen Sie
mithilfe von Cloud Insights vollstandig angepasste Dashboards, mit denen Sie sich auf die
Ressourcenauslastung fir bestimmte Storage-Volumes in der FlexPod Datacenter Losung konzentrieren
kénnen. Daher werden die in der konvergenten Infrastruktur implementierten Applikationen, die von diesen
Volumes fiir eine effektive Ausfiihrung abhangen. Auf diese Weise Iasst sich eine bessere Visualisierung

bestimmter Applikationen und der in der Datacenter-Umgebung genutzten Ressourcen erzielen.
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Erstellen Sie ein angepasstes Dashboard zur Bewertung von Storage-Ressourcen

Gehen Sie wie folgt vor, um ein angepasstes Dashboard zur Bewertung von Storage-Ressourcen zu erstellen:

1. Wenn Sie ein angepasstes Dashboard erstellen mochten, bewegen Sie den Mauszeiger tiber Dashboards
im Hauptment von Cloud Insights, und klicken Sie in der Dropdown-Liste auf + Neues Dashboard.

Cloud Insights

IITOR & OPTIMIZE NetApp PCS Sa... / Admin [/ Da
A HOME Summary
© DASHBOARDS Show All Dashboards (1835)
+ New Dashboard
@, QUERIES
Kubernetes Explorer
M ALERTS

Das Fenster Neues Dashboard wird gedffnet.

2. Benennen Sie das Dashboard, und wahlen Sie den Typ des Widgets aus, mit dem die Daten angezeigt
werden. Sie kbnnen aus einer Reihe von Diagrammtypen oder sogar Notizen oder Tabellentypen
auswahlen, um die erfassten Daten anzuzeigen.

NetApp PCS Sa... / Dashboards / New Dashboard @ Last7Days ~ o AddVariable Add Widget
X

Choose Widget Type:

u I ~ 2 T &

Line Chart Spline Chart Area Chart Stacked Area Chart Box Plot Scatter Plot

Single Value Solid Gauge Bullet Gauge Bar Chart Column Chart Pie Chart

Note Table Violations Table

3. Wahlen Sie im Men( Variable hinzufligen benutzerdefinierte Variablen aus.

Dadurch kénnen die prasentierten Daten fokussiert werden, um spezifische oder speziellere Faktoren
anzuzeigen.
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NetApp PCS Sa... / Dashboards /  New Dashboard (© Last7Days + @ Addvaiale ~

Number
Add widgets to customize this view
Boolean
Date
aa to be decom

Admin

Aggregate Service Level

4. Wenn Sie ein benutzerdefiniertes Dashboard erstellen mochten, wahlen Sie den Widget-Typ aus, den Sie
verwenden mochten, beispielsweise ein Kreisdiagramm zur Anzeige der Storage-Auslastung nach Volume:

o)

. Wahlen Sie das Widget , TIE-Diagramm® aus der Dropdown-Liste ,Widget hinzufligen* aus.

o

. Benennen Sie das Widget mit einer beschreibenden Kennung, z. B. Capacity Used.

c. Wahlen Sie das anzuzeigende Objekt aus. Sie kdnnen beispielsweise nach dem Schlisselwort Volume
suchen und auswahlen volume.performance.capacity.used.

o

. Um nach Storage-Systemen zu filtern, verwenden Sie den Filter, und geben Sie den Namen des
Storage-Systems in der FlexPod Datacenter Lésung ein.

0]

. Passen Sie die angezeigten Informationen an. Standardmafig werden bei dieser Auswahl ONTAP-
Daten-Volumes angezeigt und die Top 10 aufgelistet.

f. Um das benutzerdefinierte Dashboard zu speichern, klicken Sie auf Speichern.

I Capacity Used I || Override Dashboard Time ( X

Volume.performance.capacity.used . §
FilterBy - Storage aal4-as00 X
Group - Sum ¥ by | Volume v | Show Top v | 10 ["] Include others ~More Options

Display: ~ PieChart ¥  Units Displayed In:  Auto Format ~

@ ISCSI_1_1/isCSI_1_1

®iSCSI_2_1/isCSl_2_1

® FCP_1_1/FCP_1_1

w FCP_2_1/FCP_2_1

@ FCP_1_2/FCP_1_2

® FCP_2_2/FCP_2 2

@ iSCSI_2_2isCs_2_2
iscsI_1_2/iscsl_1_2

@ Cseries_boot_Al_ML/
C220-Al-ML-01

Cseries_boot_AI_ML/
C480-Al-ML-01

Cancel m

Nach dem Speichern des benutzerdefinierten Widgets kehrt der Browser zur Seite Neues Dashboard
zurlck, auf der das neu erstellte Widget angezeigt wird, und ermdéglicht die Durchflihrung interaktiver
Aktionen, wie z. B. das Andern des Datenabfragungsperiode.
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Cloud Insights

NetApp PCS Sa... / Dashboards /| New Dashboard © LastHour > @ Addvariable v Add Widget Save

A HOME
Capacity Used Sim
© DASHBOARDS
©, QUEREES '.
R ALERTS '4 ‘
B reports [ @iSCSI_1_1NSCSI_1_  @iSCSI_2_1/SCS_2_ @ FCP_1_1/FCP_1_1
FCP_2_1IFCP_21  @FCP_1_2FCP_12 @ FCP_2_2IFCP_2.2
-,
X manace ®iSCSI_2_2iSCSI_2_  wiSCSI_1_2iSCSL1_ @ Cseries_boot_Al_M
€220-AFML-0T
Cseries_boot_AI_M
& aomN C480-ATML-0T

CLOUD SECURE

Erweiterte Fehlerbehebung

Mit Cloud Insights konnen erweiterte Methoden zur Fehlerbehebung auf alle Storage-Umgebungen in einer
konvergenten FlexPod Datacenter Infrastruktur angewendet werden. Unter Verwendung der Komponenten der
oben genannten Funktionen: Active 1Q Integration, Standard-Dashboards mit Echtzeitstatistiken und
angepasster Dashboards konnen Probleme friihzeitig erkannt und schnell gelést werden. Mithilfe der
Risikoliste in Active 1Q kdnnen Kunden gemeldete Konfigurationsfehler finden, die zu Problemen flihren
kénnen oder Fehler erkennen, die gemeldet wurden und in denen Codversionen gepatcht wurden, die sie
beheben kdnnen. Wenn Sie die Echtzeit-Dashboards auf der Cloud Insights-Startseite aufrufen, kdnnen Sie
Muster der System-Performance erkennen, die einen friilhen Hinweis auf ein Problem darstellen kénnen und
die schnelle Losung dieses Problems ermoglichen. Und schlieRlich kénnen Kunden durch die Méglichkeit,
individuelle Dashboards zu erstellen, kénnen sich auf die wichtigsten Ressourcen ihrer Infrastruktur
konzentrieren und diese direkt Uberwachen, sodass sie ihre Business Continuity-Ziele erreichen kdnnen.

Storage-Optimierung

Es besteht nicht nur die Moglichkeit, die durch Cloud Insights erfassten Daten zu nutzen, um das ONTAP
Storage-System zu optimieren, das in einer konvergenten FlexPod Datacenter-Infrastrukturlosung
implementiert ist. Wenn ein Volume eine hohe Latenz aufweist, werden die Informationen auf dem Cloud
Insights Dashboard angezeigt, da mehrere VMs mit hohen Performance-Anforderungen gemeinsam
denselben Datenspeicher nutzen. Anhand dieser Informationen kann ein Storage-Administrator eine oder
mehrere VMs entweder auf andere Volumes migrieren, Storage-Volumes zwischen Aggregaten oder zwischen
Nodes im ONTAP Storage-System migrieren und so eine Umgebung mit Performance-Optimierung erzielen.
Die Informationen, die durch die Integration von Active 1Q und Cloud Insights erzielt werden, kdnnen
Konfigurationsprobleme herausstellen, die zu einer schlechteren Performance fihren, und die empfohlenen
Korrekturmaflinahmen ermoglichen, die bei Implementierung moégliche Probleme beheben und ein optimal
abgestimmtes Storage-System sicherstellen kdnnen.

Videos und Demos

Hier sehen Sie eine Videovorfihrung zur Verwendung von NetApp Cloud Insights zur
Bewertung von Ressourcen in einer On-Premises-Umgebung "Hier".

Hier wird eine Videovorfiihrung zur Uberwachung der Infrastruktur mithilfe von NetApp Cloud Insights
angezeigt und es werden Warnungsschwellenwerte fiir die Infrastruktur festgelegt "Hier".

Hier sehen Sie eine Videovorfliihrung zur Verwendung von NetApp Cloud Insights zur bewerten einzelner
Applikationen in der Umgebung "Hier".
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https://netapp.hubs.vidyard.com/watch/1ycNWx4hzFsaV1dQHFyxY2?
https://netapp.hubs.vidyard.com/watch/DgUxcxES3Ujdqe1JhhkfAW
https://netapp.hubs.vidyard.com/watch/vcC4RGoD54DPp8Th9hyhu3

Weitere Informationen

Auf den folgenden Websites finden Sie weitere Informationen zu den in diesem
Dokument beschriebenen Daten:

» Cisco Produktdokumentation
"https://www.cisco.com/c/en/us/support/index.html|"

* FlexPod Datacenter
"https://www.flexpod.com"

* NetApp Cloud Insights
"https://cloud.netapp.com/cloud-insights"

* NetApp Produktdokumentation

"https://docs.netapp.com”

FlexPod with FabricPool - Inactive Data Tiering in Amazon
AWS S3

TR-4801: FlexPod mit FabricPool — Inactive Data Tiering in Amazon AWS S3

Scott Kovacs, NetApp

Flash-Storage-Preise fallen weiter und sind somit fur Workloads und Applikationen
verfugbar, die zuvor nicht in Betracht gezogen wurden. Eine mdglichst effiziente Nutzung
der Storage-Investitionen ist fur IT-Manager jedoch nach wie vor von zentraler
Bedeutung. IT-Abteilungen sehen sich immer noch gezwungen, leistungsstarkere
Services mit nur geringen oder gar keinen Budgetzuteilungen bereitzustellen. Zur
Erfallung dieser Anforderungen kénnen Sie mit NetApp FabricPool die Wirtschaftlichkeit
der Cloud nutzen, indem Sie selten genutzte Daten aus teurem Flash-Storage vor Ort auf
einen kostengunstigeren Storage-Tier in der Public Cloud verschieben. Das Verschieben
selten genutzter Daten in die Cloud setzt wertvollen Flash-Storage auf AFF- oder FAS-
Systemen frei, sodass geschaftskritische Workloads mehr Kapazitat auf das
hochperformante Flash-Tier bereitstellen kdnnen.

In diesem technischen Bericht wird die FabricPool Daten-Tiering-Funktion von NetApp ONTAP im Rahmen
einer konvergenten FlexPod Infrastrukturarchitektur von NetApp und Cisco besprochen. Sie sollten mit der
konvergenten Infrastrukturarchitektur fir FlexPod Datacenter und der ONTAP Storage-Software vertraut sein,
um die in diesem technischen Bericht vorgestellten Konzepte voll nutzen zu kénnen. Da wir mit FlexPod und
ONTARP vertraut sind, sprechen wir tGber FabricPool, seine Funktionsweise und seine Méglichkeiten zur
effizienteren Nutzung von Flash-Storage vor Ort. Ein Grofteil des Inhalts dieses Berichts wird unter
ausfuhrlicher behandelt "TR-4598 FabricPool Best Practices" Und anderer ONTAP Produktdokumentation zu
bieten. Der Inhalt wurde fiir eine FlexPod Infrastruktur komprimiert und deckt nicht alle Anwendungsfalle fir
FabricPool ab. Alle analysierte Merkmale und Konzepte sind in ONTAP 9.6 erhaltlich.
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Weitere Informationen zu FlexPod finden Sie in "TR-4036 FlexPod Datacenter — Technische Spezifikationen".

Ubersicht iiber FlexPod und Architektur

Ubersicht iiber FlexPod

FlexPod ist eine definierte Gruppe von Hardware und Software und bildet eine integrierte Grundlage fur
virtualisierte und nicht virtualisierte Losungen. FlexPod umfasst NetApp AFF Storage, Cisco Nexus
Netzwerkkomponenten, Cisco MDS Storage-Netzwerk, das Cisco Unified Computing System (Cisco UCS) und
VMware vSphere Software in einem einzigen Paket. Das Design ist flexibel genug, dass Netzwerk, Computing
und Storage sich in ein Datacenter Rack einfligen oder nach dem Datacenter-Design des Kunden
bereitgestellt werden kdnnen. Dank der Port-Dichte kdnnen die Netzwerkkomponenten mehrere
Konfigurationen aufnehmen.

Ein Vorteil der FlexPod Architektur besteht in der Mdglichkeit, die Umgebung an die Kundenanforderungen
anzupassen bzw. flexibel zu gestalten. Eine FlexPod-Einheit kann problemlos nach Bedarf und nach Bedarf
skaliert werden. Eine Einheit kann sowohl vertikal (Hinzufiigen von Ressourcen zu einer FlexPod-Einheit) als
auch horizontal (Hinzufligen weiterer FlexPod-Einheiten) skaliert werden. Die FlexPod Referenzarchitektur
unterstreicht die Widerstandsfahigkeit, den Kostenvorteil und die einfache Implementierung einer Fibre
Channel- und IP-basierten Storage-LAosung. Ein Storage-System, das mehrere Protokolle Gber eine einzige
Benutzeroberflache bereitstellt, eroffnet den Kunden die Wahl und schiitzt ihre Investitionen, da es sich um
eine einmalig zu verkabelnde Architektur handelt. Die folgende Abbildung zeigt viele der
Hardwarekomponenten von FlexPod.
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Architektur von FlexPod

Die folgende Abbildung zeigt die Komponenten einer VMware vSphere und FlexPod Lésung und die fir Cisco
UCS 6454 Fabric Interconnects erforderlichen Netzwerkverbindungen. Dieses Design umfasst die folgenden
Komponenten:

* Port-gechannelte 40-Gbit-Ethernet-Verbindungen zwischen dem Cisco UCS 5108 Blade-Chassis und den
Cisco UCS Fabric Interconnects

* 40-GB-Ethernet-Verbindung zwischen dem Cisco UCS Fabric Interconnect und dem Cisco Nexus 9000

* 40-GB-Ethernet-Verbindung zwischen dem Cisco Nesxus 9000 und dem NetApp AFF A300 Storage-Array

Diese Infrastrukturoptionen wurden durch die Einfihrung von Cisco MDS Switches zwischen dem Cisco UCS
Fabric Interconnect und der NetApp AFF A300 erweitert. Diese Konfiguration bietet Gber FC gestartete Hosts
mit 16-GB-FC-Zugriff auf Shared Storage auf Blockebene. Die Referenzarchitektur unterstreicht die einmalig
zu verkabelnde Strategie, da die Host-Hosts Uber das Cisco UCS Fabric Interconnect keine Neuablerung
bendtigen, da die Architektur um zusatzlichen Storage erweitert wird.
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FabricPool

Ubersicht iiber FabricPool

FabricPool ist eine Hybrid-Storage-Losung in ONTAP mit einem All-Flash-Aggregat (SSD) als Performance-
Tier und einem Objektspeicher in einem Public-Cloud-Service als Cloud-Tier. Diese Konfiguration ermoglicht
richtlinienbasierte Datenverschiebung, je nachdem, ob haufig auf Daten zugegriffen wird. FabricPool wird in
ONTAP sowohl fiir AFF- als auch fur rein SSD-basierte Aggregate auf den FAS Plattformen unterstitzt. Die
Datenverarbeitung erfolgt auf Blockebene, wobei haufig abgerufene Datenblécke in der All-Flash-
Performance-Tier mit als ,heiRe“ und selten genutzte Blocke gekennzeichnet sind.

Mit FabricPool kdnnen Sie die Storage-Kosten senken, ohne dabei auf Performance, Effizienz, Sicherheit oder
Schutz verzichten zu mussen. FabricPool ist transparent fiir Enterprise-Applikationen und nutzt Cloud-Effizienz
durch niedrigere Storage-TCO, ohne dass der Aufbau der Applikationsinfrastruktur umgestaltet werden muss.

FlexPod bietet die Storage Tiering-Funktionen von FabricPool fiir eine effizientere Nutzung von ONTAP Flash
Storage. Inaktive Virtual Machines (VMs), selten genutzte VM-Vorlagen und VM-Backups von NetApp
SnapCenter flr vSphere kénnen wertvollen Speicherplatz im Datastore-Volume belegen. Durch das
Verschieben selten genutzter Daten in die Cloud-Tier werden Speicherplatz und Ressourcen flr
hochperformante, geschaftskritische Applikationen freigegeben, die in der FlexPod-Infrastruktur gehostet
werden.
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Die Fibre Channel- und iSCSI-Protokolle dauern im Allgemeinen langer, bevor eine
Zeituberschreitung von 60 bis 120 Sekunden auftritt. Sie versuchen jedoch nicht, eine
Verbindung auf die gleiche Weise einzurichten, wie es die NAS-Protokolle tun. Wenn ein SAN-

@ Protokoll nicht mehr verflgbar ist, muss die Anwendung neu gestartet werden. Selbst eine kurze
Stoérung kann verheerende Folgen fir Produktionsapplikationen mit SAN-Protokollen haben, da
keine Moglichkeit besteht, die Verbindung mit 6ffentlichen Clouds zu garantieren. Um dieses
Problem zu vermeiden, empfiehlt NetApp die Verwendung von Private Clouds beim Tiering von
Daten, auf die SAN-Protokolle zugreifen.

In ONTAP 9.6 Iasst sich FabricPool mit allen wichtigen Public-Cloud-Providern integrieren: Alibaba Cloud
Object Storage Service, Amazon AWS S3, Google Cloud Storage, IBM Cloud Object Storage und Microsoft
Azure Blob Storage. In diesem Bericht wird der Schwerpunkt auf Amazon AWS S3 Storage als Cloud-Objekt-
Tier der Wahl gelegt.

Das zusammengesetzte Aggregat

Eine FabricPool Instanz wird erstellt, indem ein ONTAP Flash-Aggregat mit einem Cloud-Objektspeicher wie
einem AWS S3-Bucket verknUpft wird, um ein gruppiertes Aggregat zu erstellen. Wenn Volumes innerhalb des
zusammengesetzten Aggregats erstellt werden, konnen sie die Tiering-Funktionen von FabricPool nutzen.
Wenn Daten auf das Volume geschrieben werden, weist ONTAP jedem der Datenblécke eine Temperatur zu.
Wird der Block zum ersten Mal geschrieben, wird ihm die Temperatur ,hei* zugewiesen. Im Verlauf der Zeit
wird bei nicht abgerufenen Daten ein Kiihlvorgang durchlaufen, bis dieser schlieBlich einem ,kalten® Status
zugewiesen wird. Diese selten genutzten Datenblécke werden dann vom Performance-SSD-Aggregat und in
den Cloud-Objektspeicher verschoben.

Die Zeitspanne zwischen dem ,Kaltstart* und dem Verschieben in den Cloud-Objektspeicher wird durch die
Volume-Tiering-Richtlinie in ONTAP geéndert. Weitere Granularitat wird durch Andern der ONTAP-
Einstellungen erreicht, die die Anzahl der Tage, die fir einen Block ,kalt* werden, steuern. Kandidaten fiir
Daten-Tiering sind herkdmmliche Volume-Snapshots, SnapCenter fiir vSphere VM-Backups und andere
Snapshot-basierte Backups von NetApp und alle unregelmafig genutzten Blécke in einem vSphere Datastore,
z. B. VM-Vorlagen und selten verwendete VM-Daten.

Berichterstellung fiir inaktive Daten

In ONTAP steht die Berichterstellung fiir inaktive Daten (Inactive Data Reporting, IDR) zur Verfliigung. Dies
unterstiitzt Sie bei der Bewertung der Menge an kalten Daten, die von einem Aggregat verteilt werden kénnen.
IDR ist in ONTAP 9.6 standardmaRig aktiviert und verwendet eine standardmaflige Kihlirichtlinie fir 31 Tage,
um zu bestimmen, welche Daten im Volume inaktiv sind.

Die Menge der ,kalten“ Daten in Tier hangt von den Tiering-Richtlinien ab, die fir das Volume
@ festgelegt sind. Diese Menge kann sich von der Menge der kalten Daten unterscheiden, die von
IDR unter Verwendung der standardmafigen 31-Tage-Kihldauer erkannt wurden.

Erstellen von Objekten und Verschieben von Daten

FabricPool arbeitet auf Blockebene von NetApp WAFL, wobei Kuhlblocke, sie in Storage-Objekte verketten
und diese Objekte auf eine Cloud-Tier migrieren. Jedes FabricPool Objekt hat 4 MB und besteht aus 1,024 4-
KB-Blocken. Die ObjektgroRe wurde auf 4 MB festgelegt, basierend auf Performance-Empfehlungen flihrender
Cloud-Provider und kann nicht geandert werden. Wenn ,kalte” Blocke gelesen und wieder ,heil3* werden,
werden nur die angeforderten Blocke im 4-MB-Objekt abgerufen und zurtick zur Performance-Tier verschoben.
Weder das gesamte Objekt noch die gesamte Datei werden zurtckmigriert. Es werden nur die erforderlichen
Bl6cke migriert.
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@ Wenn ONTAP eine Mdglichkeit fir sequenzielle Lesekdpfe erkennt, fordert die IT Blocke aus
dem Cloud-Tier an, bevor sie gelesen werden, um die Performance zu verbessern.

Daten werden standardmafig nur dann in den Cloud-Tier verschoben, wenn das Performance-Aggregat zu
mehr als 50 % genutzt wird. Dieser Schwellenwert kann auf einen niedrigeren Prozentsatz festgelegt werden,
um eine kleinere Menge an Daten-Storage auf dem Flash-Tier mit der Performance in die Cloud zu
verschieben. Dies kdnnte nutzlich sein, wenn die Tiering-Strategie dazu dient, nur kalte Daten zu verschieben,
wenn sich das Aggregat der Kapazitat nahert.

Wenn die Performance-Tier-Auslastung bei einer Kapazitat von mehr als 70 % liegt, werden kalte Daten direkt
aus der Cloud-Tier gelesen, ohne zuruck in die Performance-Tier geschrieben zu werden. Durch Verhinderung
von Datenschreibbacks auf stark ausgelasteten Aggregaten erhalt FabricPool das Aggregat fiir aktive Daten
aufrecht.

Performance-Tier-Speicherplatz zuriickgewinnen

Wie bereits erwahnt, besteht der primare Anwendungsfall fiir FabricPool darin, hochperformante On-Premises-
Flash-Storage am effizientesten zu nutzen. ,Kalte“ Daten in Form von Volume-Snapshots und VM-Backups der
virtuellen FlexPod Infrastruktur beanspruchen unter kann viel teuren Flash-Storage. Wertvolle Performance-
Tiered Storage kann durch die Implementierung von zwei Tiering-Richtlinien freigegeben werden: Nur
Snapshot oder Auto.

Richtlinie fiir ausschlieBlich Snapshot-Tiering

Mit der in der folgenden Abbildung gezeigten Richtlinie zum ausschlieRlich Snapshot Tiering werden Snapshot
Daten fiur kalte Volumes und SnapCenter fiir vSphere Backups von VMs, die Speicherplatz belegen, aber
keine Blécke gemeinsam mit dem aktiven Filesystem an einen Cloud-Objektspeicher freigeben. Die reine
Snapshot-Tiering-Richtlinie verschiebt selten genutzte Datenblécke auf die Cloud-Tier. Wenn eine
Wiederherstellung erforderlich ist, werden kalte Blocke in der Cloud als ,heilRe” und zurtick in das Flash-Tier
mit der Performance vor Ort verschoben.
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Automatisches Tiering

Die in der folgenden Abbildung dargestellte FabricPool Auto Tiering-Richtlinie verschiebt nicht nur kalte
Snapshot Datenbldcke in die Cloud, sondern auch alle kalten Bldcke im aktiven Filesystem. Dies kann VM-
Vorlagen und samtliche nicht verwendeten VM-Daten im Datastore Volume enthalten. Welche kalten Blocke
bewegt werden, wird vom gesteuert tiering-minimum-cooling-days Einstellung fir die Lautstarke.
Wenn kalte Blocke im Cloud-Tier von einer Applikation zufallig gelesen werden, werden diese Blécke ,heil3”
gemacht und zurlck auf die Performance-Tier gebracht. Wenn jedoch kalte Blécke durch einen sequenziellen
Prozess wie einen Virenschutzscanner gelesen werden, bleiben die Blocke im Cloud-Objektspeicher erhalten
und bleiben erhalten. Sie werden nicht zurlick auf die Performance-Tier verschoben.

Bei Verwendung der Auto-Tiering-Richtlinie werden Blocke, auf die selten zugegriffen wird, mit denen die
Daten haufig abgerufen werden, von der Cloud-Tier mit der Geschwindigkeit der Cloud-Konnektivitat
zurtckgeholt. Dies kann sich auf die VM-Performance auswirken, wenn die Applikation latenzempfindlich ist.
Dies sollte vor der Verwendung der Auto-Tiering-Richtlinie fir den Datastore in Betracht gezogen werden.
NetApp empfiehlt, LIFs Uber Ports mit einer Geschwindigkeit von 10 GbE zu aktivieren, um eine ausreichende
Performance zu erzielen.

@ Der Objektspeicher-Profiler sollte verwendet werden, um die Latenz und den Durchsatz beim
Objektspeicher zu testen, bevor sie an ein FabricPool Aggregat angehangt werden.
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Alle Tiering-Richtlinien

Im Gegensatz zu den reinen Snapshot- und Auto-Richtlinien werden bei der All-Tiering-Richtlinie ganze
Datenvolumen sofort in die Cloud-Tier verschoben. Diese Richtlinie eignet sich am besten flir sekundare
Datensicherungs- oder Archivierungs-Volumes, flir die Daten zwar zu historischen oder gesetzlichen Zwecken
aufbewahrt werden muissen, aber nur selten bendétigt werden. Die Richtlinie ,Alle* wird fir VMware Datastore
Volumes nicht empfohlen, da alle in den Datastore geschriebenen Daten sofort in die Cloud-Tier verschoben
werden. Nachfolgende Lesezugriffe werden aus der Cloud durchgefthrt und kénnen moéglicherweise zu
Performance-Problemen fir VMs und Applikationen im Datastore Volume fihren.

Sicherheit

Die Sicherheit spielt fiir die Cloud und fir FabricPool eine zentrale Rolle. Alle nativen Sicherheitsfunktionen
von ONTAP werden in der Performance-Tier unterstitzt und das Verschieben von Daten ist bei der
Ubertragung in die Cloud-Tier sicher. FabricPool verwendet das "AES-256-GCM" Der
Verschllisselungsalgorithmus auf der Performance-Tier bleibt iber eine End-to-End-Verschllsselung in der
Cloud-Tier erhalten. Datenblocke, die in den Cloud-Objektspeicher verschoben werden, sind mit TLS
(Transport Layer Security) v1.2 gesichert, um die Datenvertraulichkeit und -Integritat zwischen Storage Tiers
zu wahren.

@ Die Kommunikation mit dem Cloud-Objektspeicher Uber eine unverschlisselte Verbindung wird
von NetApp unterstitzt, wird aber nicht empfohlen.

200


https://tools.ietf.org/html/rfc5288

Datenverschliisselung

Die Datenverschlisselung ist entscheidend flr den Schutz geistigen Eigentums, Handelsinformationen und
personlich identifizierbare Kundeninformationen. FabricPool unterstiitzt sowohl NetApp Volume Encryption
(NVE) als auch NetApp Storage Encryption (NSE) vollstandig, um bestehende Datensicherungsstrategien zu
beibehalten. Alle verschlisselten Daten auf der Performance-Tier bleiben beim Verschieben in die Cloud-Tier
verschlUsselt. Die Client-seitige Verschlisselung befindet sich im Eigentum von ONTAP, und die serverseitigen
Objektspeicherschlissel sind im Eigentum des jeweiligen Cloud-Objektspeichers. Nicht mit NVE verschlisselte
Daten werden Uber den AES-256-GCM-Algorithmus verschlisselt. Keine anderen AES-256-Chiffren werden
unterstutzt.

@ Die Verwendung von NSE oder NVE ist optional und muss nicht FabricPool verwenden.

FabricPool-Anforderungen erfulit

FabricPool erfordert ONTAP 9.2 oder héher und die Verwendung von SSD-Aggregaten
auf allen in diesem Abschnitt aufgefuhrten Plattformen. Zusatzliche FabricPool-
Anforderungen hangen von dem Cloud-Tier ab, der angehangt wird. Bei AFF-Plattformen
der Einstiegsklasse mit relativ geringer Kapazitat wie der NetApp AFF C190 ist
FabricPool besonders effektiv, um inaktive Daten auf die Cloud-Tier zu verschieben.

Plattformen

FabricPool wird auf folgenden Plattformen unterstitzt:

* NetApp AFF

> A800

o A700S, A700

> A320, A300

> A220, A200

> C190

o AFF8080, AFF8060 UND AFF8040
* NetApp FAS

> FAS9000

> FAS8200

> FAS8080, FAS8060 UND FAS8040

o FAS2750, FAS2720

o FAS2650, FAS2620

@ Nur SSD-Aggregate auf FAS Plattformen kénnen FabricPool verwenden.

* Cloud-Tiers
> Alibaba Cloud Objekt-Storage-Service (Standard, Infrequent Access)
> Amazon S3 (Standard, Standard-IA, One Zone-IA, Intelligent Tiering)

o Kommerzielle Amazon Cloud Services (C2S)
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> Google Cloud Storage (Regional, Regional, Nearline, Coldline)
> IBM Cloud Objekt-Storage (Standard, Vault, Cold Vault, Flex)
o Microsoft Azure Blob Storage (Hot und Cool)

Intercluster LIFs

Cluster-HA-Paare (High Availability, Hochverfugbarkeit), die FabricPool verwenden, erfordern zur
Kommunikation mit der Cloud-Tier zwei Cluster-lbergreifende logische Schnittstellen (LIFs). NetApp empfiehlt
die Erstellung einer Intercluster-LIF auf zusatzlichen HA-Paaren, um auch Aggregate auf diesen Nodes nahtlos
mit Cloud-Tiers verbinden zu kénnen.

Die logische Schnittstelle, die ONTAP fir die Verbindung mit dem AWS S3 Objektspeicher verwendet, muss
sich auf einem 10-Gbit/s-Port beziehen.

Wenn mehr als eine Intercluser LIF auf einem Node mit unterschiedlichem Routing verwendet wird, empfiehlt
NetApp, sie in verschiedenen IPspaces zu platzieren. Wahrend der Konfiguration kann FabricPool aus
mehreren IPspaces auswahlen, es ist jedoch nicht in der Lage, bestimmte Intercluster LIFs innerhalb eines
IPspaces auszuwahlen.

@ Durch das Deaktivieren oder Loschen einer Intercluster-LIF wird die Kommunikation mit der
Cloud-Ebene unterbrochen.

Konnektivitat

Die FabricPool Leselatenz ist eine Funktion der Verbindung zum Cloud-Tier. Intercluster-LIFs mit 10-Gbit/s-

Ports, dargestellt in der folgenden Abbildung, sorgen fiir eine angemessene Performance. NetApp empfiehlt,
die Latenz und den Durchsatz der spezifischen Netzwerkumgebung zu validieren, um die Auswirkungen auf
die FabricPool-Performance zu bestimmen.

Beim Einsatz von FabricPool in hochperformanten Umgebungen mussen weiterhin minimale
Performance-Anforderungen fir Client-Applikationen eingehalten werden, und die Recovery-
Zeitvorgaben sollten entsprechend angepasst werden.
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Objektspeicher-Profiler

Der Objektspeicher-Profiler, ein Beispiel aus dem folgenden Bild gezeigt und iber die ONTAP CLI verfligbar

ist, testet die Latenz und Durchsatz-Performance von Objektspeichern, bevor sie mit einem FabricPool
Aggregat verbunden sind.
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@ Das Cloud-Tier muss ONTAP hinzugefuigt werden, bevor es mit dem Objektspeicher-Profiler
verwendet werden kann.

Starten Sie den Objektspeicher-Profiler im erweiterten Berechtigungsmodus in ONTAP mit dem folgenden
Befehl:

storage aggregate object-store profiler start -object-store-name <name>
-node <name>

Um die Ergebnisse anzuzeigen, fuhren Sie den folgenden Befehl aus:
storage aggregate object-store profiler show

Cloud-Tiers bieten keine Performance ahnlich wie bei der Performance-Tier (normalerweise GB pro Sekunde).
Obwohl FabricPool Aggregate problemlos SATA-ahnliche Performance bieten, sind sie flr Tiering-Losungen,
die keine SATA-ahnliche Performance bendtigen, auch Latenzzeiten von bis zu 10 Sekunden und einen
niedrigen Durchsatz tolerierbar.

Status: RActiwv
Btart time: 10,
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Volumes

Storage Thin Provisioning ist eine Standardpraxis fur den Administrator der virtuellen FlexPod Infrastruktur. Die
NetApp Virtual Storage Console (VSC) stellt Storage Volumes fur VMware Datastores ohne
Speicherplatzzusage (Thin Provisioning) und mit optimierten Einstellungen zur Storage-Effizienz geman
NetApp Best Practices bereit. Wenn VSC zur Erstellung von VMware Datastores verwendet wird, missen
keine weiteren Malinahmen ergriffen werden, da dem Datastore Volume keine Speicherplatzzusagen
zugewiesen werden sollten.

@ FabricPool kann eine Cloud-Schicht nicht an ein Aggregat anhangen, das Volumes mit einer

anderen Speicherplatzgarantie als ,Keine“ enthalt (z. B. Volume).

volume modify -space-guarantee none
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Einstellen des space-guarantee none Der Parameter liefert Thin Provisioning flr das Volume. Der von
Volumes mit diesem Garantietyp verbrauchte Speicherplatz wachst mit, wenn Daten hinzugefligt werden,
anstatt durch die anfangliche Volume-Gré3e bestimmt zu werden. Dieser Ansatz ist fur FabricPool
unverzichtbar, da das Volume Uber Cloud-Tiering-Daten verfligen muss, die haufig aufgerufen werden und
wieder auf die Performance-Tier verlagert werden.

Lizenzierung

FabricPool erfordert eine kapazitatsbasierte Lizenz, wenn Objekt-Storage-Provider (z. B. Amazon S3) als
Cloud-Tier fur AFF und FAS Hybrid-Flash-Systeme angeschlossen werden kénnen.

FabricPool Lizenzen sind im unbefristeten oder langfristigen Format (1 Jahr oder 3 Jahre) verflgbar.

Tiering in das Cloud-Tier stoppt, wenn die auf dem Cloud-Tier gespeicherten Datenmengen (genutzte
Kapazitat) die lizenzierte Kapazitat erreichen. Zusatzliche Daten, einschliefdlich SnapMirror Kopien auf
Volumes mit der All-Tiering-Richtlinie, kdnnen erst abgestuft werden, wenn die Lizenzkapazitat erhéht wird.
Obwohl das Tiering unterbrochen wird, sind die Daten trotzdem Uber das Cloud-Tier zuganglich. Zusatzliche
.kalte“ Daten bleiben auf SSDs, bis die lizenzierte Kapazitat erhéht wird.

Eine kostenlose 10-TB-Kapazitat, die term-basierte FabricPool Lizenz ist beim Kauf eines neuen ONTAP 9.5
oder hoheren Clusters enthalten. Unter Umstanden fallen zusatzliche Support-Kosten an. FabricPool Lizenzen
(einschlieBlich zusatzlicher Kapazitat fir vorhandene Lizenzen) kdnnen in 1-TB-Schritten erworben werden.

Eine FabricPool Lizenz kann nur aus einem Cluster geléscht werden, das keine FabricPool-Aggregate enthalt.

FabricPool Lizenzen gelten fir das gesamte Cluster. Beim Erwerb einer Lizenz sollten Sie die
UUID zur Verfiigung haben (cluster identify show). Weitere Informationen zur
Lizenzierung finden Sie im "NetApp Knowledge Base".

Konfiguration

Software-Versionen

Die folgende Tabelle zeigt validierte Hardware- und Software-Versionen.

Schicht Gerat Bild Kommentare
Storage NetApp AFF A300 ONTAP 9.6P2
Computing Cisco UCS B200 M5 Version 4.0(4b)
Blade Server mit Cisco
UCS VIC 1340
Netzwerk Cisco Nexus 6332-16UP  Version 4.0(4b)

Fabric Interconnect

Cisco Nexus 93180YC-EX Version 7.0(3)I7(6)
Switch im Standalone-
Modus mit NX-OS

Datennetzwerk Storage-  Cisco MDS 9148S Version 8.3(2)
Netzwerk
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Schicht Gerat Bild Kommentare

Hypervisor VMware vSphere ESXi ESXi 6.7.0,13006603
6.7U2

VMware vCenter Server  VCenter Server
6.7.0.30000, Build
13639309

Cloud-Provider Amazon AWS S3 Standard-S3-Bucket mit
Standardoptionen

Die grundlegenden Anforderungen fiir FabricPool sind in beschrieben "FabricPool-Anforderungen erfullt".
Nachdem alle grundlegenden Anforderungen erflillt sind, gehen Sie zur Konfiguration von FabricPool wie folgt
vor:

1. Installieren Sie eine FabricPool Lizenz.

2. Erstellen eines AWS S3-Objektspeicher-Buckets

3. Hinzufiigen einer Cloud-Tier zu ONTAP

4. Verbinden Sie die Cloud-Tier mit einem Aggregat.

5

. Legen Sie die Tiering-Richtlinie fir Volumes fest.

"Als Nachstes: Lizenz fur FabricPool installieren."

Installieren Sie die FabricPool Lizenz

Nachdem Sie eine NetApp Lizenzdatei erworben haben, kbnnen Sie sie mit dem
OnCommand System Manager installieren. Gehen Sie wie folgt vor, um die Lizenzdatei
zu installieren:

1. Klicken Sie Auf Konfigurationen.
Klicken Sie Auf Cluster.

Klicken Sie Auf Lizenzen.
Klicken Sie Auf Hinzufligen.

Klicken Sie auf Dateien auswahlen, um eine Datei zu durchsuchen und auszuwahlen.

© o k~ w0 BN

Klicken Sie Auf Hinzuftigen.
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:

Cluster Peers

SVM Peers

Snaplock License

License Files

Browse ro select afile...

£

Type: | All Search all Objects
E Dashboard
Applications & Tiers » : T
T  Entitlement Risk + T ‘ Description T
E Storage 3 (DEPRECATED}-Cluster Base License A Installed on a cluster =
Trusted Platform Module License <MA- No License Available
i‘:'i Network 4
FabricPool License A Installed on 3 cluster
Protection
d NFS License (1] Mediur risk
g Events & Jobs 4 CIFS License ‘ Add License Packages %] |
. ) - ] | iSC5! License I ‘
Configuration ) Enter comma separated license keys |
. ™ |
Advanced Cluster |
Setup SnapRestore License
. . Snaphrror License ‘ I
Configuration {
Updates FlexClone License I
Cluster Update SnapVault License ‘ £:00

Choose Files

e License files are required for festures that use capacity based licenses: Know more

Cluster Expansion

Service Processar

Aga. || cenca

High Availability T SEECU ST IR T TFUNTT U DI T VIEW LT T T UEAITS

Licenses

Authentication

Flash Cache

Lizenzkapazitat

Sie kénnen die Lizenzkapazitat entweder mit der ONTAP CLI oder mit OnCommand System Manager
anzeigen. FUhren Sie zum Anzeigen der lizenzierten Kapazitat den folgenden Befehl in der ONTAP CLI aus:

system license show-status

Fihren Sie in OnCommand System Manager die folgenden Schritte aus:

1. Klicken Sie Auf Konfigurationen.
2. Klicken Sie Auf Lizenzen.

3. Klicken Sie auf die Registerkarte Details.
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1 ONTAP System Manager ©@ ® T 0

#0: Preview the new experience Type: All v Search all Objects
| |
RS Events&Jobs » Licenses
Packages Details
E Configuration v
+ Add  §§ Delete C Refresh
Advanced Cluster . o . o o . . ) - N
Setup Package = | Cluster/Node Serial Number Type State Legacy Maximum Capaci... Current Capacity
Cluster Base License  cie-na300-g1325 1-80-000011 [ Master -NA- No -NA- -NA-
Cluster v
NFS License cie-na300-g1325 1-80-000011 [ Master -NA- No -NA- -NA-
Authentication CIFS License cie-na300-g1325 1-80-000011 [Eb Master NA- No NA- NA-
Configuration iSCSI License cie-na300-g1325 1-80-000011 [E% Master -NA- No -NA- -NA-
Updates FCP License cie-na300-g1325 1-80-000011 [E} Master NA- No NA- NA-
Expansion SnapRestore License  cie-na300-g1325 1-80-000011 [ Master -NA- No -NA- -NA-
. FlexClone License cie-na300-g1325 1-80-000011 £ Master -NA- No -NA- -NA-
Service Processor
SnapManagerSuite L... cie-na300-g1325 1-80-000011 [ Master -NA- No -NA- -NA-

High Availability

| Licenses I

Update

I FabricPool License cie-na300-g1325 (O Capacity -NA- No 10TB 0 Byte

Die maximale Kapazitat und die aktuelle Kapazitat sind in der Zeile FabricPool-Lizenz aufgefihrt.

"Als Nachstes: AWS S3-Bucket erstellen"

AWS S3 Bucket erstellen

Buckets sind Objektspeicher-Container, in denen Daten gespeichert sind. Name und
Speicherort des Buckets, in dem Daten gespeichert werden, missen angegeben werden,
bevor sie zu einem Aggregat als Cloud-Tier hinzugefugt werden kdnnen.

@ Buckets kénnen nicht mit OnCommand System Manager, OnCommand Unified Manager oder
ONTAP erstellt werden.

FabricPool unterstiitzt den Anhang eines Buckets pro Aggregat, wie in der folgenden Abbildung dargestellt. Ein
einzelner Bucket kann mit einem einzelnen Aggregat verbunden werden, und ein einzelner Bucket kann mit
mehreren Aggregaten verbunden werden. Jedoch kann ein einzelnes Aggregat nicht an mehrere Buckets
angehangt werden. Obwohl ein einzelner Bucket an mehrere Aggregate in einem Cluster angeschlossen
werden kann, empfiehlt NetApp nicht, einen einzelnen Bucket an Aggregate in mehreren Clustern
anzuschlielRen.

Bedenken Sie bei der Planung einer Storage-Architektur, wie sich die Bucket-to-Aggregat-Beziehung auf die
Performance auswirken kann. Viele Objektspeicher-Provider legen eine maximal unterstiitzte Anzahl an IOPS
auf Bucket- oder Container-Ebene fest. Umgebungen, die maximale Performance erfordern, sollten mehrere
Buckets verwenden, um die Moglichkeit zu verringern, dass Objekt-Storage-IOPS-Einschrankungen die
Performance Uber mehrere FabricPool Aggregate beeintrachtigen konnten. Das AnschlieRen eines einzelnen
Buckets oder Containers an alle FabricPool-Aggregate in einem Cluster kénnte fir Umgebungen von Vorteil
sein, in denen eine Performance-Managebarkeit gegentber der Cloud-Tier wichtig ist.
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Erstellen eines S3-Buckets

1. Geben Sie in der AWS Management-Konsole von der Startseite aus S3 in die Suchleiste ein.

2. Wahlen Sie in der Cloud skalierbaren S3-Storage aus.

Resource Groups v *

History ' =

S3 3

1AM Scalable Storage in the Cloud
Billing S3 Glacier

Archive Storage in the Cloud
Console Home

3. Wahlen Sie auf der S3-Startseite die Option Create Bucket aus.

4. Geben Sie einen DNS-konformen Namen ein, und wahlen Sie die Region aus, die zum Erstellen des
Buckets dienen soll.
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Create bucket

Name and region
Bucket name

flexpod-fp-bk-1

US East (Ohio)

Copy settings from an existing bucket

nal}4 Buckets

= -

5. Klicken Sie auf Erstellen, um den Objektspeicher-Bucket zu erstellen.

"Als Nachstes: Cloud-Tier zu ONTAP hinzufligen"

Hinzufligen einer Cloud-Tier zu ONTAP

Bevor ein Objektspeicher an ein Aggregat angehangt werden kann, muss er zu ONTAP
hinzugefligt und von ihm identifiziert werden. Dieser Vorgang kann mit OnCommand
System Manager oder der ONTAP CLI abgeschlossen werden.

FabricPool unterstiitzt Amazon S3, IBM Object Cloud Storage und Microsoft Azure Blob Storage-
Objektspeicher als Cloud-Tiers.

Sie bendtigen die folgenden Informationen:

* Servername (FQDN), z. B. s3.amazonaws.com
 Zugriffsschlissel-ID
* Geheimer Schlussel

» Container-Name (Bucket-Name)

OnCommand System Manager

Um eine Cloud-Ebene mit OnCommand System Manager hinzuzufiigen, gehen Sie wie folgt vor:
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1. Starten Sie den OnCommand System Manager.
Klicken Sie Auf Storage.

Klicken Sie Auf Aggregate & Disks.

Klicken Sie Auf Cloud Tiers.

Wahlen Sie einen Objektspeicheranbieter aus.

© o &~ w0 Db

Flllen Sie die Textfelder aus, die fir den Objektspeicheranbieter erforderlich sind.

Geben Sie im Feld Container-Name den Bucket- oder Containernamen des Objektspeichers ein.

7. Klicken Sie auf Save and Attach Aggregates.

Add Cloud Tier o ]

Cloud tiers/ object stores are used to store infrequently-accessed deta. Learn more

Cloud Tier Provider Amazon 53

Type |Amazon 53 :V
Mame | aws_i nfra_fp_l:n k 1
Senver Mame (FODMN) |=3a MaZONaWs.com
Arcess Key |D

Secret Key
G_} Container Name | flexpod-fp-bkt-1

(@ Encryption Enabled

CLI VON ONTAP

Geben Sie die folgenden Befehle ein, um mit der ONTAP CLI eine Cloud-Tier hinzuzufligen:

object-store config create
-object-store-name <name>
-provider-type <AWS>

-port <443/8082> (AWS)
-server <name>
-container-name <bucket-name>
-access-key <string>
-secret-password <string>
-ssl-enabled true

-ipspace default
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"Als Nachstes: Cloud-Tier an ein ONTAP Aggregat anschlief3en."

Cloud-Tier mit einem ONTAP Aggregat verbinden

Nachdem ein Objektspeicher von ONTAP hinzugefugt und von ihm identifiziert wurde,
muss er an ein Aggregat angehangt werden, um eine FabricPool zu erstellen. Dieser
Schritt kann entweder mit OnCommand System Manager oder mit der ONTAP CLI
abgeschlossen werden.

Mit einem Cluster kann mehrere Objektspeichertypen verbunden werden. Mit jedem Aggregat kann jedoch nur
ein Objektspeichertyp verbunden werden. So kann beispielsweise ein Aggregat Google Cloud verwenden, ein
anderes Aggregat Amazon S3 verwenden, aber an beide kann kein Aggregat angeschlossen werden.

@ Das Hinzufligen eines Cloud Tier zu einem Aggregat ist eine dauerhafte Aktion. Eine Cloud-
Ebene kann nicht von einem Aggregat, an das sie angeschlossen wurde, aufgehoben werden.

OnCommand System Manager

Gehen Sie wie folgt vor, um ein Cloud-Tier mit OnCommand System Manager an ein Aggregat anzuhangen:

1. Starten Sie den OnCommand System Manager.
2. Klicken Sie Auf Applikationen Und Tiers.

Dashboard

Applications & Tiers P

Storage »

Network »

3. Klicken Sie Auf Storage Tiers.
4. Klicken Sie auf ein Aggregat.

5. Klicken Sie auf Aktionen und wahlen Sie Cloud Tier anhangen.
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+ More Actions >

Status b

Add Capacity

Mirror

Volume Move
Attach Cloud Tier

6. Wahlen Sie eine Cloud-Tier.

7. Anzeigen und Aktualisieren der Tiering-Richtlinien fur die Volumes im Aggregat (optional) StandardmaRig
wird die Tiering-Richtlinie fir Volumes nur als Snapshot festgelegt.

8. Klicken Sie auf Speichern .

CLI VON ONTAP

FUhren Sie die folgenden Befehle aus, um ein Cloud-Tier mit einem Aggregat tber die ONTAP-CLI
anzuhangen:

storage aggregate object-store attach
—aggregate <name>
-object-store-name <name>

Beispiel:

storage aggregate object-store attach -aggregate aggrl -object-store-name
- aws_infra fp bk 1

"Weiter: Legen Sie eine Volume-Tiering-Richtlinie fest."

Legen Sie eine Volume-Tiering-Richtlinie fest

Standardmallig verwenden Volumes die Tiering-Richtlinie ,Keine Volumes®. Nach der
Erstellung eines Volumes kann die Tiering-Richtlinie des Volumes mithilfe von
OnCommand System Manager oder der ONTAP CLI geandert werden.

In Verbindung mit FlexPod bietet FabricPool drei Volume Tiering-Richtlinien: Automatisch, nur Snapshot und
keine.
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* Auto

o Alle ,kalten” Blocke im Volume werden in den Cloud-Tier verschoben. Angenommen, das Aggregat
wird zu mehr als 50 % genutzt, es dauert etwa 31 Tage, bis inaktive Blocke kalt werden. Die
automatische Kuhldauer kann mit dem zwischen 2 Tagen und 63 Tagen eingestellt werden tiering-
minimum-cooling-days Einstellung.

o Wenn selten genutzte, ,kalte” Blocke in einem Volume mit einer auf ,Auto” eingestellten Tiering-
Richtlinie zuféllig gelesen werden, werden sie ,heil3“ und in die Performance-Tier geschrieben.

o Wenn selten genutzte, ,kalte” Blocke in einem Volume mit einer auf ,Auto” festgelegten Tiering-
Richtlinie sequenziell gelesen werden, bleiben sie ,kalt* und verbleiben auf der Cloud-Tier. Sie werden
nicht in die Performance-Tier geschrieben.

* Nur Snapshot

o Kalte® Snapshot Blocke im Volume, die nicht mit dem aktiven Filesystem gemeinsam genutzt werden,
werden in die Cloud-Tier verschoben. Angenommen, dass das Aggregat zu mehr als 50 % genutzt
wird, dauert es etwa 2 Tage, bis inaktive Snapshot-Blécke kalt werden. Die reine Snapshot-Kihldauer
kann mit dem von 2 bis 63 Tagen angepasst werden tiering-minimum-cooling-days Einstellung.

o Wenn selten genutzte, ,kalte” Blocke in einem Volume mit einer Snapshot-basierten Tiering-Richtlinie
gelesen werden, werden sie ,heil* und auf die Performance-Tier geschrieben.

* Keine (Standard)

> Volumes, die fur die Verwendung von ,Keine“ als Tiering-Richtlinie festgelegt sind, verlagern selten
genutzte Daten nicht auf die Cloud-Tier.

> Wenn Sie die Tiering-Richtlinie auf ,Keine“ setzen, wird ein neues Tiering verhindert.
o Daten, die zuvor in das Cloud-Tier verschoben wurden, verbleiben im Cloud-Tier, bis sie haufig
verflgbar sind. Daten werden automatisch zurtick in die Performance-Tier verschoben.

OnCommand System Manager

Um die Tiering-Richtlinie eines Volumes mithilfe von OnCommand System Manager zu andern, fihren Sie die
folgenden Schritte aus:

1. Starten Sie den OnCommand System Manager.

2. Wahlen Sie ein Volume aus.

3. Klicken Sie auf Weitere Aktionen, und wahlen Sie Tiering Policy andern aus.

4. Wahlen Sie die Tiering-Richtlinie aus, die auf das Volume angewendet werden soll.

5. Klicken Sie auf Speichern .
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Select the tiering policy that you want to zpply for the selected volume.

Volume Name Tiering Policy

affa3..._fo_1 auto

Tiering Policy IE |"|
snapshot-only i and tiering policies.
none
auto
all

Save Cancel

CLI VON ONTAP

Um die Tiering-Richtlinie eines Volumes mithilfe der ONTAP CLI zu andern, fuhren Sie den folgenden Befehl
aus:

volume modify -vserver <svm name> -volume <volume name>
-tiering-policy <auto|snapshot-onlyl|all|none>

"Weiter: Legen Sie die Mindestkuhltage fur das Volume Tiering fest."

Legen Sie fiir das Volume Tiering mindestens die Kiihltage fest

Der tiering-minimum-cooling-days Die Einstellung legt fest, wie viele Tage vor
dem Verlegen inaktiver Daten auf einem Volume mithilfe der Richtlinie ,Auto” oder ,nur
Snapshots” als ,kalt* eingestuft werden mussen und fur das Tiering geeignet sind.

Automatisch

Der Standardwert tiering-minimum-cooling-days Die Einstellung fir die Auto-Tiering-Richtlinie betragt
31 Tage.

Da die Blocktemperaturen durch Lesevorgange heil} bleiben, kann eine Erhéhung dieses Werts die Menge der
Daten reduzieren, die fir Tiers geeignet sind, und die in der Performance-Tier aufzubewahren sind.

Wenn Sie diesen Wert ab den Standardwerten von 31 Tagen verringern mochten, beachten Sie, dass die
Daten nicht mehr aktiv sein sollten, bevor Sie als ,kalt* markiert werden. Zum Beispiel, wenn eine mehrtagige
Arbeitsbelastung erwartet wird, um eine erhebliche Anzahl von Schreibvorgangen am Tag 7, das Volumen
durchzufiihren tiering-minimum-cooling-days Die Einstellung sollte nicht niedriger als 8 Tage sein.
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Objekt-Storage ist kein transaktionsorientierter ahnlicher Datei- oder Block-Storage.

@ Anderungen an Dateien, die als Objekte in Volumes mit tiberméRig aggressiven
Mindestkihltagen gespeichert werden, konnen zur Erstellung neuer Objekte, zur
Fragmentierung vorhandener Objekte und zur Erganzung von Storage-Ineffizienzen fuhren.

Nur Snapshot

Der Standardwert tiering-minimum-cooling-days Die Einstellung fur die reine Snapshot Tiering-
Richtlinie betragt 2 Tage. Ein Minimum von zwei Tagen gibt zusatzliche Zeit fiir Hintergrundprozesse, um
maximale Storage-Effizienz zu gewahrleisten und verhindert, dass tagliche Datensicherungsprozesse vom
Cloud-Tier aus die Daten lesen missen.

CLI VON ONTAP

Um die eines Volumens zu andern tiering-minimum-cooling-days Fuhren Sie den folgenden Befehl
aus, indem Sie die ONTAP-CLI verwenden:

volume modify -vserver <svm name> -volume <volume name> -tiering-minimum
-cooling-days <2-63>

Die erweiterte Berechtigungsebene wird erforderlich.

Durch Andern der Tiering-Richtlinie zwischen ,Auto“ und ,nur Snapshot“ (oder umgekehrt) wird
die Inaktivitatsdauer von Blocken auf der Performance-Tier zurlickgesetzt. Bei einem Volume,

@ das die Auto-Volume-Tiering-Richtlinie verwendet und Daten auf der Performance-Tier, die 20
Tage inaktiv war, wird die Performance-Tier-Dateninaktivitat auf O Tage zuriickgesetzt, wenn die
Tiering-Richtlinie nur Snapshot lautet.

Uberlegungen zur Performance

GroRe der Performance-Tier

Beachten Sie bei der Planung der Dimensionierung, dass die Performance-Ebene in der Lage sein sollte, die
folgenden Aufgaben zu erflllen:
 Unterstltzung wichtiger Daten
+ Kalte* Daten werden untersttitzt, bis die Tiering-Scans die Daten in die Cloud-Tier verschieben
 Unterstitzung von Cloud-Tiering-Daten, die heil3 werden und in die Performance-Tier geschrieben werden
* Unterstitzung von WAFL Metadaten, die der angeschlossenen Cloud-Tier zugeordnet sind
Fir die meisten Umgebungen ist ein Performance-Verhaltnis von 1:10 bei FabricPool-Aggregaten dullerst

zurlickhaltend und bietet gleichzeitig bedeutende Storage-Einsparungen. Wenn es beispielsweise Absicht ist,
200 TB auf Cloud-Tier zu verlagern, dann sollte das Performance-Tier-Aggregat mindestens 20 TB betragen.

Schreibvorgange vom Cloud-Tier auf die Performance-Tier werden deaktiviert, wenn die
@ Kapazitat der Performance-Tier grof3er als 70 % ist. In diesem Fall werden Blocke direkt aus der
Cloud-Tier gelesen.
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GroRe des Cloud-Tiers

Bei der Planung der Dimensionierung sollte der als Cloud-Tier wirkende Objektspeicher in der Lage sein, die
folgenden Aufgaben zu erfiillen:

 Unterstltzung von Lesevorgangen vorhandener kalter Daten

* Unterstltzung von Schreibvorgangen neuer kalter Daten

 Unterstutzt das Léschen und Defragmentierung von Objekten

Betriebskosten

Der "FabricPool-Wirtschaftsrechner" Das unabhangige Unternehmen Evaluator Group
kann die Kosteneinsparungen fur Cold-Data-Storage vor Ort und in der Cloud projizieren.
Der Rechner bietet eine einfache Schnittstelle, mit der Sie die Kosten fur das Speichern
von selten genutzten Daten auf einer Performance-Tier ermitteln kdnnen, statt sie flr den
verbleibenden Lebenszyklus der Daten an ein Cloud-Tier zu senden. Die Berechnung
basiert auf einer 5-Jahres-Berechnung und ermittelt die Storage-Kosten Uber den
Zeitraum mit den vier zentralen Faktoren wie Quellkapazitat, Datenwachstum, Snapshot-
Kapazitat und Prozentsatz kalter Daten.

Schlussfolgerung

Der Weg in die Cloud unterscheidet sich zwischen Unternehmen, verschiedenen
Geschaftsbereichen oder sogar zwischen den Geschaftsbereichen innerhalb eines
Unternehmens. Einige entscheiden sich fur eine schnelle Einfihrung, andere hingegen
eher zurtckhaltend. FabricPool wird unabhangig von ihrer Gré3e und unabhangig von
der schnellen Einfuhrung der Cloud in die Cloud-Strategie von Unternehmen integriert
und demonstriert somit die Effizienz- und Skalierungsvorteile einer FlexPod Infrastruktur.

Wo Sie weitere Informationen finden

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr Uber die in
diesem Dokument beschriebenen Informationen zu erfahren:

» FabricPool Best Practices in sich vereint
"www.netapp.com/us/media/tr-4598.pdf"

* NetApp Produktdokumentation
"https://docs.netapp.com"

* TR-4036: Technische Spezifikation flr das FlexPod Datacenter

"https://www.netapp.com/us/media/tr-4036.pdf"
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FlexPod Datacenter for Hybrid Cloud with Cisco
CloudCenter and NetApp Private Storage — Design

Haseb Niazi, Cisco David Arnette, NetApp

Cisco Validated Designs (CVDs) bieten Systeme und Losungen, die entwickelt, getestet
und dokumentiert sind, um Kundenimplementierungen zu vereinfachen und zu
verbessern. Diese Designs umfassen eine breite Palette von Technologien und
Produkten in ein Portfolio von Losungen, die entwickelt wurden, um die geschaftlichen
Anforderungen der Kunden zu erfullen und sie vom Design bis zur Implementierung zu
begleiten.

"FlexPod Datacenter for Hybrid Cloud with Cisco CloudCenter and NetApp Private Storage — Design"
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