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Installation und Konfiguration

FlexPod fur OpenShift Container Platform 4 Bare-Metal-
Installation

"Fruher: Lésungskomponenten.”

Weitere Informationen zum Bare-Metal-Design, den Implementierungsdetails und der
Installation und Konfiguration von NetApp Astra Trident finden Sie unter FlexPod for
OpenShift Container Platform 4 "FlexPod mit OpenShift Cisco Validated Design and
Deployment Guide (CVD)". Dieses CVD deckt die Implementierung der FlexPod- und
OpenShift-Container-Plattform mit Ansible ab. Das CVD bietet auch detaillierte
Informationen zum Vorbereiten von Worker-Nodes, zur Astra Trident-Installation, zum
Storage-Backend und zu Storage-Klassenkonfigurationen. Diese sind die wenigen
Voraussetzungen fur die Implementierung und Konfiguration des Astra Control Center.

Die folgende Abbildung zeigt OpenShift Container Platform 4 Bare Metal auf FlexPod.
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FlexPod for OpenShift Container Platform 4 auf VMware-Installation

Weitere Informationen zur Bereitstellung der Red hat OpenShift-Container-Plattform 4 auf FlexPod mit VMware


https://docs.netapp.com/de-de/flexpod/hybrid-cloud/flexpod-rho-cvo-solution-components.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.html

vSphere finden Sie unter "FlexPod-Datacenter fur OpenShift-Container-Plattform 4".

Die folgende Abbildung zeigt FlexPod fir OpenShift Container Platform 4 auf vSphere.
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"Nachste Frage: Red hat OpenShift auf AWS"
Red hat OpenShift auf AWS
"Friher: FlexPod flr OpenShift Container Platform 4 Bare-Metal-Installation."
Ein separater selbst verwalteter OpenShift-Container-Plattform-4-Cluster wird auf AWS
als DR-Standort bereitgestellt. Die Master- und Worker-Nodes erstrecken sich auf drei
Verfligbarkeitszonen, um Hochverflgbarkeit zu gewahrleisten.
Instances (6) info
Q >
| m_:p_| b4 | | Clear filters
Name - Instance ID Instance state v Instance type v Availability Zone v Private IP a... ¥ Key name
ocpaws-vSBkn-master-0 i-0d2dB1¢ca91a54276d ® Running @& ms.xlarge us-east-1b 172.30.165.160 -
ocpaws-ySBkn-master-1 i-0b161945421d2a23¢ @ funning @& mb.xlarge us-east-1¢ 172.30.166.162 -
ocpaws-v5Ekn-master-2 i-0146a66521060ea59 @ Running  @Q m5.xlarge us-east-1a 172.30.164.209 -
ocpaws-vSBkn-worker-us-east-1a-2j80dj i-05e6efa18d136e842 @ Running  @Q ms.large us-east-1a 172.30.164.128 -
ocpaws-vSEkn-worker-us-gast-1b-Tnmbe i-0879a088b50d2d966 @ Running @& m5 large us-gast-1b 172.30.16593 -
ocpaws-v58kn-worker-us-east-1¢-96j6n i-0c24H3e2d701182¢ @ Running @ ms.large us-east-1c 172.30.166.51 -



https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_openshift_platform_4.html

[ec2-user@ip-172-30-164-92 ~]$ oc get nodes

NAME STATUS ROLES AGE VERSION
ip-172-30-164-128.ec2.internal Ready worker 29m v1.22.8+f34b40c
ip-172-30-164-209.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-165-160.ec2.internal Ready master 33m v1.22.8+£34b40c
ip-172-30-165-93.ec2.internal Ready worker 30m v1.22.8+f34b40c
ip-172-30-166-162.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-166-51.ec2.internal Ready worker 28m v1.22.8+£34b40c

OpenShift ist als bereitgestellter Einsatz "Privater Cluster" Zu einer vorhandenen VPC auf AWS. Ein privates
Cluster der OpenShift Container Platform weist keine externen Endpunkte auf und ist nur Uber ein internes
Netzwerk zuganglich und nicht fir das Internet sichtbar. Mit NetApp Cloud Manager wird eine NetApp Single-
Node Cloud Volumes ONTAP implementiert, die ein Storage-Back-End fur Astra Trident bietet.

Weitere Informationen zur Installation von OpenShift auf AWS finden Sie unter "OpenShift-Dokumentation”.

"Weiter: NetApp Cloud Volumes ONTAP."

NetApp Cloud Volumes ONTAP

"Friher: Red hat OpenShift auf AWS."

Die NetApp Cloud Volumes ONTAP Instanz ist auf AWS implementiert und dient als
Backend-Storage fir Astra Trident. Bevor Sie eine Cloud Volumes ONTAP
Arbeitsumgebung hinzufugen, muss ein Connector bereitgestellt werden. Der Cloud-
Manager fordert Sie auf, wenn Sie versuchen, die erste Cloud Volumes ONTAP-
Arbeitsumgebung ohne entsprechenden Connector zu erstellen. Informationen zur
Implementierung eines Connectors in AWS finden Sie unter "Einen Konnektor erstellen”.

Informationen zur Implementierung von Cloud Volumes ONTAP auf AWS finden Sie unter "Schnellstart fur
AWS".

Nach der Implementierung von Cloud Volumes ONTAP kénnen Sie Astra Trident installieren und das Storage-
Back-End und die Snapshot-Klasse auf dem OpenShift Container Platform Cluster konfigurieren.

"Als Nachstes: Astra Control Center-Installation auf OpenShift Container Platform."

Astra Control Center-Installation auf OpenShift Container
Platform

"Friher NetApp Cloud Volumes ONTAP."

Sie kdnnen Astra Control Center entweder auf OpenShift-Cluster auf FlexPod oder auf
AWS mit einem Cloud Volumes ONTAP-Storage-Backend installieren. In dieser Losung
wird Astra Control Center auf dem Bare-Metal-Cluster OpenShift implementiert.

Astra Control Center kann mit dem beschriebenen Standardprozess installiert werden "Hier" Oder Gber den
Red hat OpenShift OperatorHub. Astra Control Operator ist ein Red hat zertifizierter Operator. In dieser Losung


https://docs.openshift.com/container-platform/4.8/installing/installing_aws/installing-aws-private.html
https://docs.openshift.com/container-platform/4.8/installing/installing_aws/installing-aws-vpc.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/task-creating-connectors-aws.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-aws.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-aws.html
https://docs.netapp.com/us-en/astra-control-center/get-started/install_acc.html

wird Astra Control Center mit dem Red hat OperatorHub installiert.

Umgebungsanforderungen

» Astra Control Center unterstiutzt mehrere Kubernetes-Distributionen. Fir Red hat OpenShift sind die
unterstiitzten Versionen die Red hat OpenShift Container Platform 4.8 oder 4.9.

« Astra Control Center bendtigt zusatzlich zu den Anforderungen der Anwendungsressourcen der
Umgebung und des Endbenutzers folgende Ressourcen:

Komponenten Anforderungen

Storage-Back-End-Kapazitat Mindestens 500 GB verfugbar

Worker-Nodes Mindestens 3 Worker-Nodes mit 4 CPU-Kernen und
12 GB RAM

Vollstéandig qualifizierte Domanenname (FQDN)- Eine FQDN-Adresse fir Astra Control Center

Adresse

Astra Trident Astra Trident 21.04 oder hoher ist installiert und
konfiguriert

Eingangs-Controller oder Load-Balancer Konfigurieren Sie den Ingress-Controller so, dass

Astra Control Center mit einer URL oder einem Load-
Balancer zur Bereitstellung von IP-Adressen
bereitgestellt wird, die sich auf den FQDN beziehen

« Sie bendtigen eine bereits vorhandene private Bildregistrierung, in die Sie die Astra Control Center-Bilder
Ubertragen kdnnen. Sie missen die URL der Bildregistrierung angeben, in der Sie die Bilder hochladen.

@ Einige Images werden bei der Ausflihrung bestimmter Workflows entfernt und Container werden
bei Bedarf erstellt und zerstort.

 Astra Control Center erfordert, dass eine Storage-Klasse erstellt und als Standard-Storage-Klasse
eingestellt wird. Astra Control Center untersttitzt die folgenden ONTAP-Treiber von Astra Trident:

o ontap-nas
> ontap-nas-Flexgroup
o ontap-san

o ontap-san-Okonomie

@ Astra Trident ist in den implementierten OpenShift-Clustern mit einem ONTAP-Back-End
installiert und konfiguriert. AuRerdem wird eine Standard-Storage-Klasse definiert.

« Zum Klonen von Applikationen in OpenShift-Umgebungen muss das Astra Control Center OpenShift
erlauben, Volumes anzuhangen und die Eigentimerschaft von Dateien zu andern. Um die ONTAP
Exportrichtlinie zu andern, um diese Vorgange zu ermdglichen, fihren Sie die folgenden Befehle aus:



export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -superuser sys
export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -anon 65534

Wenn Sie eine zweite OpenShift-Betriebsumgebung als gemanagte Computing-Ressource

@ hinzufiigen mdchten, stellen Sie sicher, dass die Astra Trident Volume Snapshot-Funktion
aktiviert ist. Lesen Sie den offiziellen Abschnitt zum Aktivieren und Testen von Volume-
Snapshots mit Astra Trident "Astra Trident Anweisungen".

* A"VolumeSnapClass" Sollte auf allen Kubernetes-Clustern konfiguriert werden, von denen die
Applikationen gemanagt werden. Dazu kénnte auch der K8s-Cluster gehodren, auf dem Astra Control
Center installiert ist. Astra Control Center kann Anwendungen auf dem K8s-Cluster verwalten, auf dem es
ausgefuhrt wird.

Anforderungen fiir das Applikationsmanagement

* Lizenzierung. um Anwendungen mit Astra Control Center zu verwalten, bendtigen Sie eine Astra Control
Center-Lizenz.

* Namesaces. Ein Namespace ist die grofite Instanz, die von Astra Control Center als Anwendung verwaltet
werden kann. Sie kbnnen Komponenten anhand der Anwendungsbezeichnungen und benutzerdefinierten
Beschriftungen in einem bestehenden Namespace herausfiltern und als Anwendung eine Untermenge von
Ressourcen verwalten.

« StorageClass. Wenn Sie eine Anwendung mit einem explizit eingestellten StorageClass installieren und
die Anwendung klonen missen, muss das Zielcluster fur den Klonvorgang die urspringlich angegebene
StorageClass haben. Klonen einer Applikation, deren StorageClass explizit auf Cluster festgelegt ist, die
nicht dieselbe StorageClass aufweisen, schlagt fehl.

* Kubernetes-Ressourcen. Applikationen, die Kubernetes-Ressourcen nutzen, die nicht von Astra Control
erfasst sind, verfligen moglicherweise nicht Gber umfassende Datenmanagementfunktionen flr
Applikationen. Astra Control kann die folgenden Kubernetes-Ressourcen erfassen:

Kubernetes-Ressourcen

ClusterCole ClusterrollenBding Konfigmap
KundenressourcenDefinition Benutzerressource Kronjob

DemonSet Horizon PodAutoscaler Eindringen
BereitstellungConfig MutatingWebhook PersistentVolumeClaim
Pod PodDisruptionBudget PodTemplate
Netzwerkrichtlinie ReplicaSet Rolle
Rollenverschwarten Route Geheim

ValidierenWebhook

Installieren Sie Astra Control Center mit OpenShift OperatorHub

Das folgende Verfahren installiert Astra Control Center mithilfe des Red hat OperatorHub. In dieser L6sung ist
Astra Control Center auf einem Bare-Metal OpenShift Cluster installiert, das unter FlexPod ausgefiihrt wird.


https://docs.netapp.com/us-en/trident/trident-use/vol-snapshots.html
https://docs.netapp.com/us-en/trident/trident-use/vol-snapshots.html

1. Laden Sie das Astra Control Center Bundle herunter (astra-control-center-[version].tar.gz)
Vom "NetApp Support Website".

2. Laden Sie die .zip-Datei fir die Astra Control Center-Zertifikate und -Schlissel aus dem herunter "NetApp
Support Website".

3. Uberpriifen Sie die Signatur des Bundles.

openssl dgst -sha256 -verify astra-control-center|[version] .pub
-signature <astra-control-center|[version].sig astra-control-

center[version].tar.gz

4. Extrahieren Sie die Astra-Bilder.

tar -vxzf astra-control-center-[version].tar.gz

5. Wechseln Sie in das Astra-Verzeichnis.

cd astra-control-center-[version]

6. Fugen Sie die Bilder Ihrer lokalen Registrierung hinzu.

For Docker:
docker login [your registry path]OR
For Podman:

podman login [your registry path]

7. Verwenden Sie das entsprechende Skript, um die Bilder zu laden, die Bilder zu kennzeichnen und sie in
Ihre lokale Registrierung zu Ubertragen.

Far Docker:

export REGISTRY=[Docker registry path]
for astralImageFile in $(ls images/*.tar) ; do

# Load to local cache. And store the name of the loaded image trimming
the 'Loaded images: '

astralmage=$ (docker load --input S${astralImageFile} | sed 's/Loaded
image: //"'")
astraImage=$ (echo ${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.
docker tag ${astralImage} S$S{REGISTRY}/${astralmage}
# Push to the local repo.
docker push ${REGISTRY}/${astralmage}
done


https://mysupport.netapp.com/site/products/all/details/astra-control-center/downloads-tab
https://mysupport.netapp.com/site/products/all/details/astra-control-center/downloads-tab
https://mysupport.netapp.com/site/products/all/details/astra-control-center/downloads-tab

Fir Podman:

export REGISTRY=[Registry path]
for astraImageFile in $(ls images/*.tar) ; do
# Load to local cache. And store the name of the loaded image trimming

the 'Loaded images:

astralmage=$ (podman load --input ${astralmageFile} | sed 's/Loaded
image(s): //")
astralmage=$ (echo S${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.

podman tag ${astralmage} ${REGISTRY}/S${astralmage}
# Push to the local repo.

podman push ${REGISTRY}/${astralmage}

done

8. Melden Sie sich bei der Bare-Metal OpenShift Cluster Webkonsole an. Wahlen Sie im Mena ,Seite” die
Option ,,Operatoren” > ,OperatorHub®. Eingabe astra Um die aufzulisten netapp-acc-operator.

Red Hat

_— OponShift
Comtainer P

atform

o0 Administrator

Home OperatorHub

Opearators . o

Operatortiub

Imtaled Operalors

Workioads

Networking

@ netapp-acc-operator Ist ein zertifizierter Red hat OpenShift Operator und ist im
OperatorHub-Katalog aufgefthrt.

9. Wahlen Sie netapp-acc-operator Und klicken Sie auf Installieren.



netapp-acc-operator

MatApp

22 4 3 prowded by NeLADD
Install
Latest version Astra Contred is an application-aware data management solution that manages. protects and moves data-
2243 rich Kubermetes workdoads in both public clouds and on-premises
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leveraging NetApp's industry-leading data management technology for snapshots, backups, rephcation and
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FUR e How to deploy Astra Control

Decp lntight

- I Refer to Installation Procedure to deploy Astra Control Center using the Operator
= Documentation
Certified Refer to Astra Control Center Documentatron to complete the setup and start managing applicabons
p : MNOTE: The version listed under Laresr verzion on this page might not reflect the actual version of NetApp

Astra Control Center you are installing. The version in the file name of the Astra Control Center bundle that

you download from the NetApp Support Site is the version of Astra Control Center that will be nstalled

10. Wahlen Sie die entsprechenden Optionen aus, und klicken Sie auf Installieren.

OperatorHul *  Operator INCTalanomn

Install Operator

Irsstall o update channels Lo ke

Update channel * &

alpha
® sabie

Instaltation mode *
® All namezpaces on the cluster [(default)
Operator will be availlable in all Nanespaces
e ifie P ¢ on the cluste
This mode s not supported by this Operator
Installed Namespace =

@D retapp-acc-operator ( Operator recommanded) -

) Mamespace creation

NAMesEace HETAPD-B0C-Operaton coet notewst and will be creared

Update approval * @

Automatic

® Manual

@ Maniial approval applies to all operators in a namespace
instaling an operator with manual approval cawses of operators installed in name spoce netapp-acc-operator to function as mandal spproval
strategy. To aliow automatic approval. sl operators instalied in the namespace mest une sitomanc approval strategy

netapp-acc-operator
provicled by NetApp

Provided AP

=5 Astra Control Center

AstraontrolCenter it the Schema for

the astracontroleenters AP

11. Genehmigen Sie die Installation, und warten Sie, bis der Bediener installiert ist.




@ netapp-acc-operator
22.4.3 provided by NetApp &

Manual approval required

Review the manual install plan for operators acc-operatorv22.4.3. Once approved, the
following resources will be created in order to satisfy the reguirements for the
components specified in the plan. Click the rescurce name to view the rescurce in detail.

View installed Operators in Mamespace netapp-acc-operator

12. In dieser Phase ist der Bediener erfolgreich installiert und betriebsbereit. Klicken Sie auf Ansichtsverwalter,
um die Installation des Astra Control Centers zu starten.

@ netapp-acc-operator Q
22 4.3 provided by NetApp

Installed operator - ready for use

View Operator View installed Operators in Namespace netapp-acc-operator

13. Erstellen Sie vor der Installation von Astra Control Center das Pull Secret, um Astra-Bilder aus der Docker-
Registry, die Sie friiher verschoben haben, herunterzuladen.




o8 Admimnistrator

@ netapp-acc-operator

Search
AP Expllorer Provided APls

Events

(= Astra Control Canter

Crperatons

OperatorHub
Irestnlled Operaton i
L
Workloads
Description

How to deploy Astra Control

ConfigMaps oler 1 Procedure to deploy Aztia ol Cente

14. Damit Sie die Astra Control Center-Bilder von lhrer privaten Docker-Repo abrufen kdnnen, sollten Sie im
ein Geheimnis schaffen netapp-acc-operator Namespace. Dieser geheime Name wird in einem
spateren Schritt im Astra Control Center YAML-Manifest angegeben.
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Project netapp-acc-operator =

Create image pull secret
Image pull secrets let you authenticate against 3 private image registry,

Secret name *

astra-reglstry-cred

Unigue name of the new secret,
Authentication type
Image registry cradenuals

Registry server address *

For example quay.io ot dockerio

Username *

Email

abhinavd@netapp.com

© Add credentials

15. Wahlen Sie im Seitenmenu Operatoren > Installed Operators aus, und klicken Sie im Abschnitt
bereitgestellte APIs auf Create Instance.




RedHat
OpenShift

Container Platform

o8 Administrator

Home
Overview
Projects

Search

API Explorer Provided APls

Events
=% Astra Control Center

Operators AstraControlCenter is the Scham

OperatorHub

Instalied
-

16. Fullen Sie das Formular AstraControlCenter erstellen aus. Geben Sie den Namen, die Astra-Adresse und

die Astra-Version an.

Project netapp-acc-operater

% Administrator

» Create AstraControlCenter

Create AstraControlCenter

Operators
OperatorHub
Configure via  '® Form view YAML view
Installed Operators
Workloads ) Note: Some fields may not be represented in this form view. Please sefect "YAML view” for full control.
MNetworking Name *
Storage
Labels
Builds
Auto Support * »
Observe . .
Compute
Astra Address *

User Management

Admintstration

Geben Sie unter Astra Address die FQDN-Adresse fur Astra Control Center an. Diese
Adresse wird fur den Zugriff auf die Astra Control Center Webkonsole verwendet. Der FQDN
sollte auch in einem erreichbaren IP-Netzwerk auflésen und im DNS konfiguriert werden.

17. Geben Sie einen Kontonamen, eine E-Mail-Adresse, einen Administrator-Nachnamen ein, und behalten

12



Sie die standardmaRige Richtlinie zur Rlickgewinnung von Volumes bei. Wenn Sie einen Load Balancer
verwenden, setzen Sie den Ingress-Typ auf AccTraefik. Wahlen Sie andernfalls Generic fur aus

Ingress.Controller. Geben Sie unter Image Registry den Registry-Pfad fir das Container-Image und

den geheimen Schlissel ein.

A Qject netapp=acc=-operator -
2 Administrator oject netapp-acc-operata

Account Name *

Operators
Email *

OperatorHub
Installed Operators

Last Name

Workloads

Networking
) Volume Reclaim Policy

Storage

Builds Ingress Type

Compute Astra Kube Config Secret
User Management
Image Registry

Administration

Mame

Secret

In dieser Losung wird der Metallb Load Balancer eingesetzt. Daher ist der Eingangstyp
AccTraefik. Das Astra Control Center Trafik Gateway wird damit als Kubernetes Service des

Typ Load Balancer bereitgestellt.

18. Geben Sie den Vornamen des Administrators ein, konfigurieren Sie die Skalierung von Ressourcen und

stellen Sie die Storage-Klasse bereit. Klicken Sie auf Erstellen .

13



Operators

OperatorHub

Instafled Oparators

Workloads

DeploymentConfigs
StatefulSets
Secrets

gMaps

Image Ragistry

First Name

Astra Resources Scaler

Default -

Storage Class

Crds

Create o

AstraContrelCenters

Kind Status.

Cruate AstraConroilanter

Lant upclated]

@

19. Uberpriifen Sie, ob alle Systemkomponenten erfolgreich installiert wurden und alle Pods ausgefiihrt

werden.

root@abhinav-ansible# oc get pods -n netapp-acc-operator

NAME

RESTARTS AGE

acc-helm-repo-77745049b5-7zg2v

10m

acc-operator-controller-manager-5c656c44c6-tgnmn

13m

14

READY STATUS
1/1 Running 0
2/2 Running 0




activity-589c6d59f4-x2sfs

6m4s

api-token—-authentication-4g517j

5m26s

api-token-authentication-pzptd

5m27s

api-token-authentication-tbtg6

5m27s

asup-669df8d49-gps54

5m26s

authentication-5867c5f56f-dnpp2

3mb54s

bucketservice-85495bc475-5zcch

5mb55s

cert-manager-67f486bbc6-txhh6

9m5s
cert-manager-cainjector-75959db744-415p5
9m6s
cert-manager-webhook-765556b869-gowdf
9m6s

cloud-extension-5d595f85f-txrfl

5m27s
cloud-insights-service-674649567b-5s4wd
5m49s
composite-compute-60b58d48c69-46vhc
omlls
composite-volume-6d447£fd959-chnrt
5m27s

credentials-66668f8ddd-8gc5b

Tm20s
entitlement-fdofc5c58-wxnmh
6m20s
features-756bbb7c7c-rgcrm
5m26s

fluent-bit-ds-278pg

3m35s

fluent-bit-ds-5pgc6

3m35s

fluent-bit-ds-817cqg

3m35s

fluent-bit-ds-9gbft

3m35s

fluent-bit-ds-nj475

3m35s

fluent-bit-ds-x9pd8

3m35s

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running
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16

graphgl-server-698d6f4bf-kftwc
3m20s
identity-5d4f4c87c9-wjzbc
6m27s

influxdb2-0

9m33s

krakend-657d44bf54-8cb56

3m21ls

license-594bbdc-rghdg

6m28s
login-ui-6c65fbbbd4-jg8wz
3ml7s

loki-0

9m30s
metrics-facade-75575£69d7-hnlk6
6ml10s
monitoring-operator-65dff79cfb-z78vk
3md7s

nats-0

10m

nats-1

9m43s

nats-2

9m23s
nautilus-7bb469f857-4hlc6

6m3s

nautilus-7bb469f857-vz94m
4m42s

openapi-8586db4dbcd-gwwvf

5m4dls
packages-6bdb949cfb-nrg81l
6m35s
polaris-consul-consul-server-0
9m22s
polaris-consul-consul-server-1
9m22s
polaris-consul-consul-server-2
9m22s

polaris-mongodb-0

9m22s

polaris-mongodb-1

8m58s

polaris-mongodb-2

8m34s
polaris-ui-5df7687dbd-trcnf
3ml8s

1/1
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@ Jeder Pod sollte den Status ,laufen” aufweisen. Es kann mehrere Minuten dauern, bevor die
System-Pods implementiert sind.

20. Wenn alle Pods ausgefuhrt werden, fihren Sie den folgenden Befehl aus, um das einmalige Passwort
abzurufen. Prifen Sie in der YAML-Version der Ausgabe das status.deploymentState Feld flr den

bereitgestellten Wert, und kopieren Sie anschlieRend die status.uuid Wert: Das Passwort lautet AcC-
Anschlieend der UUID-Wert. (ACC-[UUID]).

root@abhinav-ansible# oc get acc -o yaml -n netapp-acc-operator

21. Navigieren Sie in einem Browser zur URL mithilfe des FQDN, den Sie bereitgestellt haben.

22. Melden Sie sich mit dem Standardbenutzernamen an. Dies ist die E-Mail-Adresse, die wahrend der
Installation angegeben wurde, und das einmalige Passwort ACC-[UUID].

Bl e ] v - O x

€& i Notsecure | Rips)/atcocp Migod.netapp.com,
F 2

N NetApp M Astra Control Center

Log In to NetApp Astra Control Center Ma nage - protect, a nd

sbhnas Jgmetape cam

E— ] migrate your Kubernetes
e | applications with just a few

clicks!

@ Wenn Sie dreimal ein falsches Kennwort eingeben, ist das Administratorkonto 15 Minuten
lang gesperrt.

23. Andern Sie das Passwort, und fahren Sie fort.
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M NetApp M Astra Control Center

Welcome to NetApp Astra Control Center Manage, protect, and

migrate your Kubernetes

applications with just a few

clicks!

UPDATE PASSWORD

Weitere Informationen zur Installation des Astra Control Center finden Sie im "Astra Control Center — Ubersicht
Uber die Installation" Seite.

Einrichten des Astra Control Center

Melden Sie sich nach der Installation von Astra Control Center in der Ul an, laden Sie die Lizenz hoch, fiigen
Sie Cluster hinzu, managen Sie den Storage und fiigen Sie Buckets hinzu.

1. Gehen Sie auf der Homepage unter Konto auf die Registerkarte Lizenz und wahlen Sie Lizenz hinzuftigen,
um die Astra-Lizenz hochzuladen.

{T) An Astra Control Center license was net found. Your Astra Control Center functionality i limited More information &
& ) { _iﬂ ? 1
:E‘ Dashboard
,ﬂ, Account
D Asniaiing Users Credentiala Motifications License Packages Connections

¥l Chusters
= ASTRA CONTROL CENTER LICENSE OVERVIEW

You have no active Astra Contrel Center license
= Backends

Nhen you receive your license, select Add license

0 suckets

m Haue e Ilcense‘
Select Add lcense to manually upload : s fite, More information [

ipload your evaluation loense Tik

T} Suppart

Astra Data Store licenses

+  Manually add lioense

2. Erstellen Sie vor dem Hinzufiigen des OpenShift-Clusters Uber die OpenShift-Webkonsole einen Astra
Trident Volume Snapshot. Die Klasse Volume Snapshot wird mit dem konfiguriert
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3.

4.
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csi.trident.netapp.io Treiber.

o€ Administrator Create VolumeSnapshotClass

Operators

Workloads

Networking

Storage

PersistentVolumes
PersistentVolumeClaims
StorageClasses
VolumeSnapshots
VolumeSnapshotClasses

VelumeSnapshotContents

Zum Hinzufligen des Kubernetes-Clusters wechseln Sie auf der Startseite zu Clusters und klicken auf
Kubernetes-Cluster hinzufligen. Laden Sie anschlieffend die hoch kubeconfig Datei fir den Cluster und
geben einen Namen fir die Anmeldeinformationen an. Klicken Sie Auf Weiter.

STEP 1/3: CREDENTIALS

_fa_ Add Kubernetes cluster

CREDENTIALS

Upload file Paste from clipboard

kubeconfig-noingress : onprem-ocp-bm

Die vorhandenen Speicherklassen werden automatisch erkannt. Wahlen Sie die Standard-Storage-Klasse
aus, klicken Sie auf Weiter und klicken Sie dann auf Cluster hinzufligen.



Eﬁ Add cluster STEP 2/3: STORAGE

STORAGE
i g -t . o
P " ity
 chofault torage class Storage provisioner
- oEpnAsaC-gold cELTg LN tapP.Ig

- aack m

Hinding mode Wigitsla

trrmadiate

5. Der Cluster wird in wenigen Minuten hinzugefligt. Um weitere Cluster der OpenShift Container Platform

hinzuzufiigen, wiederholen Sie die Schritte 1 bis 4.

Wenn Sie eine zusatzliche OpenShift-Betriebsumgebung als verwaltete Computing-
@ Ressource hinzufigen mdochten, sollten Sie den Astra Trident in die Umgebung einbinden

"VolumeSnapshotClass-Objekte" Werden definiert.

6. Um den Speicher zu verwalten, gehen Sie zu Backend, klicken Sie auf die drei Punkte unter Aktionen
gegen das Backend, das Sie verwalten mochten. Klicken Sie Auf Verwalten.

£ Backends

-+ Add
Mame & State Capacity Throughput Type
<190-chister 1) Drscovered Not avaitable yet Mot avadlable yet DOMNTAP 2.11.1
healthylife (53 Diee oot availablae yot Not available yet OMNTAR ©.11.1
singlecvoaws A Drscoversed Mot avalable yet HNot avallable yet ONTAF R11.

W Managed O Discovered E)

Cluster Cloud Actions
Mot applicable ot apphcabile
Manage
Mot applicabla not apphcabiln
Remove
Mot applicable Mot applcable

7. Geben Sie die ONTAP Zugangsdaten ein und klicken Sie auf Weiter. Uberpriifen Sie die Informationen,
und klicken Sie auf verwaltet. Die Back-Ends sollten wie im folgenden Beispiel aussehen.
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https://netapp-trident.readthedocs.io/en/latest/kubernetes/concepts/objects.html?highlight=VolumeSnapshotClass

= Backends
<+ Add = warch % Managed () Discovered
1-3 of 3 entnes
Mame 4 State Capacity Throughput Type Cluster Cloud Actions
c190-chuster <) Available - 0.4/0.64 Tifk: 3.8% hot available yet ONTAP 9.11.1 not applicable Mot applicable
healthylife =) Available _ 3.16/106.42 Tig: 4.5% Not availabila yet ONTAP S.71.1 Mot applicabis Mot applicable
singlecvoaws =) Avalable - 0,07/0.62 Tl 11.9% Kot available yet ONTAP 9.11.1 Not apphcable Mot applicable

8. Um Astra Control einen Bucket hinzuzufiigen, wahlen Sie Eimer aus, und klicken Sie auf Hinzufligen.

,& astra

] oashboard

5 Buckets
g Applications + Add
@ Clusters
MName 4 Descriptiaon State Type

£33 Backends

£ Account

[53 Activity

9. Wahlen Sie den Bucket-Typ aus und geben Sie den Bucket-Namen, den S3-Servernamen oder die IP-
Adresse und S3-Zugangsdaten an. Klicken Sie Auf Aktualisieren.

B edit bucket e

STORAGE BUCKET

@ eoiminG sTorAGE
HBUCKETS

Edit the access detads of your exsting ohject more bocket

- e - i
A awi-biicke!

Descrigtion (optional AL ub et LamAZON AW Com

Rake this bucket the default bucket for this cloud

SELECT CREDEMTIALS

astra Control reguires S5 actess credentials with the rofes necesiany 1o Iacilitate Kubernetes application data mansgement

Aded Use existing
Access T Secrel ey b
Credontial name
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@ In dieser Lésung werden AWS S3 und ONTAP S3 Buckets verwendet. Sie kdnnen auch
StorageGRID verwenden.

Der Bucket-Status sollte sich in einem ordnungsgemafen Zustand befinden.

[ Buckets

+  Add

Mame 4 Description State Type Actions
acc-aws-bucket <) Henlthy 5 Genedic s3

....... -bucket ) Detaun &n Prom 53 Bucket =) Healthy FW nictapp ONTAR 53

Im Rahmen der Kubernetes-Cluster-Registrierung mit Astra Control Center fiir applikationskonsistentes
Datenmanagement erstellt Astra Control automatisch Rollenbindungen und einen NetApp Monitoring
Namespace, mit dem Kennzahlen und Protokolle von den Applikations-Pods und den Worker-Nodes erfasst
werden. Nutzen Sie als Standard eine der unterstlitzten ONTAP-basierten Storage-Klassen.

Nach lhnen "Fligen Sie dem Astra Control Management einen Cluster hinzu", Sie kénnen Apps auf dem
Cluster installieren (auf3erhalb von Astra Control) und dann auf der Seite Apps in Astra Control die Apps und
ihre Ressourcen verwalten. Weitere Informationen zum Verwalten von Apps mit Astra finden Sie im
"Anforderungen fiir das Applikationsmanagement".

"Weiter: Ubersicht zur Lésungsvalidierung"
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