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Konfiguration

Software-Versionen

Die folgende Tabelle zeigt validierte Hardware- und Software-Versionen.

Schicht
Storage
Computing

Netzwerk

Datennetzwerk Storage-
Netzwerk

Hypervisor

Cloud-Provider

Gerat Bild
ONTAP 9.6P2

Version 4.0(4b)

NetApp AFF A300

Cisco UCS B200 M5
Blade Server mit Cisco
UCS VIC 1340

Cisco Nexus 6332-16UP  Version 4.0(4b)
Fabric Interconnect

Cisco Nexus 93180YC-EX Version 7.0(3)17(6)
Switch im Standalone-
Modus mit NX-OS

Cisco MDS 9148S Version 8.3(2)

VMware vSphere ESXi

6.7U2

VVMware vCenter Server

Amazon AWS S3

Kommentare

ESXi 6.7.0,13006603

VVCenter Server
6.7.0.30000, Build
13639309

Standard-S3-Bucket mit
Standardoptionen

Die grundlegenden Anforderungen fiir FabricPool sind in beschrieben "FabricPool-Anforderungen erfullt".
Nachdem alle grundlegenden Anforderungen erflllt sind, gehen Sie zur Konfiguration von FabricPool wie folgt

vor:

1. Installieren Sie eine FabricPool Lizenz.
2. Erstellen eines AWS S3-Objektspeicher-Buckets
3. Hinzufiigen einer Cloud-Tier zu ONTAP

4. Verbinden Sie die Cloud-Tier mit einem Aggregat.

5. Legen Sie die Tiering-Richtlinie fiir Volumes fest.

"Als Nachstes: Lizenz fur FabricPool installieren."

Installieren Sie die FabricPool Lizenz

Nachdem Sie eine NetApp Lizenzdatei erworben haben, kénnen Sie sie mit dem
OnCommand System Manager installieren. Gehen Sie wie folgt vor, um die Lizenzdatei

zu installieren:


https://docs.netapp.com/de-de/flexpod/hybrid-cloud/cloud-fabricpool_fabricpool_requirements.html

1. Klicken Sie Auf Konfigurationen.

2. Klicken Sie Auf Cluster.

3. Klicken Sie Auf Lizenzen.

4. Klicken Sie Auf Hinzuftigen.

5. Klicken Sie auf Dateien auswahlen, um eine Datei zu durchsuchen und auszuwéahlen.
6

. Klicken Sie Auf Hinzuflgen.

P oncommand system anoger o = o 0|4
Type: | All - Search all Objects

Licenses

E Dashboard Details |
Detere | 1) Refresh
Applications & Tiers  » = - 53 1
Y Entitiement Risk « T Description b I |
E Storage b (DEPRECATED;}-Cluster Base License ~MA- Instailed on & cluster =
Trusted Platform Module License NA- Mo License Available
i:'i Network 4
FabricPool License MA- Installed on a clister
Protection [ : -
NFS License 0 Medium risk
@ Events & |obs 4 CIFS Licerise | Add License Packages 1%
i X 15C5) License g
Configuration ol Enter comma separated license keys
= e FCP License %
Advanced Cluster
Setup SnapRestore License
. . Spaphrror License
Configuration
Updates FlexClone License
Cluster Update SnapWault License | i0:00
EhStar PaRis | Snaplock License | License Files L il
SVM Peers Browse to select a file... Choose Files
Cluster Expansion 9 License files are required for features that use capacity based licenses: Know more
Service Processor
Add: || Cancel |
High Availability . SEIELLA ST I T PO O L L VIS LR 10T e,

Licenses

Authentication

Flash Cache

Lizenzkapazitat
Sie kénnen die Lizenzkapazitat entweder mit der ONTAP CLI oder mit OnCommand System Manager
anzeigen. Fuhren Sie zum Anzeigen der lizenzierten Kapazitat den folgenden Befehl in der ONTAP CLI aus:

system license show-status

Fuhren Sie in OnCommand System Manager die folgenden Schritte aus:

1. Klicken Sie Auf Konfigurationen.
2. Klicken Sie Auf Lizenzen.

3. Klicken Sie auf die Registerkarte Details.



1 ONTAP System Manager ©@ ® T 0
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Die maximale Kapazitat und die aktuelle Kapazitat sind in der Zeile FabricPool-Lizenz aufgefihrt.

"Als Nachstes: AWS S3-Bucket erstellen"

AWS S3 Bucket erstellen

Buckets sind Objektspeicher-Container, in denen Daten gespeichert sind. Name und
Speicherort des Buckets, in dem Daten gespeichert werden, missen angegeben werden,
bevor sie zu einem Aggregat als Cloud-Tier hinzugefugt werden kdnnen.

@ Buckets kénnen nicht mit OnCommand System Manager, OnCommand Unified Manager oder
ONTAP erstellt werden.

FabricPool unterstiitzt den Anhang eines Buckets pro Aggregat, wie in der folgenden Abbildung dargestellt. Ein
einzelner Bucket kann mit einem einzelnen Aggregat verbunden werden, und ein einzelner Bucket kann mit
mehreren Aggregaten verbunden werden. Jedoch kann ein einzelnes Aggregat nicht an mehrere Buckets
angehangt werden. Obwohl ein einzelner Bucket an mehrere Aggregate in einem Cluster angeschlossen
werden kann, empfiehlt NetApp nicht, einen einzelnen Bucket an Aggregate in mehreren Clustern
anzuschlielRen.

Bedenken Sie bei der Planung einer Storage-Architektur, wie sich die Bucket-to-Aggregat-Beziehung auf die
Performance auswirken kann. Viele Objektspeicher-Provider legen eine maximal unterstiitzte Anzahl an IOPS
auf Bucket- oder Container-Ebene fest. Umgebungen, die maximale Performance erfordern, sollten mehrere
Buckets verwenden, um die Moglichkeit zu verringern, dass Objekt-Storage-IOPS-Einschrankungen die
Performance Uber mehrere FabricPool Aggregate beeintrachtigen konnten. Das AnschlieRen eines einzelnen
Buckets oder Containers an alle FabricPool-Aggregate in einem Cluster kénnte fir Umgebungen von Vorteil
sein, in denen eine Performance-Managebarkeit gegeniiber der Cloud-Tier wichtig ist.
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Erstellen eines S3-Buckets

1. Geben Sie in der AWS Management-Konsole von der Startseite aus S3 in die Suchleiste ein.

2. Wabhlen Sie in der Cloud skalierbaren S3-Storage aus.

Resource Groups v *

History ' .

S3 o3

1AM Scalable Storage in the Cloud
Billing S3 Glacier

Archive Storage in the Cloud
Console Home

3. Wahlen Sie auf der S3-Startseite die Option Create Bucket aus.

4. Geben Sie einen DNS-konformen Namen ein, und wahlen Sie die Region aus, die zum Erstellen des
Buckets dienen soll.



Create bucket

Name and region
Bucket name

flexpod-fp-bk-1

US East (Ohio)

Copy settings from an existing bucket

nal}4 Buckets

= -

5. Klicken Sie auf Erstellen, um den Objektspeicher-Bucket zu erstellen.

"Als Nachstes: Cloud-Tier zu ONTAP hinzufligen"

Hinzufugen einer Cloud-Tier zu ONTAP

Bevor ein Objektspeicher an ein Aggregat angehangt werden kann, muss er zu ONTAP
hinzugefligt und von ihm identifiziert werden. Dieser Vorgang kann mit OnCommand
System Manager oder der ONTAP CLI abgeschlossen werden.

FabricPool unterstiitzt Amazon S3, IBM Object Cloud Storage und Microsoft Azure Blob Storage-
Objektspeicher als Cloud-Tiers.

Sie bendtigen die folgenden Informationen:

* Servername (FQDN), z. B. s3.amazonaws.com
 Zugriffsschlissel-ID
* Geheimer Schlussel

» Container-Name (Bucket-Name)



OnCommand System Manager

Um eine Cloud-Ebene mit OnCommand System Manager hinzuzufugen, gehen Sie wie folgt vor:

1.

o o0 A WODN

Starten Sie den OnCommand System Manager.

. Klicken Sie Auf Storage.

. Klicken Sie Auf Aggregate & Disks.

. Klicken Sie Auf Cloud Tiers.

. Wahlen Sie einen Objektspeicheranbieter aus.

. Flllen Sie die Textfelder aus, die fiir den Objektspeicheranbieter erforderlich sind.

Geben Sie im Feld Container-Name den Bucket- oder Containernamen des Objektspeichers ein.

. Klicken Sie auf Save and Attach Aggregates.

Add Cloud Tier 9 ]

Cloud tiers/ object stores are used to store infrequently-accessed data. Learn mare

Cloud Tier Provider u.%_.j?i"‘ Amazon 53
L) A

Type Amazon 53 2
Mame aw*:__i nfra_f_;:u_l;u k1
Senier NMame (FODN) | s3.amazo Naws.com
Arcess Key ID

Secret Key
(_'i) Container Name | flexpod-fp-bkt-1

[I} Encryption Enabled

CLI VON ONTAP

Geben Sie die folgenden Befehle ein, um mit der ONTAP CLI eine Cloud-Tier hinzuzufligen:



object-store config create
-object-store-name <name>
-provider-type <AWS>

-port <443/8082> (AWS)
-server <name>
-container-name <bucket-name>
-access-key <string>
-secret-password <string>
-ssl-enabled true

-ipspace default

"Als Nachstes: Cloud-Tier an ein ONTAP Aggregat anschlief3en."

Cloud-Tier mit einem ONTAP Aggregat verbinden

Nachdem ein Objektspeicher von ONTAP hinzugefugt und von ihm identifiziert wurde,
muss er an ein Aggregat angehangt werden, um eine FabricPool zu erstellen. Dieser
Schritt kann entweder mit OnCommand System Manager oder mit der ONTAP CLI
abgeschlossen werden.

Mit einem Cluster kann mehrere Objektspeichertypen verbunden werden. Mit jedem Aggregat kann jedoch nur

ein Objektspeichertyp verbunden werden. So kann beispielsweise ein Aggregat Google Cloud verwenden, ein
anderes Aggregat Amazon S3 verwenden, aber an beide kann kein Aggregat angeschlossen werden.

@ Das Hinzufligen eines Cloud Tier zu einem Aggregat ist eine dauerhafte Aktion. Eine Cloud-
Ebene kann nicht von einem Aggregat, an das sie angeschlossen wurde, aufgehoben werden.

OnCommand System Manager

Gehen Sie wie folgt vor, um ein Cloud-Tier mit OnCommand System Manager an ein Aggregat anzuhangen:

1. Starten Sie den OnCommand System Manager.
2. Klicken Sie Auf Applikationen Und Tiers.



Dashboard

Applications & Tiers »

Storage »

Network »

3. Klicken Sie Auf Storage Tiers.
4. Klicken Sie auf ein Aggregat.

5. Klicken Sie auf Aktionen und wahlen Sie Cloud Tier anhangen.

+ More Actions C A
Status 4

Add Capacity

Mirror

Volume Move

Attach Cloud Tier

6. Wahlen Sie eine Cloud-Tier.

7. Anzeigen und Aktualisieren der Tiering-Richtlinien fiir die Volumes im Aggregat (optional) StandardmaRig
wird die Tiering-Richtlinie fir Volumes nur als Snapshot festgelegt.

8. Klicken Sie auf Speichern .

CLI VON ONTAP

Fuhren Sie die folgenden Befehle aus, um ein Cloud-Tier mit einem Aggregat Gber die ONTAP-CLI
anzuhangen:



storage aggregate object-store attach
—aggregate <name>
-object-store-name <name>

Beispiel:

storage aggregate object-store attach -aggregate aggrl -object-store-name
- aws_infra fp bk 1

"Weiter: Legen Sie eine Volume-Tiering-Richtlinie fest."

Legen Sie eine Volume-Tiering-Richtlinie fest

Standardmafig verwenden Volumes die Tiering-Richtlinie ,Keine Volumes®. Nach der
Erstellung eines Volumes kann die Tiering-Richtlinie des Volumes mithilfe von
OnCommand System Manager oder der ONTAP CLI geandert werden.

In Verbindung mit FlexPod bietet FabricPool drei Volume Tiering-Richtlinien: Automatisch, nur Snapshot und
keine.

* Auto

> Alle ,kalten® Blocke im Volume werden in den Cloud-Tier verschoben. Angenommen, das Aggregat
wird zu mehr als 50 % genutzt, es dauert etwa 31 Tage, bis inaktive Blocke kalt werden. Die
automatische Kuhldauer kann mit dem zwischen 2 Tagen und 63 Tagen eingestellt werden tiering-
minimum-cooling-days Einstellung.

> Wenn selten genutzte, ,kalte” Blocke in einem Volume mit einer auf ,Auto” eingestellten Tiering-
Richtlinie zuféllig gelesen werden, werden sie ,heil3“ und in die Performance-Tier geschrieben.

o Wenn selten genutzte, ,kalte” Blocke in einem Volume mit einer auf ,Auto” festgelegten Tiering-
Richtlinie sequenziell gelesen werden, bleiben sie ,kalt* und verbleiben auf der Cloud-Tier. Sie werden
nicht in die Performance-Tier geschrieben.

* Nur Snapshot

o Kalte® Snapshot Blocke im Volume, die nicht mit dem aktiven Filesystem gemeinsam genutzt werden,
werden in die Cloud-Tier verschoben. Angenommen, dass das Aggregat zu mehr als 50 % genutzt
wird, dauert es etwa 2 Tage, bis inaktive Snapshot-Blécke kalt werden. Die reine Snapshot-Kuhldauer
kann mit dem von 2 bis 63 Tagen angepasst werden tiering-minimum-cooling-days Einstellung.

o Wenn selten genutzte, ,kalte” Blocke in einem Volume mit einer Snapshot-basierten Tiering-Richtlinie
gelesen werden, werden sie ,heil* und auf die Performance-Tier geschrieben.

» Keine (Standard)

> Volumes, die fir die Verwendung von ,Keine“ als Tiering-Richtlinie festgelegt sind, verlagern selten
genutzte Daten nicht auf die Cloud-Tier.

> Wenn Sie die Tiering-Richtlinie auf ,Keine“ setzen, wird ein neues Tiering verhindert.

o Daten, die zuvor in das Cloud-Tier verschoben wurden, verbleiben im Cloud-Tier, bis sie haufig
verflgbar sind. Daten werden automatisch zurtick in die Performance-Tier verschoben.



OnCommand System Manager

Um die Tiering-Richtlinie eines Volumes mithilfe von OnCommand System Manager zu andern, fihren Sie die
folgenden Schritte aus:

1. Starten Sie den OnCommand System Manager.

2. Wahlen Sie ein Volume aus.

3. Klicken Sie auf Weitere Aktionen, und wahlen Sie Tiering Policy andern aus.

4. Wahlen Sie die Tiering-Richtlinie aus, die auf das Volume angewendet werden soll.

5. Klicken Sie auf Speichern .

Select the tiering policy that vou want to zpply for the selected volume,

Volume Name Tiering Policy

affa3..._fo_1 auto

Tiering Policy IE |"|
snapshot-only y and tiering policies.
none
auto
all

Save Cancel

CLI VON ONTAP

Um die Tiering-Richtlinie eines Volumes mithilfe der ONTAP CLI zu andern, fuihren Sie den folgenden Befehl
aus:

volume modify -vserver <svm name> -volume <volume name>
-tiering-policy <auto|snapshot-onlyl|all|none>

"Weiter: Legen Sie die Mindestkuhltage fir das Volume Tiering fest."

Legen Sie fur das Volume Tiering mindestens die Kuhltage
fest

Der tiering-minimum-cooling-days Die Einstellung legt fest, wie viele Tage vor
dem Verlegen inaktiver Daten auf einem Volume mithilfe der Richtlinie ,Auto” oder ,nur
Snapshots” als ,kalt* eingestuft werden mussen und fur das Tiering geeignet sind.
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Automatisch

Der Standardwert tiering-minimum-cooling-days Die Einstellung fir die Auto-Tiering-Richtlinie betragt
31 Tage.

Da die Blocktemperaturen durch Lesevorgange heil® bleiben, kann eine Erhéhung dieses Werts die Menge der
Daten reduzieren, die fur Tiers geeignet sind, und die in der Performance-Tier aufzubewahren sind.

Wenn Sie diesen Wert ab den Standardwerten von 31 Tagen verringern mochten, beachten Sie, dass die
Daten nicht mehr aktiv sein sollten, bevor Sie als ,kalt* markiert werden. Zum Beispiel, wenn eine mehrtagige
Arbeitsbelastung erwartet wird, um eine erhebliche Anzahl von Schreibvorgangen am Tag 7, das Volumen
durchzuflihren tiering-minimum-cooling-days Die Einstellung sollte nicht niedriger als 8 Tage sein.

Objekt-Storage ist kein transaktionsorientierter ahnlicher Datei- oder Block-Storage.

@ Anderungen an Dateien, die als Objekte in Volumes mit GibermaRig aggressiven
Mindestkuhltagen gespeichert werden, kdnnen zur Erstellung neuer Objekte, zur
Fragmentierung vorhandener Objekte und zur Ergdnzung von Storage-Ineffizienzen fuhren.

Nur Snapshot

Der Standardwert tiering-minimum-cooling-days Die Einstellung fur die reine Snapshot Tiering-
Richtlinie betragt 2 Tage. Ein Minimum von zwei Tagen gibt zusatzliche Zeit fiir Hintergrundprozesse, um
maximale Storage-Effizienz zu gewahrleisten und verhindert, dass tagliche Datensicherungsprozesse vom
Cloud-Tier aus die Daten lesen mussen.

CLI VON ONTAP

Um die eines Volumens zu andern tiering-minimum-cooling-days Fuhren Sie den folgenden Befehl
aus, indem Sie die ONTAP-CLI verwenden:

volume modify -vserver <svm name> -volume <volume name> -tiering-minimum

-cooling-days <2-63>

Die erweiterte Berechtigungsebene wird erforderlich.

Durch Andern der Tiering-Richtlinie zwischen ,Auto“ und ,nur Snapshot“ (oder umgekehrt) wird
die Inaktivitatsdauer von Blocken auf der Performance-Tier zurlickgesetzt. Bei einem Volume,

@ das die Auto-Volume-Tiering-Richtlinie verwendet und Daten auf der Performance-Tier, die 20
Tage inaktiv war, wird die Performance-Tier-Dateninaktivitat auf O Tage zuriickgesetzt, wenn die
Tiering-Richtlinie nur Snapshot lautet.
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