NetApp Cloud Insights fur FlexPod
FlexPod

NetApp
October 30, 2025

This PDF was generated from https://docs.netapp.com/de-de/flexpod/hybrid-cloud/cloud-
insights_netapp_cloud_insights_for_flexpod.html on October 30, 2025. Always check docs.netapp.com

for the latest.



Inhalt

NetApp Cloud Insights fiir FlexPod
TR-4868: NetApp Cloud Insights fir FlexPod
Mehrwert flir den Kunden
Anwendungsfalle
Zielgruppe
Der Netapp Architektur Sind
Lésungstechnologie
Architekturdiagramm
Hardwareanforderungen
Softwareanforderungen
Einzelheiten zum Anwendungsfall
Designiberlegungen
Implementieren Sie Cloud Insights fur FlexPod
Melden Sie sich flr den NetApp Cloud Insights Service an
Erstellen Sie eine virtuelle VMware-Maschine, die als Erfassungseinheit konfiguriert werden soll
Installieren Sie Red Hat Enterprise Linux
Erstellen Sie im Cloud Insights-Portal eine Erfassungseinheit, und installieren Sie die Software
Flgen Sie das Uberwachte Storage-System vom FlexPod Datacenter zu Cloud Insights hinzu
Anwendungsfalle
Active 1Q Integration
Videos und Demos
Weitere Informationen

GO oA DNDWWOWNNN--S & & 4o

N N = A a
g A N O O W N



NetApp Cloud Insights fur FlexPod
TR-4868: NetApp Cloud Insights fur FlexPod

Alan Cowles, NetApp

nlllnl'lt
CISCO

Die in diesem technischen Bericht detaillierte Losung ist die Konfiguration des NetApp
Cloud Insights Service zur Uberwachung des NetApp AFF A800 Storage-Systems mit
NetApp ONTAP, das als Teil einer FlexPod Datacenter-Losung implementiert wird.

In Zusammenarbeit mit:

Mehrwert fiir den Kunden

Die hier vorgestellte Losung bietet Kunden, die an einer umfassenden Monitoring-Lésung fiir ihre Hybrid
Cloud-Umgebungen interessiert sind und in der ONTAP als primares Storage-System implementiert wird. Dies
umfasst FlexPod Umgebungen, die AFF und FAS Storage-Systeme von NetApp nutzen.

Anwendungsfalle

Diese Losung trifft auf folgende Anwendungsfalle zu:

* Unternehmen, die verschiedene Ressourcen und Auslastung in ihrem ONTAP Storage-System
Uberwachen mochten, werden als Teil einer FlexPod Lésung implementiert.

* Unternehmen, die Probleme beheben und die Bearbeitungszeit fir Vorfalle verkirzen méochten, die in ihrer
FlexPod Lésung auf ihren AFF- oder FAS-Systemen auftreten.

* Unternehmen, die an Kostenoptimierungen interessiert sind, darunter individuelle Dashboards, die
detaillierte Informationen zu verschwendeten Ressourcen bereitstellen und in denen sich
Kosteneinsparungen in ihrer FlexPod-Umgebung — einschlielRlich ONTAP — realisieren lassen.

Zielgruppe
Die Zielgruppe fur die Losung umfasst die folgenden Gruppen:

* IT-Fihrungskrafte und diejenigen, die mit Kostenoptimierung und Business Continuity zu tun haben.
» Loésungsarchitekten, die fir Datacenter- oder Hybrid-Cloud-Design und -Management interessieren

 Technical Support Engineers, die fir die Fehlersuche und die Problembehebung verantwortlich sind.

Sie kénnen Cloud Insights so konfigurieren, dass mehrere nitzliche Datentypen zur Unterstlitzung von
Planung, Fehlerbehebung, Wartung und Sicherstellung der Business Continuity verwendet werden kénnen.
Durch die Uberwachung der FlexPod Datacenter-Lésung mit Cloud Insights und die Darstellung der
aggregierten Daten in leicht verdaubaren angepassten Dashboards. Es ist nicht nur moglich, vorherzusagen,
wann Ressourcen in einer Implementierung skaliert werden missen, um den Anforderungen zu entsprechen,
sondern auch, um spezielle Applikationen oder Storage Volumes zu identifizieren, die innerhalb des Systems
Probleme verursachen. Dadurch wird sichergestellt, dass die zu Uberwachende Infrastruktur planbar ist und
die Anforderungen erflllt, sodass ein Unternehmen definierte SLAs einhalten und die Infrastruktur nach Bedarf



skalieren kann. So werden Verschwendung und zusatzliche Kosten vermieden.

Der Netapp Architektur Sind

In diesem Abschnitt beschaftigen wir uns mit der Architektur einer konvergenten FlexPod
Datacenter Infrastruktur, einschlieBlich eines NetApp AFF A800 Systems, das von Cloud
Insights Uberwacht wird.

Losungstechnologie

Eine FlexPod Datacenter Losung umfasst die folgenden Mindestkomponenten, um eine hochverfligbare, leicht
skalierbare, validierte und unterstitzte konvergente Infrastrukturumgebung bereitzustellen.

« Zwei NetApp ONTAP Storage-Nodes (ein HA-Paar)

» Zwei Cisco Nexus Datacenter Netzwerk-Switches

« Zwei Cisco MDS Fabric Switches (optional flir FC-Implementierungen)

» Zwei Cisco UCS Fabric Interconnects

+ Ein Cisco UCS Blade Chassis mit zwei Cisco UCS Blade Servern der B-Serie

Oder
» Zwei Cisco UCS C-Series Rack-Server

Damit Cloud Insights Daten sammeln kann, muss ein Unternehmen eine Erfassungseinheit als virtuelle oder
physische Maschine entweder innerhalb seiner FlexPod-Datacenter-Umgebung oder an einem Ort
bereitstellen, an dem die IT-Abteilung die Komponenten kontaktieren kann, von denen sie Daten erfassen. Sie
kénnen die Software Acquisition Unit auf einem System installieren, auf dem mehrere untersttitzte Windows-
oder Linux-Betriebssysteme ausgefuhrt werden. In der folgenden Tabelle sind die Lésungskomponenten fur
diese Software aufgefiihrt.

Betriebssystem Version

Microsoft Windows 10

Microsoft Windows Server 2012, 2012 R2, 2016, 2019
Red Hat Enterprise Linux 7.2-7.6

CentOS 72-76

Oracle Enterprise Linux 7.5

Debian 9

Ubuntu 18.04 LTS

Architekturdiagramm

Die folgende Abbildung zeigt die Lésungsarchitektur.
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Hardwareanforderungen

In der folgenden Tabelle werden die Hardwarekomponenten aufgefihrt, die fir die Implementierung der
Lésung erforderlich sind. Je nach den Anforderungen des Kunden kdnnen die tatsachlich in einer konkreten
Implementierung dieser Losung eingesetzten Hardwarekomponenten abweichen.

Trennt Menge
Cisco Nexus 9336C-FX2 2
Cisco UCS 6454 Fabric Interconnect 2
Cisco UCS 5108 Blade-Chassis 1

Cisco UCS 2408 Fabric Extender
Cisco UCS B200 M5 Blades
NetApp AFF A800

N NN

Softwareanforderungen

In der folgenden Tabelle werden die Softwarekomponenten aufgefihrt, die fur die Implementierung der Lésung
erforderlich sind. Je nach den Anforderungen des Kunden kénnen die in einer konkreten Implementierung
dieser Lésung verwendeten Softwarekomponenten abweichen.



Software Version

Cisco Nexus-Firmware 9.3 (5)

Cisco UCS Version 4.1(2a)

NetApp ONTAP-Version 9.7

NetApp Cloud Insights-Version September 2020, Basic
Red Hat Enterprise Linux 7.6

VMware vSphere 6.7U3

Einzelheiten zum Anwendungsfall

Diese Losung trifft auf folgende Anwendungsfalle zu:
* Analyse der Umgebung mit den Daten, die dem digitalen Berater von NetApp Active IQ zur Bewertung der
Risiken von Storage-Systemen bereitgestellt werden, und Empfehlungen zur Storage-Optimierung

» Fehlerbehebung im in einem in einem FlexPod Datacenter implementierten ONTAP Storage-System durch
Uberpriifung der Systemstatistiken in Echtzeit

+ Generierung benutzerdefinierter Dashboards zur einfachen Uberwachung spezifischer Interessenbereiche
fur die in einer konvergenten FlexPod Datacenter Infrastruktur implementierten ONTAP Storage-Systeme

Designuberlegungen

Die FlexPod Datacenter Lésung ist eine von Cisco und NetApp entwickelte konvergente
Infrastruktur, die eine dynamische, hochverfugbare und skalierbare Datacenter-
Umgebung fur die Ausfiihrung von Enterprise Workloads bietet. Computing- und
Netzwerkressourcen in der Losung werden von den Produkten Cisco UCS und Nexus
bereitgestellt, und die Storage-Ressourcen werden vom ONTAP Storage-System
bereitgestellt. Das Losungsdesign wird regelmaliig erweitert, wenn aktualisierte
Hardware- oder Software- und Firmware-Versionen verfugbar sind. Diese Details sowie
Best Practices fur Losungsdesign und -Implementierung werden in Dokumenten mit
Cisco Validated Design (CVD) oder NetApp Verified Architecture (NVA) festgehalten und
regelmafig veroffentlicht.

Das aktuelle CVD-Dokument mit Details zum Design der FlexPod Datacenter Lésung ist verfligbar "Hier".

Implementieren Sie Cloud Insights fiur FlexPod
Zum Bereitstellen der Losung mussen Sie die folgenden Aufgaben ausfuhren:

1. Melden Sie sich fir den Cloud Insights Service an

2. Erstellen Sie eine virtuelle VMware-Maschine (VM), die als Erfassungseinheit konfiguriert werden soll
3. Installieren Sie den Red hat Enterprise Linux-Host (RHEL)

4. Erstellen Sie im Cloud Insights-Portal eine Erfassungseinheit, und installieren Sie die Software

5

. Fligen Sie das Uberwachte Storage-System vom FlexPod Datacenter zu Cloud Insights hinzu.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_vmware_vs_7_design.html

Melden Sie sich fiir den NetApp Cloud Insights Service an

So melden Sie sich fir den NetApp Cloud Insights Service an:

1. Gehen Sie zu "https://cloud.netapp.com/cloud-insights"

2. Klicken Sie auf die Schaltflache in der Mitte des Bildschirms, um die 14-Tage-Testversion zu starten. Oder
melden Sie sich Uber den Link oben rechts an, um sich bei einem bestehenden NetApp Cloud Central
Konto anzumelden.

Erstellen Sie eine virtuelle VMware-Maschine, die als Erfassungseinheit
konfiguriert werden soll

Gehen Sie wie folgt vor, um eine VMware VM zu erstellen, die als Erfassungseinheit konfiguriert werden soll:

1. Starten Sie einen Webbrowser, und melden Sie sich bei VMware vSphere an, und wahlen Sie den Cluster
aus, der eine VM hosten soll.

2. Klicken Sie mit der rechten Maustaste auf diesen Cluster, und wahlen Sie im Menu die Option Create A
Virtual Machine aus.

Tl Add Hosts_..

1 New Virtual Machine...

¥ New Resource Pool..

1# Deploy OVF Template...

EE New vApp...
Storage 3
Host Profiles -
Edit Default WM Compatibility...

G+ Assign License...

Settings

3. Klicken Sie im Assistenten fir neue virtuelle Maschinen auf Weiter.

4. Geben Sie den Namen der VM an, und wahlen Sie das Datacenter aus, in das sie installiert werden soll,
und klicken Sie dann auf Weiter.

5. Wahlen Sie auf der folgenden Seite das Cluster, die Nodes oder die Ressourcengruppe aus, fur die Sie die
VM installieren mochten, und klicken Sie dann auf Weiter.

6. Wahlen Sie den gemeinsam genutzten Datenspeicher aus, der lhre VMs hostet, und klicken Sie auf Weiter.

7. Vergewissern Sie sich, dass der Kompatibilitaitsmodus fiir die VM auf festgelegt ist ESXi 6.7 or later
Und klicken Sie auf Weiter.

8. Wahlen Sie Guest OS Family Linux, Guest OS Version: Red hat Enterprise Linux 7 (64-Bit).


https://cloud.netapp.com/cloud-insights

Select a guest OS5

Choose the guest OS5 that will be installed on the virtual machine

Identifying the guest operating system here allows the wizard to provide the appropriate

defaults for the operating system installation.

Guest O5 Family: ILinle j

Guest OS Version: | Red Hat Enterprise Linux 7 (64-bit)

Compatibility: ESXi 6.7 and later (VM version 14)

CANCEL BACK NEXT

9. Die nachste Seite ermdglicht die Anpassung der Hardwareressourcen auf der VM. Fir die Cloud Insights-
Erfassungseinheit sind die folgenden Ressourcen erforderlich: Klicken Sie nach Auswahl der Ressourcen
auf Weiter:

a. Zwei CPUs
b. 8 GB RAM
c. 100 GB Festplattenspeicher

d. Ein Netzwerk, das Uber eine SSL-Verbindung am Port 443 Ressourcen im FlexPod-Datacenter und
dem Cloud Insights-Server erreichen kann.

e. Ein ISO-Image der ausgewahlten Linux-Distribution (Red hat Enterprise Linux) zum Booten von.



Customize hardware

Configure the virtual machine hardware

Virtual Hardware VM Options

» CPUT

Memory *

New Hard disk *

New 5CS5/ controller *

New Network *

New CD/DVD Drive *

» Videocard ®

VMCI device

’ ADD NEW DEVICE I

2 (¥ ﬂ N—
8 j GB
100 GE -

YWMware Paravirtual

W_Metwork v Connect...

¥ connect. .
Datastore 150 File

Specify custom settings

Device on the virtual machine PCI bus that
provides suppart for the virtual machine

communication interface | W

Compatibility: ESXi 6.7 and later (%YM version 14)

CANCEL BACK NEXT

10. Uberprifen Sie zum Erstellen der VM auf der Seite bereit zum AbschlieRen die Einstellungen, und klicken

Sie auf Fertig stellen.

Installieren Sie Red Hat Enterprise Linux

So installieren Sie Red hat Enterprise Linux:

1. Schalten Sie die VM ein, klicken Sie auf das Fenster, um die virtuelle Konsole zu starten, und wahlen Sie
dann die Option zum Installieren von Red hat Enterprise Linux 7.6 aus.



Red Hat Enterprise Linux 7.6

Install Red Hat Enterprise Linux 7.6
Test this media & install Red Hat Enterprise Linux 7.6

Troubleshoot ing

2. Wahlen Sie die gewlunschte Sprache aus, und klicken Sie auf Weiter.

Die nachste Seite ist die Zusammenfassung der Installation. Die Standardeinstellungen sollten fir die
meisten dieser Optionen akzeptabel sein.

3. Sie mussen das Storage-Layout anpassen, indem Sie die folgenden Optionen durchflhren:

a. Um die Partitionierung flr den Server anzupassen, klicken Sie auf Installationsziel.

b. Bestatigen Sie, dass die VMware Virtual Disk mit 100 gib mit einem schwarzen Hakchen ausgewahlt
ist, und aktivieren Sie das Optionsfeld | will Configure Partitioning.



Device Selection
Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's
"Begin Installation" button.
Local Standard Disks

100 GiB

VMware Virtual disk

sda / 100 GiB free
Disks left unselected here will not be touched.

Specialized & Network Disks
| @
Add a disk...

Disks left unselected here will not be touched.

Other Storage Options
Partitioning
() Automatically configure partitioning.  (®) | will configure partitioning.

| would like to make additional space available

Full disk summary and boot loader... 1 disk selected; 100 GiB capacity; 100 GiB free Refresh...

c. Klicken Sie Auf Fertig.

Es wird ein neues Menu angezeigt, in dem Sie die Partitionstabelle anpassen kénnen. Jeweils 25 GB
widmen /opt/netapp Und /var/log/netapp. Sie konnen dem System den Rest des Storage

automatisch zuweisen.



MANUAL PARTITIONING

Done

-~ New Red Hat Enterprise Linux 7.6

Installation
/var/log/netapp 25 GiB
rhel-var_log_netapp
/boot 1024 MiB
sdal
/ 40 GiB
rhel-root
swap 8064 MiB
rhel-swap

4 - ¢

TOTAL SPACE

AVAILABLE SPACE
1140.97 MiB | 100 GiB

1 storage device selected

RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

rhel-opt_netapp

Mount Point:
/opt/netapp

Desired Capacity:
25 GiB

Device Type:

LVM D Encrypt

File System:

xfs - v Ref

Label:

a. Um zur Installationstbersicht zurlickzukehren, klicken Sie auf ,Fertig"“.

4. Klicken Sie auf Netzwerk und Hostname.

10

a. Geben Sie einen Hostnamen flir den Server ein.

Device(s):

VMware Virtual disk (sda)

Volume Group

rhel 4096 KiB free) -
Modify...
Name:
opt_netapp
Reset All

b. Schalten Sie den Netzwerkadapter ein, indem Sie auf die Schieberegler-Schaltflache klicken. Wenn
DHCP (Dynamic Host Configuration Protocol) in lnrem Netzwerk konfiguriert ist, erhalten Sie eine IP-
Adresse. Falls nicht, klicken Sie auf Konfigurieren, und weisen Sie eine Adresse manuell zu.




NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

=

P Ethernet (ens192)

" VMware VMXNET3 Ethemet Controlier / | Ethernet (ens192) n:]

g-'__‘_;,.-, Connected
Hardware Address 00:50:56:AD:13:69
Speed 10000 Mb/s
IP Address 10.63.172.12
Subnet Mask 255.255.255.0
Default Route 10.63.172.1

DNS 10.61.184.251 10.61.184.252

Configure...

Host name: Netapp~AUi Apply Current host name: localhost

c. . Klicken Sie auf ,Fertig“, um zur Installationsiibersicht zurtickzukehren.
5. Klicken Sie auf der Seite Installationstbersicht auf Installation starten.

6. Auf der Seite Installationsfortschritt kdnnen Sie das Root-Passwort festlegen oder ein lokales
Benutzerkonto erstellen. Klicken Sie nach Abschluss der Installation auf Neu starten, um den Server neu
zu starten.

11



CONFIGURATION RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

B us Helpl!

4 redhat

e &

Complete!

Red Hat Enterprise Linux is now successfully installed and ready for you to use!
Go ahead and reboot to start using it!

Reboot

7. Melden Sie sich nach dem Neustart des Systems bei lhrem Server an, und registrieren Sie ihn bei Red hat

12

Subscription Manager.

[root@Netapp-AU ~]# subscription-manager register
Registering to: subscription.rhsm.redhat.com:443/subscription
Username: alan.cowles@netapp.com
Password:
system has been registered with ID: ad7f2e7b
istered system name is: Netapp-AU

~ attach --poo
: Red Hat Enterprise Linux, Standard S » NFR, Partner Only)




Erstellen Sie im Cloud Insights-Portal eine Erfassungseinheit, und installieren Sie
die Software

Gehen Sie wie folgt vor, um eine Erfassungseinheit im Cloud Insights-Portal zu erstellen und die Software zu
installieren:

1. Bewegen Sie auf der Startseite von Cloud Insights den Mauszeiger Uber den Eintrag Admin im Hauptmeni
links und wahlen Sie im Menu Datensammler aus.

{& ADMIN Subscription

User Management
CLOUD SECURE

Data Collectors
© HEL Notifications

Audit

APl Access

F CH e LR

2. Klicken Sie in der oberen Mitte der Seite Data Collectors auf den Link fir Acquisition Units.

Data Collectors (L) Acquisition Units

3. Um eine neue Akquisitionseinheit zu erstellen, klicken Sie auf die Schaltflache auf der rechten Seite.

-+ Acquisition Unit Filter...

4. Wahlen Sie das Betriebssystem aus, das Sie zum Hosten |hrer Erfassungseinheit verwenden mochten,
und befolgen Sie die Schritte, um das Installationsskript von der Webseite zu kopieren.

In diesem Beispiel handelt es sich um einen Linux-Server, der ein Snippet und ein Token zum Einfiigen in

die CLI auf unserem Host bereitstellt. Auf der Webseite wird darauf gewartet, dass die Erfassungseinheit
eine Verbindung herstellt.

13



Install Acquisition Unit
Cloud Insights collects device data via one or more Acquisition Units installed on local servers. Each Acquisition Unit can host multiple Data
Collectors, which send device metrics to Cloud Insights for analysis.

What Operating System or Platform Are You Using?

i) Linux v Linux Versions Supported @  Production Best Practices €@

Installation Instructions Need Help?

o Copy Installer Snippet
This snippet has a unique key valid for 24 hours for this Acquisition Unit only.

[=] Reveal Installer Snippet

o Paste the snippet into a bash shell to run the installer.

e Please ensure you have copied and pasted the snippetinto the bash shell.

5. Flgen Sie das Snippet in die CLI des bereitgestellten Red hat Enterprise Linux-Rechners ein, und klicken
Sie auf Enter.

)-abef-

h && cu r1

) ) / tstrap
PRO H_SCHEME=$proxy_auth_
LLER_URL=%$domainU

Das Installationsprogramm Iadt ein komprimiertes Paket herunter und beginnt mit der Installation. Nach
Abschluss der Installation erhalten Sie eine Nachricht, die besagt, dass die Erwerbseinheit bei NetApp
Cloud Insights registriert wurde.

14



netapp/cloudinsights

To control the C

cquisition Unit Star
o C1

[root@Netapp-AU ~]

Fiugen Sie das uberwachte Storage-System vom FlexPod Datacenter zu Cloud
Insights hinzu

Um das ONTAP Storage-System aus einer FlexPod Implementierung hinzuzufligen, gehen Sie wie folgt vor:

1. Kehren Sie zur Seite ,Acquisition Units" im Cloud Insights-Portal zurtick und suchen Sie die neu registrierte
Einheit. Um eine Zusammenfassung des Gerats anzuzeigen, klicken Sie auf das Gerat.

NetApp-AU Restart A

Summary

Name P Status Last Reported Note
NetApp-AU 10.1.156.115 OK 9 minutes ago

2. Um einen Assistenten zum Hinzufligen des Speichersystems zu starten, klicken Sie auf der Seite
Zusammenfassung auf die Schaltflache zum Erstellen eines Datensammlers. Auf der ersten Seite werden
alle Systeme angezeigt, aus denen Daten erfasst werden kdnnen. Verwenden Sie die Suchleiste, um nach

ONTAP zu suchen.

15



NetApp PCS Sa... [/ Admin / Data Collectors / Add Data Collector

Choose a Data Collector to Monitor

V' Ontap ®
Il NetApp I NetApp I NetApp I NetApp
Cloud Volumes ONTAP Data ONTAP7-Mode ~ ONTAP Data Management ONTAP Select

Software

3. Wahlen Sie ONTAP Datenmanagement-Software.

Es wird eine Seite angezeigt, auf der Sie einen Namen fir die Bereitstellung festlegen und die zu
verwendende Akquisitionseinheit auswahlen kdnnen. Sie kdnnen die Konnektivitatsinformationen und
Anmeldeinformationen flir das ONTAP System angeben und die Verbindung zur Bestatigung testen.

M

Select a Data Collector Configure Data Collector

I NetApp Configure Collector

ONTAP Data Management Software

Add credentials and required settings Need Help?

Y Cenfiguration: Successfully pinged 192.168.156.50.
Cenfiguration: Successfully executed test command on device.

Name € Acquisition Unit

FlexPod Datacenter NetApp-AU -
NetApp Management IP Address User Name

192.168.156.50 admin
Password

Complete Setup Test Connection

Advanced Configuration

4. Klicken Sie Auf Setup Abschliefden.

Das Portal kehrt zur Seite Data Collectors zuriick und der Data Collector beginnt seine erste Umfrage, bei
der Daten aus dem ONTAP Storage-System im FlexPod Datacenter gesammelt werden.

FlexPod Datacenter All stand-by NetApp ONTAP Data NetApp-AU 192.168.156.50 {)polling...
Management Software

Anwendungsfalle

Mit Cloud Insights flr das Monitoring Ihrer FlexPod Datacenter Losung eingerichtet und

16



konfiguriert, kdnnen wir einige der Aufgaben untersuchen, die Sie auf dem Dashboard
durchfuhren kdnnen, um Ihre Umgebung zu bewerten und zu Uberwachen. In diesem
Abschnitt werden funf primare Anwendungsfalle flr Cloud Insights vorgestellt:

 Active 1Q Integration

« Uber Echtzeit-Dashboards entdecken

* Erstellen benutzerdefinierter Dashboards
» Erweiterte Fehlerbehebung

» Storage-Optimierung

Active 1Q Integration

Cloud Insights ist vollstandig in die Active IQ Storage-Monitoring-Plattform integriert. Ein ONTAP System, das
als Teil einer FlexPod Datacenter Lésung implementiert wird, wird automatisch so konfiguriert, dass es
Informationen Uber die in die einzelnen Systeme integrierte AutoSupport Funktion an NetApp zurticksendet.
Diese Berichte werden planmafig oder dynamisch erzeugt, wenn ein Fehler im System erkannt wird. Die Gber
AutoSupport kommunizierten Daten werden aggregiert und in leicht zuganglichen Dashboards unter dem
Active IQ-Menti in Cloud Insights angezeigt.

Greifen Sie liber das Cloud Insights Dashboard auf Active IQ-Informationen zu

So greifen Sie Uber das Cloud Insights Dashboard auf Active IQ-Informationen zu:

1. Klicken Sie auf die Option Data Collector im Meni Admin auf der linken Seite.

{& ADMIN Subscription

User Management
CLOUD SECURE

Data Collectors
© HELP Notifications

Audit

APl Access

F R LR

2. Filtern Sie nach dem bestimmten Data Collector in Threr Umgebung. In diesem Beispiel wurde der Begriff
FlexPod nach dem Begriff gefiltert.

17



NetApp PCS Sa... / Admin / Data Collectors

Data Collectors Acquisition Units

Data Collectors (1) FlexPod ®

0O Name Status Type Acquisition Unit P Impact Last
— Acquired
FlexPod Datacenter All successful NetApp ONTAP Data NetApp-AU 192.168.156.50 10 minutes ago

Management Software

3. Klicken Sie auf den Data Collector, um eine Ubersicht tiber die Umgebung und die Geréate zu erhalten, die
von diesem Collector Uberwacht werden.

NetApp PCS Sa / Admin / Data Collectors / Installed / FlexPod Datacenter 2 Edit -
Summary
Name Type Types of Data Collected Performance Recent Status Note
FlexPod Datacenter NetApp ONTAP Data Inventory, Performance Success
Management Software
Acquisition Unit Inventory Recent Status
NetApp-AU Success i

Event Timeline (Last 3 Weeks)

Inventory ERSSRSRNNSNNSRNY

Performance

3 Weeks Ago 2 Weeks Ago 1 Week Ago

Inventory 10/15/2020 1:51:42 PM - 10/19/2020 11:42:15 AM

Devices Reported by This Collector (1)

Device T Name 1]

B storage aa14-a800 [ 192.168.156.50

Show Recent Changes

Klicken Sie unter der Gerateliste unten auf den Namen des tiberwachten ONTAP Storage-Systems. Auf
diese Weise wird ein Dashboard mit Informationen angezeigt, die Gber das System erfasst wurden. Dazu
gehoren folgende Details:

Modell

o

o Familie

ONTAP-Version

o

o Bruttokapazitat
IOPS-Durchschnitt

o Durchschnittliche Latenz

o

o Durchschnittlicher Durchsatz

18



NetApp PCS Sa... / @ aal4-a800

Storage Summary

Model:
AFF-A800

Vendor:
NetApp

Family:
AFF

Serial Number:
1-80-000011

Expert View

Latency - Total (ms)

10:30 AM

1P:
192.168.156.50

Microcode Version:
9.7.0P1 clustered Data ONTAP

Raw Capacity:
43,594.6 GB

Latency - Total:
0.05ms

11:00 AM

< sm
10PS - Total: Performance Policies:
4,.972.7010[s
Risks:
@ 35 risks detected
by @) ActivelQ (£

Throughput - Total:
7.98 MB/s

Management:
HTTPS://192.168.156.50:443

FC Fabrics Connected:
o
Display Metrics
Monday 10/19/2020 10:36:38 AM
aa14-a800° 0.04 ms.
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O @ 2al4-a800-1
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Acquired 13 minutes ago, 12:51 PM

» Hide Resources

79%

23%

Auf dieser Seite im Abschnitt Leistungsrichtlinien finden Sie auRerdem einen Link zu NetApp Active 1Q.

= 5m

Performance Policies:

Risks:

© 35 risks detected

by (=) Active

Q 4

4. Zum Offnen einer Registerkarte fiir einen neuen Browser gelangen Sie zur Seite zur Risikominimierung,
die zeigt, welche Nodes betroffen sind, wie wichtig die Risiken sind und welche Malinahmen zur Behebung

der erkannten Probleme ergriffen werden mussen, klicken Sie auf den Link fur Active 1Q.
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5 =)
“ Active 1Q Active IQ Digital Advisor ~ Discovery Dashboard ~ Asset Insights Q&) Setadefaultview

(| Home > Cisco SystemsInc. > CISCO SYSTEMS - RTP- BUILDING © > aa14-a800
The Risk Acknowledgment feature has been migrated to Active IQ Digital Advisor. Click here to view and acknowledge risks.
~” Hilth Security Vulnerability Proactive Remediation Best Practices Performance System Health Storage Virtual Machine Health Health Trending
Q High Medium Low
> Ack Node % SerialNo 4 ImpactLevel ¢ Public 4 Category % Risk & Details & Corrective Action
Apreviously operational port on a X1116A, X1146A or X31146A NI
2 C that encounters a fatal error with no preceding "link down" eve

) Anetwork interface (LIF) usinga port on a X111 nt will still report the link status as "up, instead of reporting link s
aa14-a800-2 941834000459  High No ONTAP BA, X1146A or X31146A NIC might not fail overt  tatus as "down". Bug ID: 1322372
o analternate port

¢

Potential Impact: Any network interface (LIF) using the port does
not fail over to an alternate port in the event of failure.

= This AFF-AS00 system is running BMC firmware 10.3 which is susc
On AFF A800 systems an erroneous 'Critical Hig ~ eptible to bug 1279964,
] 3al4-a800-2 941834000459  High Yes FASHardware  h'sensor reading can result in a system shutdo Bug ID: 1279964
wn. Potential Impact: System disruption caused by an erroneous ‘Criti

cal High' sensor reading.

This system is running ONTAP 8.7P1 and is utilizing FCP, iSCSl or
AFF systems running an unfixed version of ONT  NVMe protocols and has compaction enabled and therefore is exp
AP with data compaction enabled and host ser osed to BUG 1273955.

-a800- 3 :1273
o 2214-a800-2 941834000459  High Yes ONTAP vices over FCP, iSCS1 or NVMe can experience 2 Bug ID: 1273955
disruption in service due to BUG 1273955. Potential Impact: The system may experience performance degra
dation and possible panic.
ONTAP 9.7 running on an All-Flash FAS (AFF) system having SAN w
ONTAP 9.7 running on an All-Flash FAS (AFF) sy orkload with inline comp combined with c: lume inli
[ 2al4-a800-2 941834000459  High Yes ONTAP stem having SAN workload might cause a contr  ne deduplication might cause a storage controller disruption. KB ID: SU426
oller disruption.
Potential Impact: The system may experience a disruption.
Apreviously operational port on a X1116A, X1146A or X91146A NI
C that encounters a fatal error with no preceding "link down" eve
Anetwork interface (LIF) using a porton a X111 nt will still report the link status as "up”, instead of reporting link s
2al4-a800-1 941834000183  Hich No ONTAP 6A. X1146A or X91146A NIC might not fail overt  tatus as "down". Bug ID: 1322372
1-17 of 17 results 1

Dashboards in Echtzeit

Cloud Insights bietet Echtzeit-Dashboards mit Informationen, die von dem in einer FlexPod Datacenter-Losung
implementierten ONTAP Storage-System abgefragt wurden. Die Cloud Insights-Erfassungseinheit erfasst
Daten in regelmaRigen Abstanden und fillt das Standard-Storage-System-Dashboard mit den erfassten
Informationen aus.

Zugriff auf Echtzeitdiagramme iliber das Cloud Insights Dashboard

Im Dashboard des Speichersystems wird angezeigt, wenn der Data Collector die Informationen zuletzt
aktualisiert hat. Ein Beispiel hierfir ist in der Abbildung unten dargestellt.

Acquired 3 minutes ago, 1:21 PM

Data Collector Status Last Acquired

All 3 minutes ago, 1:21

FlexPod Datacenter
successful PM

Standardmafig werden auf dem Storage-System-Dashboard mehrere interaktive Diagramme angezeigt, die
systemweite Metriken vom zu beforschenden Storage-System oder von jedem einzelnen Node zeigen,
darunter Latenz, IOPS und Durchsatz im Abschnitt Expert View. Beispiele fur diese Standarddiagramme sind
in der folgenden Abbildung dargestelit.
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Expert View Display Metrics » Hide Resources

Lat Total (ms) Resource
atency - Total (ms
0 B B 52142800
01 Top Correlated
(] || sa14-as00-2 91%
0
11:00 AM 11:30 AM 12:00 PM 12:30 PM 1:00 PM 1:30 PM 0O |m 2314-3800-1 39%

10PS - Total (10/s)

Top Contributors
10k

] || aa14-a800:...800-2:volo 55%
5k —_— 1
(] [ aa14-a800..800-1:volo 36%
0 Additional Resources
1:00 AM 1:30AM 12:00 PM 1230 PM 1:00 PM 1:30 P i §

Throughput - Total (MB/s)

10
11:00 AM 11:30 AM 12:00 PM 12:30 PM 1:00 PM 1:30 PM

StandardmaRig werden in den Diagrammen Informationen der letzten drei Stunden angezeigt. Sie kénnen
diese jedoch in der Dropdown-Liste oben rechts im Dashboard des Storage-Systems auf eine Reihe
verschiedener Werte oder einen benutzerdefinierten Wert festlegen. Dies ist in der Abbildung unten dargestellt.

NetApp PCS Sa... / lE/ aal4-a800 (@ Last7Days v o 2 Edit
Last 15 Minutes &
Expert View Display Metrics + Last Hour 2 Resources

Rest Last 3 Hours
Latency - Total (ms)

5 . Last 24 Hours
Last 3 Days
Top
O Last 7 Days 99%
o Last 30 Days
13. oct 14.0ct 15. Oct 16. Oct 17.0ct 18, Oct 19.0ct 0O 999
" Custom

10PS - Total (10/s)

Top Contributors
500k

) (Bl nxiomsvm..._2/rcp 1 2 21%
l 1 [E wxiom-svm.._1/rep 2.1 15%
0 - Additional Resources
13 Oct 14. Oct 15. Oct 16. Oct 17. Oct 18. Oct 19. Oct Q =
Searcn Assets

Throughput - Total (MB/s)
50k

B

13. Oct 14. Oct 15. Oct 16. Oct 17. Oct 18. Oct 19. Oct

Erstellen benutzerdefinierter Dashboards

Nutzen Sie nicht nur die Standard-Dashboards, die systemweite Informationen anzeigen, sondern erstellen Sie
mithilfe von Cloud Insights vollstandig angepasste Dashboards, mit denen Sie sich auf die
Ressourcenauslastung fir bestimmte Storage-Volumes in der FlexPod Datacenter LOsung konzentrieren
kénnen. Daher werden die in der konvergenten Infrastruktur implementierten Applikationen, die von diesen
Volumes fiir eine effektive Ausfilhrung abhangen. Auf diese Weise lasst sich eine bessere Visualisierung
bestimmter Applikationen und der in der Datacenter-Umgebung genutzten Ressourcen erzielen.
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Erstellen Sie ein angepasstes Dashboard zur Bewertung von Storage-Ressourcen

Gehen Sie wie folgt vor, um ein angepasstes Dashboard zur Bewertung von Storage-Ressourcen zu erstellen:

1. Wenn Sie ein angepasstes Dashboard erstellen mochten, bewegen Sie den Mauszeiger Giber Dashboards
im Hauptment von Cloud Insights, und klicken Sie in der Dropdown-Liste auf + Neues Dashboard.

Cloud Insights

MONITOR & OPTIMIZE NetApp PCS Sa... / Admin [/ Da
A HOME Summary
© DASHBOARDS Show All Dashboards (1835)
+ New Dashboard
@, QUERIES
Kubernetes Explorer
# ALerTS

Das Fenster Neues Dashboard wird gedffnet.
2. Benennen Sie das Dashboard, und wahlen Sie den Typ des Widgets aus, mit dem die Daten angezeigt

werden. Sie kdnnen aus einer Reihe von Diagrammtypen oder sogar Notizen oder Tabellentypen
auswahlen, um die erfassten Daten anzuzeigen.

NetApp PCS Sa... / Dashboards / New Dashboard @© Last7Days ~ @ Addvaiable ~ Add Widget

Choose Widget Type: X

v v ™ = 1 o

Line Chart Spline Chart Area Chart Stacked Area Chart Box Plot Scatter Plot

Single Value Solid Gauge Bullet Gauge Bar Chart Column Chart Pie Chart

Note Table Violations Table

3. Wahlen Sie im Men( Variable hinzufligen benutzerdefinierte Variablen aus.

Dadurch kénnen die prasentierten Daten fokussiert werden, um spezifische oder speziellere Faktoren
anzuzeigen.
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NetApp PCS Sa... / Dashboards /  New Dashboard (© Last7Days + @ Addvaiale ~

Number
Add widgets to customize this view
Boolean
Date
aa to be decom

Admin

Aggregate Service Level

4. Wenn Sie ein benutzerdefiniertes Dashboard erstellen mochten, wahlen Sie den Widget-Typ aus, den Sie
verwenden mochten, beispielsweise ein Kreisdiagramm zur Anzeige der Storage-Auslastung nach Volume:

o)

. Wahlen Sie das Widget , TIE-Diagramm® aus der Dropdown-Liste ,Widget hinzufligen* aus.

o

. Benennen Sie das Widget mit einer beschreibenden Kennung, z. B. Capacity Used.

c. Wahlen Sie das anzuzeigende Objekt aus. Sie kdnnen beispielsweise nach dem Schlisselwort Volume
suchen und auswahlen volume.performance.capacity.used.

o

. Um nach Storage-Systemen zu filtern, verwenden Sie den Filter, und geben Sie den Namen des
Storage-Systems in der FlexPod Datacenter Lésung ein.

0]

. Passen Sie die angezeigten Informationen an. Standardmafig werden bei dieser Auswahl ONTAP-
Daten-Volumes angezeigt und die Top 10 aufgelistet.

f. Um das benutzerdefinierte Dashboard zu speichern, klicken Sie auf Speichern.

I Capacity Used I || Override Dashboard Time ( X

Volume.performance.capacity.used . §
FilterBy - Storage aal4-as00 X
Group - Sum ¥ by | Volume v | Show Top v | 10 ["] Include others ~More Options

Display: ~ PieChart ¥  Units Displayed In:  Auto Format ~

@ ISCSI_1_1/isCSI_1_1

®iSCSI_2_1/isCSl_2_1

® FCP_1_1/FCP_1_1

w FCP_2_1/FCP_2_1

@ FCP_1_2/FCP_1_2

® FCP_2_2/FCP_2 2

@ iSCSI_2_2isCs_2_2
iscsI_1_2/iscsl_1_2

@ Cseries_boot_Al_ML/
C220-Al-ML-01

Cseries_boot_AI_ML/
C480-Al-ML-01

Cancel m

Nach dem Speichern des benutzerdefinierten Widgets kehrt der Browser zur Seite Neues Dashboard
zurlck, auf der das neu erstellte Widget angezeigt wird, und ermdéglicht die Durchflihrung interaktiver
Aktionen, wie z. B. das Andern des Datenabfragungsperiode.
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Cloud Insights

NetApp PCS Sa... / Dashboards /| New Dashboard © LastHour > @ Addvariable v Add Widget Save

A HOME
Capacity Used Sim
© DASHBOARDS
©, QUEREES '.
R ALERTS '4 ‘
B reports [ @iSCSI_1_1NSCSI_1_  @iSCSI_2_1/SCS_2_ @ FCP_1_1/FCP_1_1
FCP_2_1IFCP_21  @FCP_1_2FCP_12 @ FCP_2_2IFCP_2.2
-,
X manace ®iSCSI_2_2iSCSI_2_  wiSCSI_1_2iSCSL1_ @ Cseries_boot_Al_M
€220-AFML-0T
Cseries_boot_AI_M
& aomN C480-ATML-0T

CLOUD SECURE

Erweiterte Fehlerbehebung

Mit Cloud Insights kénnen erweiterte Methoden zur Fehlerbehebung auf alle Storage-Umgebungen in einer
konvergenten FlexPod Datacenter Infrastruktur angewendet werden. Unter Verwendung der Komponenten der
oben genannten Funktionen: Active 1Q Integration, Standard-Dashboards mit Echtzeitstatistiken und
angepasster Dashboards kdnnen Probleme friihzeitig erkannt und schnell geldst werden. Mithilfe der
Risikoliste in Active 1Q kdnnen Kunden gemeldete Konfigurationsfehler finden, die zu Problemen flihren
kdnnen oder Fehler erkennen, die gemeldet wurden und in denen Codversionen gepatcht wurden, die sie
beheben kdnnen. Wenn Sie die Echtzeit-Dashboards auf der Cloud Insights-Startseite aufrufen, kénnen Sie
Muster der System-Performance erkennen, die einen friihen Hinweis auf ein Problem darstellen konnen und
die schnelle L6sung dieses Problems ermoéglichen. Und schlieRlich kénnen Kunden durch die Méglichkeit,
individuelle Dashboards zu erstellen, kénnen sich auf die wichtigsten Ressourcen ihrer Infrastruktur
konzentrieren und diese direkt Uberwachen, sodass sie ihre Business Continuity-Ziele erreichen kdnnen.

Storage-Optimierung

Es besteht nicht nur die Méglichkeit, die durch Cloud Insights erfassten Daten zu nutzen, um das ONTAP
Storage-System zu optimieren, das in einer konvergenten FlexPod Datacenter-Infrastrukturldsung
implementiert ist. Wenn ein Volume eine hohe Latenz aufweist, werden die Informationen auf dem Cloud
Insights Dashboard angezeigt, da mehrere VMs mit hohen Performance-Anforderungen gemeinsam
denselben Datenspeicher nutzen. Anhand dieser Informationen kann ein Storage-Administrator eine oder
mehrere VMs entweder auf andere Volumes migrieren, Storage-Volumes zwischen Aggregaten oder zwischen
Nodes im ONTAP Storage-System migrieren und so eine Umgebung mit Performance-Optimierung erzielen.
Die Informationen, die durch die Integration von Active IQ und Cloud Insights erzielt werden, kénnen
Konfigurationsprobleme herausstellen, die zu einer schlechteren Performance fiihren, und die empfohlenen
KorrekturmaRnahmen ermdglichen, die bei Implementierung moégliche Probleme beheben und ein optimal
abgestimmtes Storage-System sicherstellen kénnen.

Videos und Demos

Hier sehen Sie eine Videovorfuhrung zur Verwendung von NetApp Cloud Insights zur
Bewertung von Ressourcen in einer On-Premises-Umgebung "Hier".

Hier wird eine Videovorfiihrung zur Uberwachung der Infrastruktur mithilfe von NetApp Cloud Insights
angezeigt und es werden Warnungsschwellenwerte fiir die Infrastruktur festgelegt "Hier".

Hier sehen Sie eine Videovorflihrung zur Verwendung von NetApp Cloud Insights zur bewerten einzelner
Applikationen in der Umgebung "Hier".
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https://netapp.hubs.vidyard.com/watch/1ycNWx4hzFsaV1dQHFyxY2?
https://netapp.hubs.vidyard.com/watch/DgUxcxES3Ujdqe1JhhkfAW
https://netapp.hubs.vidyard.com/watch/vcC4RGoD54DPp8Th9hyhu3

Weitere Informationen

Auf den folgenden Websites finden Sie weitere Informationen zu den in diesem
Dokument beschriebenen Daten:

* Cisco Produktdokumentation
"https://www.cisco.com/c/en/us/support/index.html"

» FlexPod Datacenter
"https://www.flexpod.com"

* NetApp Cloud Insights
"https://cloud.netapp.com/cloud-insights"

* NetApp Produktdokumentation

"https://docs.netapp.com”
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