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Arbeiten mit DER REST-API des Management-
Node

Ubersicht liber DIE REST-API-UI fiir den Management-Node

Uber die integrierte REST-API-UI (https://<ManagementNodeIP>/mnode) Kénnen
Sie APIs ausfuhren oder verstehen, die mit den Management-Knoten-Services
verbunden sind, einschliellich Proxy-Server-Konfiguration, Service-Level-Updates oder
Asset-Management.

Aufgaben, die Sie mit REST-APIs durchfiihren kénnen:

Autorisierung

« "Autorisierung zur Verwendung VON REST-APIs"

Konfiguration der Ressourcen

+ "Active IQ- und NetApp HCI-Monitoring aktivieren"

» "Konfigurieren Sie einen Proxy-Server fur den Management-Node"

+ "Konfiguration von NetApp Hybrid Cloud Control fir mehrere vCenter"

* "Flgen Sie dem Management-Node Computing- und Controller-Ressourcen hinzu"

 "Erstellen und Managen von Storage-Cluster-Assets"

Asset Management

+ "Vorhandene Controller-Assets kdnnen angezeigt oder bearbeitet werden"

+ "Erstellen und Managen von Storage-Cluster-Assets"

» "Entfernen Sie ein Asset vom Management-Node"

« "VERWENDEN Sie die REST API, um NetApp HCI-Protokolle zu sammeln"

» "Uberpriifen Sie die Betriebssystem- und Servicestversionen der Management-Nodes"

+ "Abrufen von Protokollen von Managementservices"

Weitere Informationen

» "Greifen Sie auf den Management-Node zu"

* "NetApp Element Plug-in fur vCenter Server"

Autorisierung zur Verwendung VON REST-APIs

Sie mussen autorisieren, bevor Sie APIs fur Managementservices in der REST API-Ul
verwenden konnen. Dazu erhalten Sie ein Zugriffstoken.

Um ein Token zu erhalten, geben Sie Cluster-Admin-Anmeldedaten und eine Client-ID an. Jedes Token dauert


https://<ManagementNodeIP>/mnode
https://<ManagementNodeIP>/mnode
https://<ManagementNodeIP>/mnode
https://docs.netapp.com/de-de/hci/docs/task_hcc_collectlogs.html#use-the-rest-api-to-collect-netapp-hci-logs
https://docs.netapp.com/de-de/hci/docs/task_mnode_access_ui.html
https://docs.netapp.com/us-en/vcp/index.html

etwa zehn Minuten. Nachdem ein Token abgelaufen ist, kdnnen Sie erneut eine Genehmigung flir ein neues
Access Token erteilen.

Wahrend der Installation und Implementierung des Management-Node werden Autorisierungsfunktionen fir
Sie eingerichtet. Der Token-Service basiert auf dem Storage-Cluster, das Sie wahrend des Setups definiert
haben.

Bevor Sie beginnen

 Auf Ihrer Cluster-Version sollte die NetApp Element Software 11.3 oder héher ausgefihrt werden.

« Sie sollten einen Management-Node mit Version 11.3 oder hdher implementiert haben.

API-Befehl

TOKEN="curl -k -X POST https://MVIP/auth/connect/token -F client id=mnode-
client -F grant type=password -F username=CLUSTER ADMIN -F
password=CLUSTER PASSWORD|awk -F':' '{print $2}'lawk -F',' '{print
$1}'|sed s/\"//g®

SCHRITTE DER REST API-UI

1. Greifen Sie auf die REST-API-UI fir den Service zu, indem Sie beispielsweise die Management-Node-IP-
Adresse gefolgt vom Dienstnamen eingeben /mnode/:

https://<ManagementNodeIP>/mnode/

2. Klicken Sie Auf Autorisieren.
@ Alternativ kdnnen Sie auf ein Sperrsymbol neben einer beliebigen Service-API klicken.

3. Gehen Sie wie folgt vor:
a. Geben Sie den Benutzernamen und das Passwort fur den Cluster ein.
b. Geben Sie die Client-ID als ein mnode-client.
c. Geben Sie keinen Wert fiir das Clientgeheimnis ein.
d. Klicken Sie auf autorisieren, um eine Sitzung zu starten.

4. Schliel3en Sie das Dialogfeld * Verfiigbare Berechtigungen®.

Wenn Sie versuchen, einen Befehl auszufiihren, nachdem das Token abgelaufen ist, wird
ein angezeigt 401 Error: UNAUTHORIZED Meldung wird angezeigt. Wenn Sie dies
sehen, autorisieren Sie erneut.

Weitere Informationen

"NetApp Element Plug-in fur vCenter Server"


https://docs.netapp.com/us-en/vcp/index.html

Active 1Q- und NetApp HCI-Monitoring aktivieren

Das Active IQ-Storage-Monitoring fur das Computing-Monitoring von NetApp HCI und
NetApp HCI lasst sich aktivieren, falls dies bei der Installation oder einem Upgrade nicht
bereits geschehen war. Wenn Sie die Telemetrie mithilfe der NetApp HCI Deployment
Engine deaktiviert haben, missen Sie dieses Verfahren moglicherweise verwenden.

Der Active 1Q Collector Service leitet Konfigurationsdaten und softwarebasierte Element Cluster-Performance-
Kennzahlen an NetApp Active IQ weiter, um historische Berichte zu erstellen und Performance-Monitoring
nahezu in Echtzeit zu ermdglichen. Der NetApp HCI Monitoring Service ermdglicht die Weiterleitung von
Storage-Cluster-Fehlern an vCenter zur Alarmbenachrichtigung.

Bevor Sie beginnen
* Im Storage Cluster wird die NetApp Element Software 11.3 oder héher ausgefihrt.
 Sie haben einen Management-Node mit Version 11.3 oder hdher implementiert.
 Sie haben Internetzugang. Der Active 1Q Collector Service kann nicht von dunklen Standorten verwendet
werden, die keine externe Verbindung haben.

Schritte
1. Holen Sie sich die Basis-Asset-ID fir die Installation:

a. Offnen Sie die REST API-UI flir den Bestandsdienst auf dem Managementknoten:
https://<ManagementNodeIP>/inventory/1/

b. Klicken Sie auf autorisieren und flillen Sie Folgendes aus:
i. Geben Sie den Benutzernamen und das Passwort fur den Cluster ein.
i. Geben Sie die Client-ID als ein mnode-client.
ii. Klicken Sie auf autorisieren, um eine Sitzung zu starten.
iv. SchlieRen Sie das Fenster.
c. Klicken Sie in DER REST API Ul auf GET /Installations.
d. Klicken Sie auf Probieren Sie es aus.
e. Klicken Sie Auf Ausfiihren.

f. Kopieren Sie aus dem Text Code 200 Antwort den id Fir die Installation.



"installations": [

{
" links": {
"collection":
"https://10.111.211.111/inventory/1l/installations”,
"self":
"https://10.111.217.111/inventory/1/installations/abcd0le2-ab00-1xxx-
9lee-12f111xxc7x0x"

by
"id": "abcdOle2-ab00-1xxx-9lee-12f111xxc7x0x",

@ Die Installation verfiigt Gber eine Basiskonfiguration, die wahrend der Installation oder
eines Upgrades erstellt wurde.

2. Telemetrie aktivieren:

a. Rufen Sie die mNode-Service-API-Ul auf dem Management-Node auf, indem Sie die Management-
Node-IP-Adresse, gefolgt von eingeben /mnode:

https://<ManagementNodeIP>/mnode

b. Klicken Sie auf autorisieren oder auf ein Schloss-Symbol, und flllen Sie Folgendes aus:
i. Geben Sie den Benutzernamen und das Passwort fiir den Cluster ein.
i. Geben Sie die Client-ID als ein mnode-client.
ii. Klicken Sie auf autorisieren, um eine Sitzung zu starten.
iv. Schliel3en Sie das Fenster.
c. Konfigurieren der BasisinAssets:
i. Klicken Sie auf PUT /Assets/{Asset_id}.
i. Klicken Sie auf Probieren Sie es aus.
ii. Geben Sie die folgende in die JSON-Nutzlast ein:

{
"telemetry active": true
"config": {}

}

iv. Geben Sie die Basis-ID des vorherigen Schritts in Asset_ID ein.

v. Klicken Sie Auf Ausfiihren.

Der Active 1Q Service wird automatisch neu gestartet, sobald die Assets geandert werden. Das
Andern von Anlagen fiihrt zu einer kurzen Verzdgerung, bevor Einstellungen angewendet werden.



3. Wenn dies noch nicht der Fall ist, figen Sie dem Management-Node bekannte Assets, die als
Management-Node bekannt sind, eine vCenter-Controller-Ressource fir das NetApp HCI-Monitoring (nur
NetApp HCl-Installationen) und Hybrid Cloud Control (fiir alle Installationen) hinzu:

@ Fir NetApp HCI Monitoring Services ist ein Controller-Asset erforderlich.

a. Klicken Sie auf POST /Assets/{Asset_id}/Controllers, um eine Unterressource des Controllers
hinzuzufiigen.

b. Klicken Sie auf Probieren Sie es aus.

c. Geben Sie im Feld Asset_id die ID der Ubergeordneten Basis ein, die Sie in die Zwischenablage
kopiert haben.

d. Geben Sie die erforderlichen Nutzlastwerte mit ein t ype Als vCenter Und vCenter Zugangsdaten.

{

"username": "string",
"password": "string",
"ip": "string",
"type": "vCenter",
"host name": "string",
"config": {}

}

@ ip Ist die vCenter IP-Adresse.

e. Klicken Sie Auf Ausfiihren.

Weitere Informationen

"NetApp Element Plug-in fir vCenter Server"

Konfiguration von NetApp Hybrid Cloud Control fur mehrere
vCenter

Sie konnen NetApp Hybrid Cloud Control so konfigurieren, dass Assets von zwei oder
mehr vCenters gemanagt werden, die nicht den verkntpften Modus verwenden.

Sie sollten diesen Prozess nach der Erstinstallation verwenden, wenn Sie Assets fur eine kurzlich skalierte
Installation hinzufiigen missen oder wenn Ihre Konfiguration nicht automatisch neue Assets hinzugefiigt
wurde. Mithilfe dieser APIs konnen Sie Ressourcen hinzufligen, die zu lhrer Installation hinzugefligt wurden.

Was Sie benétigen
* In Ihrer Cluster-Version wird die NetApp Element Software 11.3 oder héher ausgefuhrt.

« Sie haben einen Management-Node mit Version 11.3 oder hdher implementiert.

Schritte
1. "Fugen Sie neue vCenters als Controller Assets hinzu" Fur die Konfiguration des Management-Node.


https://docs.netapp.com/us-en/vcp/index.html

2. "Hinzufugen neuer Computing-Nodes als Computing-Ressourcen" Fur die Konfiguration des Management-
Node.

Méglicherweise miissen Sie es "Andern der BMC-Zugangsdaten fir Computing-Nodes" Um
ein aufzuldsen Hardware ID not available Oder Unable to Detect Der Fehler
wird unter NetApp Hybrid Cloud Control gemeldet.

3. Aktualisieren Sie die BestandsdienstAPI auf dem Managementknoten:

https://<ManagementNodeIP>/inventory/1/

@ Alternativ kdnnen Sie 2 Minuten warten, bis der Bestand in der Benutzeroberflache von
NetApp Hybrid Cloud Control aktualisiert wird.

a. Klicken Sie auf autorisieren und fiullen Sie Folgendes aus:
i. Geben Sie den Benutzernamen und das Passwort fiir den Cluster ein.
i. Geben Sie die Client-ID als ein mnode-client.
ii. Klicken Sie auf autorisieren, um eine Sitzung zu starten.
iv. Schlief3en Sie das Fenster.
Klicken Sie in DER REST API Ul auf GET /Installations.

o

Klicken Sie auf Probieren Sie es aus.
Klicken Sie Auf Ausfiihren.

® a2 o

Kopieren Sie als Antwort die Installations-Asset-ID ("id").
Klicken Sie in DER REST API-Ul auf GET /Installations/{id}.

Klicken Sie auf Probieren Sie es aus.

Q

h. Stellen Sie ,Aktualisieren” auf fest True.
i. Figen Sie die Installations-Asset-ID in das Feld id ein.
j- Klicken Sie Auf Ausfiihren.

4. Aktualisieren Sie den Browser NetApp Hybrid Cloud Control, um die Anderungen anzuzeigen.

Weitere Informationen

"NetApp Element Plug-in fir vCenter Server"

Flugen Sie dem Management-Node Computing- und
Controller-Ressourcen hinzu

Uber DIE REST API Ul lassen sich Compute- und Controller-Ressourcen zur
Management-Node-Konfiguration hinzufugen.

Méoglicherweise missen Sie ein Asset hinzufligen, wenn Sie vor Kurzem lhre Installation skaliert haben und
neue Ressourcen nicht automatisch zu Ihrer Konfiguration hinzugefligt wurden. Mithilfe dieser APIs kdnnen
Sie Ressourcen hinzufligen, die zu lhrer Installation hinzugefligt wurden.


https://docs.netapp.com/de-de/hci/docs/task_hcc_edit_bmc_info.html
https://docs.netapp.com/us-en/vcp/index.html

Was Sie bendtigen
* In lhrer Cluster-Version wird die NetApp Element Software 11.3 oder héher ausgefiihrt.

 Sie haben einen Management-Node mit Version 11.3 oder hdher implementiert.

* Das ist schon "Neue NetApp HCC-Rolle in vCenter erstellt" Begrenzung der Management-Node-Services-
Ansicht auf reine NetApp Ressourcen

« Sie verfugen uber die vCenter-Management-IP-Adresse und die zugehdrigen Anmeldedaten.
+ Sie haben die Management-IP-Adresse und die Root-Anmeldedaten des Computing-Nodes (ESXi).
« Sie verfligen Uber die Hardware- (BMC) Management-IP-Adresse und Administrator-

Anmeldeinformationen.

Uber diese Aufgabe

(Nur NetApp HCI) Wenn nach der Skalierung lhres NetApp HCI-Systems keine Computing-Nodes in der
Hybrid Cloud Control (HCC) angezeigt werden, kdnnen Sie mithilfe der einen Compute-Node hinzufligen POST
/assets/{asset id}/compute-nodes Beschrieben in diesem Verfahren.

@ Wenn Sie Computing-Knoten manuell hinzufiigen, stellen Sie sicher, dass Sie auch die BMC-
Assets hinzufugen. Andernfalls wird ein Fehler zuriickgegeben.

Schritte
1. Holen Sie sich die Basis-Asset-ID fir die Installation:

a. Offnen Sie die REST API-UI fiir den Bestandsdienst auf dem Managementknoten:
https://<ManagementNodeIP>/inventory/1/

b. Wahlen Sie autorisieren aus, und flillen Sie Folgendes aus:
i. Geben Sie den Benutzernamen und das Passwort fur den Cluster ein.
i. Geben Sie die Client-ID als ein mnode-client.
ii. Wahlen Sie autorisieren, um eine Sitzung zu starten.
iv. SchlielRen Sie das Fenster.
c. Wahlen Sie in DER REST API Ul GET /Installations aus.
d. Wahlen Sie Probieren Sie es aus.
e. Wahlen Sie Ausfiihren.

f. Kopieren Sie aus dem Text Code 200 Antwort den id Fir die Installation.


https://docs.netapp.com/de-de/hci/docs/task_mnode_create_netapp_hcc_role_vcenter.html

"installations": [
{
" links": {

"collection":
"https://10.111.211.111/inventory/1/installations",

"self":
"https://10.111.217.111/inventory/1/installations/abcd0le2-ab00-1xxx-
9lee-12f111xxc7x0x"

by
"id": "abcdOle2-ab00-1xxx-9lee-12f111xxc7x0x",

@ Die Installation verfiigt Gber eine Basiskonfiguration, die wahrend der Installation oder
eines Upgrades erstellt wurde.

g. Wahlen Sie in DER REST-API-Ul GET /installations/{id} aus.
h. Wahlen Sie Probieren Sie es aus.

i. Figen Sie die Installations-Asset-ID in das Feld id ein.

j- Wahlen Sie Ausfiihren.

k. Kopieren Sie aus der Antwort die Cluster-Controller-ID und speichern Sie sie ("controllerId") Fir
den Einsatz in einem spateren Schritt.

2. (Nur fir Computing-Nodes) Suchen Sie die Hardware-Tag-Nummer flr lhren Compute-Node In vSphere.

3. Um einer vorhandenen Basisressource ein Controller Asset (vCenter), einen Computing Node (ESXi) oder
eine Hardware (BMC) hinzuzufligen, wahlen Sie eine der folgenden Optionen aus:



Option
POST /Assets/{Asset_id}/Controller

Beschreibung

a. Offnen Sie die MNODE-Service-REST-API-UI auf dem
Management-Node:

https://<ManagementNodeIP>/mnode

i. Wahlen Sie autorisieren aus, und flllen Sie
Folgendes aus:

A. Geben Sie den Benutzernamen und das Passwort
fir den Cluster ein.

B. Geben Sie die Client-ID als ein mnode-client.

C. Wahlen Sie autorisieren, um eine Sitzung zu
starten.

D. Schliel3en Sie das Fenster.
b. Wahlen Sie POST /Assets/{Asset_id}/Controllers aus.
c. Wahlen Sie Probieren Sie es aus.

d. Geben Sie die Ubergeordnete Basis-Asset-ID in das Feld
Asset_id ein.

e. Flgen Sie die erforderlichen Werte der Nutzlast hinzu.

f. Wahlen Sie Ausfiihren.
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Option Beschreibung

POST /Assets/{Asset_id}/Compute- a. Offnen Sie die MNODE-Service-REST-API-UI auf dem
Nodes Management-Node:

https://<ManagementNodeIP>/mnode

i. Wahlen Sie autorisieren aus, und flllen Sie
Folgendes aus:

A. Geben Sie den Benutzernamen und das Passwort
fir den Cluster ein.

B. Geben Sie die Client-ID als ein mnode-client.

C. Wahlen Sie autorisieren, um eine Sitzung zu
starten.

D. SchlieRen Sie das Fenster.

b. Wahlen Sie POST /Assets/{Asset_id}/Compute-Nodes
aus.

c. Wahlen Sie Probieren Sie es aus.

d. Geben Sie im Feld Asset_id die Ubergeordnete Basis-
Asset-ID ein, die Sie in einem friiheren Schritt kopiert
haben.

e. FUhren Sie in der Nutzlast folgende Schritte aus:

i. Geben Sie die Management-IP fiir den Node im ein ip
Feld.

ii. FUr “hardwareTag Geben Sie den Hardware-Tag-Wert
ein, den Sie in einem friheren Schritt gespeichert
haben.

ii. Geben Sie bei Bedarf andere Werte ein.
f. Wahlen Sie Ausfiihren.



Option

POST /Assets/{Asset_id}/Hardware-
Nodes

Weitere Informationen

"NetApp Element Plug-in fir vCenter Server"

Beschreibung

a. Offnen Sie die MNODE-Service-REST-API-UI auf dem
Management-Node:

https://<ManagementNodeIP>/mnode

i. Wahlen Sie autorisieren aus, und flllen Sie
Folgendes aus:

A. Geben Sie den Benutzernamen und das Passwort
fir den Cluster ein.

B. Geben Sie die Client-ID als ein mnode-client.

C. Wahlen Sie autorisieren, um eine Sitzung zu
starten.

D. SchlieRen Sie das Fenster.

b. Wahlen Sie POST /Assets/{Asset_id}/Hardware-Nodes
aus.

c. Wahlen Sie Probieren Sie es aus.

d. Geben Sie die tUbergeordnete Basis-Asset-ID in das Feld
Asset_id ein.

e. Flgen Sie die erforderlichen Werte der Nutzlast hinzu.
f. Wahlen Sie Ausfiuhren.

So finden Sie ein Hardware-Tag flir einen Compute-Node

Mithilfe der REST API-Benutzeroberflache mussen Sie die Hardware-Tag-Nummer zur
Konfiguration der Managementknoten hinzufligen.

11
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VMware vSphere 8.0 und 7.0
Suchen Sie in VMware vSphere Web Client 8.0 und 7.0 das Hardware-Tag fir einen Computing-Knoten.
Schritte

1. Wahlen Sie den Host im vSphere Web Client Navigator aus.

2. Wahlen Sie die Registerkarte Konfigurieren aus.

3. Wahlen Sie in der Seitenleiste die Option Hardware > Ubersicht. Uberpriifen Sie, ob die Hardware-
Tag-Nummer im aufgeflhrt ist System Tabelle:
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Boot device

Hardware L

4. Kopieren und speichern Sie den Wert fur Tag.

Processors

5. Fugen Sie Ihre Computing- und Controller-Ressourcen dem Management-Node hinzu.

VMware vSphere 6.7 und 6.5
Suchen Sie in VMware vSphere Web Client 6.7 und 6.5 das Hardware-Tag fur einen Computing-Knoten.
Schritte

1. Wahlen Sie den Host im vSphere Web Client Navigator aus.

2. Wahlen Sie die Registerkarte Monitor aus und wahlen Sie Hardwarezustand.

3. Uberpriifen Sie, ob das Tag mit dem BIOS-Hersteller und der Modellnummer aufgelistet ist.
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4. Kopieren und speichern Sie den Wert fiir Tag.

5. Fugen Sie lhre Computing- und Controller-Ressourcen dem Management-Node hinzu.

Erstellen und Managen von Storage-Cluster-Assets

Sie kdnnen dem Managementknoten neue Storage-Cluster-Assets hinzufugen, die
gespeicherten Zugangsdaten fur bekannte Storage-Cluster-Assets bearbeiten und
Storage-Cluster-Assets Uuber DIE REST-API vom Managementknoten I6schen.

Was Sie bendtigen

« Stellen Sie sicher, dass auf |hrer Speichercluster-Version die NetApp Element-Software 11.3 oder hdher
ausgefuhrt wird.

« Stellen Sie sicher, dass Sie einen Management-Node mit Version 11.3 oder hdher bereitgestellt haben.

Optionen fiir das Storage Cluster Asset Management
Wahlen Sie eine der folgenden Optionen:

* Rufen Sie die Installations-ID und die Cluster-ID einer Storage-Cluster-Ressource ab
* Flgen Sie eine neue Storage-Cluster-Ressource hinzu
» Bearbeiten Sie die gespeicherten Anmeldedaten fur eine Storage-Cluster-Ressource

» Ldschen einer Speichercluster-Ressource

Rufen Sie die Installations-ID und die Cluster-ID einer Storage-Cluster-Ressource
ab

Sie kénnen die REST API verwenden, um die Installations-ID und die ID des Storage-Clusters zu erhalten. Sie
bendtigen die Installations-ID, um eine neue Storage Cluster-Ressource hinzuzufiigen, und die Cluster-ID, um
eine bestimmte Storage-Cluster-Ressource zu andern oder zu Idschen.

Schritte

1. Greifen Sie auf die REST-API-UI fiir den Bestandsdienst zu, indem Sie die IP-Adresse des Management-
Node gefolgt von eingeben /inventory/1/:

13



https://<ManagementNodeIP>/inventory/1/

. Klicken Sie auf autorisieren oder auf ein Schloss-Symbol, und flillen Sie Folgendes aus:

a. Geben Sie den Benutzernamen und das Passwort fir den Cluster ein.
b. Geben Sie die Client-ID als ein mnode-client.
c. Klicken Sie auf autorisieren, um eine Sitzung zu starten.

d. SchlieRen Sie das Fenster.

3. Klicken Sie auf GET /Installations.

. Klicken Sie auf Probieren Sie es aus.

5. Klicken Sie Auf Ausfiihren.

10.

14

Die API gibt eine Liste aller bekannten Installationen zurtick.

. Speichern Sie aus dem Code 200 Response Body den Wert im id Feld, das Sie in der Liste der

Installationen finden kénnen. Dies ist die Installations-ID. Beispiel:

"installations": [

{
"id": "1234a678-12ab-35dc-7b4a-1234a5b6a7ba",

"name": "my-hci-installation™,

" links": {
"collection": "https://localhost/inventory/l/installations",
"self": "https://localhost/inventory/1l/installations/1234a678-

12ab-35dc-7b4a-1234a5b6a7ba"
}

Rufen Sie die REST-API-UI fir den Storage-Service auf, indem Sie die IP-Adresse des Management-
Node, gefolgt von, eingeben /storage/1/:

https://<ManagementNodeIP>/storage/1/

Klicken Sie auf autorisieren oder auf ein Schloss-Symbol, und flllen Sie Folgendes aus:
a. Geben Sie den Benutzernamen und das Passwort fur den Cluster ein.
b. Geben Sie die Client-ID als ein mnode-client.
c. Klicken Sie auf autorisieren, um eine Sitzung zu starten.
d. Schliel3en Sie das Fenster.
Klicken Sie auf GET /Clusters.

Klicken Sie auf Probieren Sie es aus.



11. Geben Sie die Installations-ID ein, die Sie zuvor in gespeichert haben installationId Parameter.

12. Klicken Sie Auf Ausfiihren.
Die API gibt eine Liste aller bekannten Storage-Cluster in dieser Installation zurtck.

13. Suchen Sie aus dem Code 200 Response Body den richtigen Storage Cluster und speichern Sie den Wert
im Cluster storageId Feld. Dies ist die Storage-Cluster-ID.

Figen Sie eine neue Storage-Cluster-Ressource hinzu

Mithilfe der REST API kénnen Sie dem Management-Node-Bestand eine oder mehrere neue Storage-Cluster-
Ressourcen hinzufiigen. Wenn Sie eine neue Storage-Cluster-Ressource hinzufiigen, wird diese automatisch
beim Management-Node registriert.

Was Sie bendtigen

+ Sie haben die kopiert Storage Cluster-ID und Installations-ID Fur jeden Storage-Cluster, den Sie
hinzufligen mochten.

* Wenn Sie mehr als einen Storage-Node hinzufligen, haben Sie die Einschrankungen von gelesen und
verstanden "Autorisierende Cluster" Unterstltzung fur mehrere Storage-Cluster.

@ Alle im autoritaren Cluster definierten Benutzer werden als Benutzer auf allen anderen
Clustern definiert, die an die Instanz von Hybrid Cloud Control gebunden sind.

Schritte

1. Rufen Sie die REST-API-UI fur den Storage-Service auf, indem Sie die IP-Adresse des Management-
Node, gefolgt von, eingeben /storage/1/:

https://<ManagementNodeIP>/storage/1/

2. Klicken Sie auf autorisieren oder auf ein Schloss-Symbol, und flillen Sie Folgendes aus:
a. Geben Sie den Benutzernamen und das Passwort flr den Cluster ein.
b. Geben Sie die Client-ID als ein mnode-client.
c. Klicken Sie auf autorisieren, um eine Sitzung zu starten.
d. Schliel3en Sie das Fenster.
3. Klicken Sie auf POST /Cluster.
4. Klicken Sie auf Probieren Sie es aus.

5. Geben Sie im Feld Text anfordern die Informationen des neuen Speicherclusters in die folgenden
Parameter ein:
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"installationId": "alb2c34d-e56f-1laz2b-cl23-1ab2cd345d6e",

"mvip": "10.0.0.1",

"password": "admin",

"userId": "admin"

}

Parameter Typ
installationId Zeichenfolge
mvip Zeichenfolge
password Zeichenfolge
userId Zeichenfolge

6. Klicken Sie Auf Ausfiihren.

Beschreibung

Die Installation, in der der neue
Speicher-Cluster hinzugefligt
werden soll. Geben Sie die
Installations-ID ein, die Sie zuvor
in diesen Parameter gespeichert
haben.

Die virtuelle IPv4-Management-IP-
Adresse (MVIP) des
Speicherclusters.

Das Passwort, das fiur die
Kommunikation mit dem Storage-
Cluster verwendet wird.

Die Benutzer-ID fir die
Kommunikation mit dem Speicher-
Cluster (der Benutzer muss Uber
Administratorrechte verfiigen).

Die API gibt ein Objekt mit Informationen Uber die neu hinzugefiigte Storage-Cluster-Ressource zurick, z.

B. Informationen Gber Name, Version und IP-Adresse.

Bearbeiten Sie die gespeicherten Anmeldedaten fiir eine Storage-Cluster-

Ressource

Sie kénnen die gespeicherten Anmeldeinformationen bearbeiten, die der Management-Node zur Anmeldung
bei einem Storage-Cluster verwendet. Der von lhnen gewahlte Benutzer muss Uber einen Cluster-Admin-

Zugriff verfigen.

@ Vergewissern Sie sich, dass Sie die Schritte in befolgt haben Rufen Sie die Installations-ID und
die Cluster-ID einer Storage-Cluster-Ressource ab Bevor Sie fortfahren.

Schritte

1. Rufen Sie die REST-API-UI fiir den Storage-Service auf, indem Sie die IP-Adresse des Management-

Node, gefolgt von, eingeben /storage/1/:

https://<ManagementNodeIP>/storage/1/
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2. Klicken Sie auf autorisieren oder auf ein Schloss-Symbol, und flillen Sie Folgendes aus:
a. Geben Sie den Benutzernamen und das Passwort flr den Cluster ein.
b. Geben Sie die Client-ID als ein mnode-client.
c. Klicken Sie auf autorisieren, um eine Sitzung zu starten.
d. Schliel3en Sie das Fenster.
. Klicken Sie auf PUT /Clusters/{storageld}.

3

4. Klicken Sie auf Probieren Sie es aus.

5. Fugen Sie die Storage-Cluster-ID ein, die Sie zuvor in kopiert haben storageId Parameter.
6

. Andern Sie im Feld Text anfordern einen oder beide der folgenden Parameter:

"password": "adminadmin",
"userId": "admin"
}
Parameter Typ Beschreibung
password Zeichenfolge Das Passwort, das fir die
Kommunikation mit dem Storage-
Cluster verwendet wird.
userId Zeichenfolge Die Benutzer-ID fiir die

Kommunikation mit dem Speicher-
Cluster (der Benutzer muss Uber
Administratorrechte verfiigen).

7. Klicken Sie Auf Ausfiihren.

Loschen einer Speichercluster-Ressource

Sie kdnnen eine Storage-Cluster-Ressource |6schen, wenn das Storage-Cluster nicht mehr in Betrieb ist.
Wenn Sie eine Storage-Cluster-Ressource entfernen, wird diese automatisch vom Management-Node
registriert.

@ Vergewissern Sie sich, dass Sie die Schritte in befolgt haben Rufen Sie die Installations-ID und
die Cluster-ID einer Storage-Cluster-Ressource ab Bevor Sie fortfahren.

Schritte

1. Rufen Sie die REST-API-UI fir den Storage-Service auf, indem Sie die IP-Adresse des Management-
Node, gefolgt von, eingeben /storage/1/:

https://<ManagementNodeIP>/storage/1/

2. Klicken Sie auf autorisieren oder auf ein Schloss-Symbol, und flillen Sie Folgendes aus:

a. Geben Sie den Benutzernamen und das Passwort flr den Cluster ein.
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b. Geben Sie die Client-ID als ein mnode-client.
c. Klicken Sie auf autorisieren, um eine Sitzung zu starten.
d. SchlieRen Sie das Fenster.
Klicken Sie auf DELETE /Clusters/{storageld}.
Klicken Sie auf Probieren Sie es aus.
Geben Sie die Storage-Cluster-ID ein, die Sie zuvor in kopiert haben storageId Parameter.

Klicken Sie Auf Ausfiihren.

o o kW

Bei Erfolg gibt die API eine leere Antwort zurtick.

Weitere Informationen

» "Autorisierende Cluster"

* "NetApp Element Plug-in fir vCenter Server"

Vorhandene Controller-Assets konnen angezeigt oder
bearbeitet werden

Sie kdnnen Informationen zu vorhandenen VMware vCenter Controllern in der
Management-Node-Konfiguration tGber DIE REST-API anzeigen und bearbeiten.
Controller sind VMware vCenter Instanzen, die bei Ihrer NetApp HCI Installation auf dem
Management-Node registriert sind.

Bevor Sie beginnen

« Stellen Sie sicher, dass auf lhrer Cluster-Version NetApp Element 11.3 oder héher ausgefihrt wird.

« Stellen Sie sicher, dass Sie einen Management-Node mit Version 11.3 oder hdher bereitgestellt haben.

Zugriff auf DIE REST-API fur Managementservices

Schritte

1. Rufen Sie die REST-API-UI fir Managementservices auf, indem Sie die IP-Adresse des Management-
Node gefolgt von eingeben /vcenter/1/:

https://<ManagementNodeIP>/vcenter/1/

2. Klicken Sie auf autorisieren oder auf ein Schloss-Symbol, und fiillen Sie Folgendes aus:
a. Geben Sie den Benutzernamen und das Passwort flir den Cluster ein.
b. Geben Sie die Client-ID als ein mnode-client.
c. Klicken Sie auf autorisieren, um eine Sitzung zu starten.

d. SchlieRen Sie das Fenster.
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Anzeigen gespeicherter Informationen zu vorhandenen Controllern

Sie kénnen vorhandene vCenter Controller, die beim Management-Node registriert sind, auflisten und
gespeicherte Informationen Uber sie mithilfe der REST-API anzeigen.

Schritte
1. Klicken Sie auf GET /Compute/Controllers.

2. Klicken Sie auf Probieren Sie es aus.
3. Klicken Sie Auf Ausfiihren.

Die API gibt eine Liste aller bekannten vCenter-Controller sowie die IP-Adresse, Controller-ID, Hostname
und Benutzer-ID zurtick, die fir die Kommunikation mit jedem Controller verwendet wurden.

4. Wenn Sie den Verbindungsstatus eines bestimmten Controllers mochten, kopieren Sie die Controller-1D
von id Feld dieses Controllers in der Zwischenablage und siehe Den Status eines vorhandenen
Controllers anzeigen.

Den Status eines vorhandenen Controllers anzeigen

Sie kénnen den Status aller vorhandenen vCenter Controller anzeigen, die beim Management-Node registriert
sind. Die API gibt einen Status zurlick, der angibt, ob NetApp Hybrid Cloud Control sich sowohl mit dem
vCenter Controller verbinden kann als auch mit dem Grund fir diesen Status.

Schritte
1. Klicken Sie auf GET /Compute/Controllers/{Controller_id}/Status.
2. Klicken Sie auf Probieren Sie es aus.
3. Geben Sie die Controller-ID ein, die Sie zuvor in kopiert haben controller id Parameter.

4. Klicken Sie Auf Ausfiihren.

Die API gibt einen Status dieses bestimmten vCenter-Controllers zurtick, zusammen mit einem Grund flr
diesen Status.

Bearbeiten Sie die gespeicherten Eigenschaften eines Controllers

Sie kdnnen den gespeicherten Benutzernamen oder das gespeicherte Passwort flr einen der vorhandenen
vCenter Controller bearbeiten, die beim Management-Node registriert sind. Sie kdnnen die gespeicherte IP-
Adresse eines vorhandenen vCenter-Controllers nicht bearbeiten.

Schritte
1. Klicken Sie auf PUT /Compute/Controllers/{Controller_id}.
2. Geben Sie die Controller-ID eines vCenter Controllers in ein controller id Parameter.

3. Klicken Sie auf Probieren Sie es aus.

4. Andern Sie einen der folgenden Parameter im Feld Text anfordern:
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Parameter Typ Beschreibung

userId Zeichenfolge Andern Sie die Benutzer-ID, die
fur die Kommunikation mit dem
vCenter Controller verwendet wird
(der Benutzer muss Uuber
Administratorrechte verfligen).

password Zeichenfolge Andern Sie das Passwort, das fir
die Kommunikation mit dem
vCenter Controller verwendet
wird.

5. Klicken Sie Auf Ausfiihren.

Die API gibt aktualisierte Controller-Informationen zurlick.

Weitere Informationen

* "Flgen Sie dem Management-Node Computing- und Controller-Ressourcen hinzu"

* "NetApp Element Plug-in fur vCenter Server"

Entfernen Sie ein Asset vom Management-Node

Wenn ein Computing-Node physisch ersetzt oder aus dem NetApp HCI-Cluster entfernt
werden muss, mussen die Computing-Node-Ressource mithilfe der Management-Node-
APls entfernt werden.

Was Sie bendtigen
 Im Storage Cluster wird die NetApp Element Software 11.3 oder hdher ausgefiihrt.

 Sie haben einen Management-Node mit Version 11.3 oder hdher implementiert.

Schritte

1. Geben Sie die Management-Node-IP-Adresse gefolgt von ein /mnode/1/:
https://<ManagementNodeIP>/mnode/1/

2. Klicken Sie auf autorisieren oder auf ein Schlosssymbol und geben Sie Cluster Admin-
Anmeldeinformationen ein, um APIls zu verwenden.

a. Geben Sie den Benutzernamen und das Passwort flr den Cluster ein.

b. Wahlen Sie Text anfordern aus der Dropdown-Liste Typ aus, wenn der Wert nicht bereits ausgewahit
ist.

C. Geben Sie die Client-ID als ein mnode-client Wenn der Wert nicht bereits ausgefullt ist.
Geben Sie keinen Wert fur das Clientgeheimnis ein.

Klicken Sie auf autorisieren, um eine Sitzung zu starten.

-~ © o

SchlieRen Sie das Fenster.
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3. SchlieRen Sie das Dialogfeld * Verfligbare Berechtigungen®.

4. Klicken Sie auf GET/Assets.

5. Klicken Sie auf Probieren Sie es aus.

6. Klicken Sie Auf Ausfiihren.

7. Scrollen Sie im Antwortkorper nach unten zum Abschnitt Computing, und kopieren Sie den parent Und
id Werte fiir den fehlgeschlagenen Rechenknoten.

8. Klicken Sie auf DELETE/Assets/{Asset_id}/Compute-Nodes/{Compute_id}.

9. Klicken Sie auf Probieren Sie es aus.
10. Geben Sie das ein parent Und id Werte, die Sie in einem vorherigen Schritt kopiert haben.

11. Klicken Sie Auf Ausfiihren.

Konfigurieren Sie einen Proxyserver

Wenn lhr Cluster hinter einem Proxy-Server liegt, missen Sie die Proxy-Einstellungen so
konfigurieren, dass Sie ein 6ffentliches Netzwerk erreichen kdnnen.

Fir Telemetrie-Kollektoren und Reverse-Tunnel-Verbindungen wird ein Proxy-Server verwendet. Sie kdnnen
einen Proxy-Server mithilfe der REST API-Ul aktivieren und konfigurieren, falls Sie wahrend der Installation
oder dem Upgrade noch keinen Proxy-Server konfiguriert haben. Sie kdnnen auch vorhandene Proxy-Server-
Einstellungen andern oder einen Proxy-Server deaktivieren.

Der Befehl zum Konfigurieren von Updates fur einen Proxy-Server und gibt dann die aktuellen Proxy-
Einstellungen fir den Management-Node zuruck. Die Proxy-Einstellungen werden von Active 1Q, dem NetApp
HCI Monitoring-Service, der von der NetApp Deployment Engine implementiert wird, und anderen Element
Software Utilities verwendet, die auf dem Management-Node installiert sind. Hierzu gehéren auch der Tunnel
zur Reverse-Unterstitzung flr NetApp Support.

Bevor Sie beginnen
* Sie sollten Host- und Anmeldeinformationen fir den Proxyserver kennen, den Sie konfigurieren.

« Stellen Sie sicher, dass auf lhrer Cluster-Version NetApp Element 11.3 oder héher ausgefuhrt wird.
« Stellen Sie sicher, dass Sie einen Management-Node mit Version 11.3 oder hoher bereitgestellt haben.

* (Management-Node 12.0 und héher) vor der Konfiguration eines Proxy-Servers haben Sie die NetApp
Hybrid Cloud Control auf die Managementservices Version 2.16 aktualisiert.

Schritte

1. Greifen Sie auf die REST-API-Ul auf dem Management-Node zu, indem Sie die IP-Adresse des
Management-Node, gefolgt von, eingeben /mnode:

https://<ManagementNodeIP>/mnode

2. Klicken Sie auf autorisieren oder auf ein Schloss-Symbol, und fiillen Sie Folgendes aus:

a. Geben Sie den Benutzernamen und das Passwort flr den Cluster ein.
b. Geben Sie die Client-ID als ein mnode-client.

c. Klicken Sie auf autorisieren, um eine Sitzung zu starten.
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d. Schliel3en Sie das Fenster.
3. Klicken Sie auf PUT /settings.
4. Klicken Sie auf Probieren Sie es aus.

3. Um einen Proxyserver zu aktivieren, miissen Sie festlegen use _proxy Um wahr zu sein. Geben Sie die
IP- oder Host-Namen und Proxy-Port-Ziele ein.

Der Proxy-Benutzername, das Proxy-Passwort und der SSH-Port sind optional und sollten bei
Nichtverwendung weggelassen werden.

{

"proxy ip or hostname": "[IP or name]",

"use proxy": [true/false],

"proxy username": "[username]",

"proxy password": "[password]",

"proxy port": [port value],

"proxy ssh port": [port value: default is 443]

}

6. Klicken Sie Auf Ausfiihren.

@ Je nach Umgebung missen Sie moglicherweise lhren Management Node neu booten.

Weitere Informationen

"NetApp Element Plug-in fur vCenter Server"

Uberpriifen Sie die Betriebssystem- und Servicestversionen
der Management-Nodes

Sie kénnen die Versionsnummern des Management-Node-Betriebssystems, des
Managementservices-Pakets und der einzelnen Services, die auf dem Management-
Node ausgefuhrt werden, mithilfe der REST-API im Management-Node Uberprufen.

Was Sie bendétigen

* Auf dem Cluster wird die NetApp Element Software 11.3 oder hdher ausgefiihrt.

« Sie haben einen Management-Node mit Version 11.3 oder hdher implementiert.

Optionen
» API-Befehle

+ SCHRITTE DER REST API-UI

API-Befehle

* Hier erhalten Sie Versionsinformationen zum Management-Node OS, zum Management-Services-Bundle
und zum Management-Node-API-Service (mNode-API), der auf dem Management-Node ausgefuhrt wird:
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curl -X GET "https://<ManagementNodeIP>/mnode/about" -H "accept:
application/json"

» Abrufen der Versionsinformationen zu den einzelnen auf dem Management-Node ausgefihrten Services:

curl -X GET "https://<ManagementNodeIP>/mnode/services?status=running”
-H Taccept: */*" -H "Authorization: Bearer S${TOKEN}"

@ Ihr kénnt den Trager finden $ { TOKEN} Wird von dem API-Befehl verwendet, wenn Sie
"Autorisieren”. Der Trager $ { TOKEN} Ist in der Curl-Antwort.

SCHRITTE DER REST API-Ul

1. Rufen Sie die REST-API-UI fiir den Service auf, indem Sie die Management-Node-IP-Adresse, gefolgt von,
eingeben /mnode/:

https://<ManagementNodeIP>/mnode/

2. Fihren Sie einen der folgenden Schritte aus:

o Hier erhalten Sie Versionsinformationen zum Management-Node OS, zum Management-Services-
Bundle und zum Management-Node-API-Service (mNode-APlI), der auf dem Management-Node
ausgefihrt wird:

i. Wahlen Sie GET /about aus.
i. Wahlen Sie Probieren Sie es aus.

ii. Wahlen Sie Ausfiihren.

Die Bundle-Version der Managementservices ("mnode bundle version"), Version des
Management-Node-Betriebssystems ("os version™) Und der Version der Management-Node-
API ("version") Sind im Antwortkérper angegeben.

o Abrufen der Versionsinformationen zu den einzelnen auf dem Management-Node ausgefiihrten
Services:
i. Wahlen Sie GET /Services.
i. Wahlen Sie Probieren Sie es aus.
ii. Wahlen Sie den Status als lauft aus.
iv. Wahlen Sie Ausfiihren.

Die Dienste, die auf dem Management-Knoten ausgefiihrt werden, werden im Response Body
angezeigt.
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Weitere Informationen

"NetApp Element Plug-in fir vCenter Server"

Abrufen von Protokollen von Managementservices

Sie konnen mithilfe der REST API Protokolle von den Services abrufen, die auf dem
Management-Node ausgefuhrt werden. Sie konnen Protokolle aus allen 6ffentlichen
Diensten abrufen oder bestimmte Dienste angeben und Abfrageparameter verwenden,
um die Ruckgabeergebnisse besser zu definieren.

Was Sie bendtigen
* In lhrer Cluster-Version wird die NetApp Element Software 11.3 oder hdher ausgefiihrt.

+ Sie haben einen Management-Node mit Version 11.3 oder hoher implementiert.

Schritte
1. Offnen Sie die REST-API-Ul auf dem Managementknoten.
> Ab Management Services 2.21.61:

https://<ManagementNodeIP>/mnode/4/
o Flr Managementservices ab Version 2.20.69:
https://<ManagementNodeIP>/mnode

2. Wahlen Sie autorisieren oder ein Schloss-Symbol aus, und flllen Sie Folgendes aus:
a. Geben Sie den Benutzernamen und das Passwort fur den Cluster ein.
b. Geben Sie die Client-ID als mNode-Client ein, wenn der Wert nicht bereits gefullt ist.
c. Wahlen Sie autorisieren, um eine Sitzung zu starten.
d. SchlieRen Sie das Fenster.

3. Wahlen Sie GET /logs.

4. Wahlen Sie Probieren Sie es aus.

5. Geben Sie die folgenden Parameter an:

° Lines: Geben Sie die Anzahl der Zeilen ein, die das Protokoll zurtickgeben soll. Bei diesem
Parameter handelt es sich um eine Ganzzahl, die standardmaRig auf 1000 gesetzt ist.

Vermeiden Sie es, den gesamten Verlauf des Protokollinhalts anzufragen, indem Sie
Zeilen auf 0 setzen.

° since: Flgt einen ISO-8601-Zeitstempel fiir den Startpunkt der Service-Protokolle hinzu.

Machen Sie einen vernlnftigen Rahmen since Parameter beim Sammeln von
Protokollen mit gréfReren Zeitpfannen.
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° service-name: Geben Sie einen Dienstnamen ein.

Verwenden Sie die GET /services Befehl zum Auflisten von Services auf dem
Management-Node.

° stopped: Auf eingestellt t rue Um Protokolle von angehalten Diensten abzurufen.
6. Wahlen Sie Ausfiihren.

7. Wahlen Sie im Antwortkérper Download aus, um die Protokollausgabe zu speichern.

Weitere Informationen

"NetApp Element Plug-in fir vCenter Server"
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