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Storage

Wartungsmodus

Wenn Sie einen Storage Node fur Wartungsarbeiten, wie z. B. Software-Upgrades oder
Host-Reparaturen, offline schalten mussen, konnen Sie die Auswirkungen auf den Rest
des Storage-Clusters durch Aktivierung des Wartungsmodus fur diesen Node auf ein
Minimum minimieren. Sie kdnnen den Wartungsmodus mit beiden Appliance-Nodes und
SolidFire Enterprise SDS-Nodes verwenden.

Wenn ein Speicherknoten ausgeschaltet ist, wird er in der Spalte Knotenstatus auf der Seite

@ Speicher in HCC als nicht verfiigbar angezeigt, da in dieser Spalte der Status des Knotens aus
der Perspektive des Clusters angezeigt wird. Der Status ,ausgeschaltet” des Knotens wird durch
das Symbol Offline neben dem Hostnamen des Knotens angezeigt.

Sie kénnen einen Storage Node nur in den Wartungsmodus versetzen, wenn der Node in einem
ordnungsgemalen Zustand (keine Blockierung von Cluster-Fehlern) ist und das Storage Cluster einem Ausfall
einzelner Nodes gegenuber tolerant ist. Sobald Sie den Wartungsmodus flir einen gesunden und toleranten
Node aktivieren, wird der Node nicht sofort migriert. Er wird Gberwacht, bis die folgenden Bedingungen erfullt
sind:

 Fur alle auf dem Node gehosteten Volumes ist ein Failover fehlgeschlagen

» Der Node hostet fiir ein Volume nicht mehr als primarer Node

» Jedem Failover eines Volumes wird ein temporarer Standby-Node zugewiesen

Nachdem diese Kriterien erflillt sind, wird der Node in den Wartungsmodus versetzt. Wenn diese Kriterien
innerhalb eines Zeitraums von 5 Minuten nicht erflllt werden, wechselt der Node nicht in den Wartungsmodus.

Wenn Sie den Wartungsmodus fiir einen Storage-Node deaktivieren, wird der Node Uiberwacht, bis die
folgenden Bedingungen erfillt sind:

+ Alle Daten werden vollstandig zum Node repliziert

* Alle blockierenden Cluster-Fehler werden behoben

+ Alle temporaren Standby-Node-Zuweisungen fir die auf dem Node gehosteten Volumes wurden deaktiviert

Nachdem diese Kriterien erfullt sind, wird der Node aus dem Wartungsmodus migriert. Wenn diese Kriterien
nicht innerhalb einer Stunde erfiillt werden, kann der Node nicht in den Wartungsmodus wechseln.

Bei Verwendung der Element APl werden die Status von Vorgdngen im Wartungsmodus angezeigt:

» Deaktiviert: Es wurde keine Wartung angefordert.
* FailedToRecover: Der Knoten konnte nicht von der Wartung wiederherstellen.
* RecoveringFromMaintenance: Der Knoten wird gerade von der Wartung wiederhergestellt.

» VorbereitungForMaintenance: Es werden Malinahmen ergriffen, damit ein Knoten die Wartung
durchfihren kann.

* ReadyForMaintenance: Der Knoten ist zur Wartung bereit.



Weitere Informationen

+ "Aktivieren Sie den Wartungsmodus mit der Element API"
+ "Deaktivieren Sie den Wartungsmodus mit der Element API"
* "Dokumentation der NetApp Element-API"

* "NetApp Element Plug-in fir vCenter Server"

Volumes

Storage wird im NetApp Element System als Volumes bereitgestellt. Volumes sind
Blockgerate, auf die Uber das Netzwerk Uber iSCSI- oder Fibre Channel-Clients
zugegriffen wird.

Das NetApp Element Plug-in fir vCenter Server ermdglicht Innen das Erstellen, Anzeigen, Bearbeiten,
Loschen, Klonen Sichern Sie Volumes fiir Benutzerkonten oder stellen Sie sie wieder her. AulRerdem lassen
sich Volumes in einem Cluster managen und Volumes in Volume-Zugriffsgruppen hinzufligen oder entfernen.

Persistente Volumes

Mithilfe persistenter Volumes kdnnen Management-Node-Konfigurationsdaten nicht lokal mit einer VM in einem
bestimmten Storage-Cluster gespeichert werden, damit Daten auch bei Verlust oder Entfernung von
Management-Nodes erhalten bleiben. Persistente Volumes sind eine optionale, jedoch empfohlene
Management-Node-Konfiguration.

Wenn Sie einen Management-Node flr NetApp HCI mithilfe der NetApp Deployment Engine implementieren,
werden persistente Volumes automatisch aktiviert und konfiguriert.

Eine Option zum Aktivieren persistenter Volumes ist in den Installations- und Upgrade-Skripten bei der
Implementierung eines neuen Management-Node enthalten. Persistente Volumes sind Volumes auf einem
Element Software-basierten Storage-Cluster, die Konfigurationsinformationen fir die Host-Management-Node-
VM enthalten, die Gber den Lebenszyklus der VM hinaus bestehen bleiben. Wenn der Management-Node
verloren geht, kann eine VM mit dem Ersatz-Management-Node eine Verbindung herstellen und
Konfigurationsdaten fir die verlorene VM wiederherstellen.

Wenn die Funktion persistenter Volumes wahrend der Installation oder eines Upgrades aktiviert ist, erstellt
automatisch mehrere Volumes mit NetApp-HCI — Pre-Pend auf den Namen des zugewiesenen Clusters. Diese
Volumes kdnnen, wie jedes softwarebasierte Element Volume, je nach lhren Vorliebe und Installation Uber die
Web-Ul in Element Software, das NetApp Element Plug-in fur vCenter Server oder die API angezeigt werden.
Persistente Volumes missen mit einer iISCSI-Verbindung zum Management-Node in Betrieb sein, um die
aktuellen Konfigurationsdaten beizubehalten, die fir eine Recovery verwendet werden kénnen.

Persistente Volumes, die mit Managementservices verbunden sind, werden bei der Installation
@ oder bei einem Upgrade einem neuen Konto erstellt und zugewiesen. Wenn Sie persistente
Volumes verwenden, andern oder lI6schen Sie die Volumes oder ihr zugehorigem Konto nicht

Weitere Informationen

* "Volumes managen"
* "NetApp Element Plug-in fur vCenter Server"

» "SolidFire und Element Software Documentation Center"
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Volume-Zugriffsgruppen

Eine Volume-Zugriffsgruppe ist eine Sammlung von Volumes, auf die Benutzer entweder
Uber iSCSI oder Uber Fibre Channel-Initiatoren zugreifen kdnnen.

Durch die Erstellung und Nutzung von Volume-Zugriffsgruppen kénnen Sie den Zugriff auf eine Gruppe von
Volumes steuern. Wenn Sie einen Satz von Volumes und einen Satz von Initiatoren einer Volume-
Zugriffsgruppe zuordnen, gewahrt die Zugriffsgruppe diesen Initiatoren Zugriff auf diese Gruppe von Volumes.

Volume-Zugriffsgruppen verfigen Uber die folgenden Grenzen:

* Maximal 128 Initiatoren pro Volume-Zugriffsgruppe.
» Maximal 64 Zugriffsgruppen pro Volume.
 Eine Zugriffsgruppe kann aus maximal 2000 Volumes bestehen.

* Ein IQN oder WWPN kann nur zu einer Volume-Zugriffsgruppe gehoren.

Weitere Informationen

* "Management von Volume-Zugriffsgruppen"
* "NetApp Element Plug-in fur vCenter Server"

« "SolidFire und Element Software Documentation Center"

Initiatoren

Initiatoren ermodglichen den Zugriff auf externe Clients auf Volumes in einem Cluster.
Diese dienen als Einstiegspunkt fur die Kommunikation zwischen Clients und Volumes.
Sie kdnnen Initiatoren fur CHAP-basierten Zugriff anstelle von kontenbasierten
Speichervolumes verwenden. Wenn ein einzelner Initiator einer Volume-Zugriffsgruppe
hinzugefligt wird, kénnen die Mitglieder der Volume-Zugriffsgruppen auf alle der Gruppe
hinzugeflgten Storage Volumes zugreifen, ohne dass eine Authentifizierung erforderlich
ist. Ein Initiator kann nur einer Zugriffsgruppe angehoren.

Weitere Informationen

* "Verwalten von Initiatoren"

* "Volume-Zugriffsgruppen”

» "Management von Volume-Zugriffsgruppen”
* "NetApp Element Plug-in fir vCenter Server"

» "SolidFire und Element Software Documentation Center"

Benutzerdefinierte Sicherungsdomanen

Sie konnen ein benutzerdefiniertes Schutz-Domain-Layout definieren, in dem jeder
Knoten einer und nur einer benutzerdefinierten Schutzdomane zugeordnet ist.
Standardmallig wird jeder Knoten derselben benutzerdefinierten Standard-
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Schutzdomane zugewiesen.
Wenn keine benutzerdefinierten Schutzdomanen zugewiesen sind:

* Der Cluster-Vorgang wird nicht beeintrachtigt.

* Die benutzerdefinierte Ebene ist weder tolerant noch widerstandsfahig.
Wenn mehr als eine benutzerdefinierte Schutzdomane zugewiesen wird, weist jedes Subsystem separate
benutzerdefinierte Schutzdomanen Duplikate zu. Ist dies nicht mdglich, so wird das Zuweisen von Duplikaten

zu separaten Nodes riickgangig gemacht. Jedes Subsystem (z. B. Behalter, Schichten,
Protokollendpunktanbieter und Ensemble) erledigt dies unabhangig voneinander.

@ Bei der Verwendung von benutzerdefinierten Schutzdomanen wird vorausgesetzt, dass sich
keine Nodes ein Chassis teilen.

Die folgenden Element API-Methoden setzen die folgenden neuen Sicherheits-Domanen aus:

» GetProtectionDomainLayout - zeigt an, in welchem Gehause und in welcher benutzerdefinierten
Schutzdomane sich jeder Knoten befindet.

» SetProtectionDomainLayout - ermdglicht die Zuweisung einer benutzerdefinierten Schutzdomane zu jedem
Knoten.

Wenden Sie sich an den NetApp Support, um weitere Informationen zur Verwendung benutzerdefinierter
Sicherungsdoméanen zu erhalten.

Weitere Informationen

"Storage-Management mit der Element API"


https://docs.netapp.com/us-en/element-software/api/index.html
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