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Aufgaben nach der Implementierung

Überblick über Aufgaben nach der Implementierung

Nachdem Sie Rancher auf NetApp HCI implementiert haben, sollten Sie die Aktivitäten
nach der Implementierung fortsetzen.

• "Stellen Sie sicher, dass Rancher Support-Parität erreicht ist"

• "Verbesserte Resiliency für Rancher Virtual Machines"

• "Monitoring konfigurieren"

• "Installation Von Trident"

• "Aktivieren Sie die Trident Unterstützung für Benutzer-Cluster"

Weitere Informationen

• "Rancher Dokumentation über Architektur"

• "Kubernetes – Terminologie für Rancher"

• "NetApp Element Plug-in für vCenter Server"

• "Ressourcen-Seite zu NetApp HCI"

Stellen Sie sicher, dass Rancher Support-Parität erreicht ist

Nachdem Sie Rancher auf NetApp HCI implementiert haben, müssen Sie sicherstellen,
dass die Anzahl der erworbenen Rancher Support-Kerne mit der Anzahl der CPU-Kerne
übereinstimmt, die Sie für Rancher Management-VMs und Benutzer-Cluster verwenden.

Wenn Sie Rancher Support nur für einen Teil Ihrer NetApp HCI-Ressourcen erworben haben, müssen Sie in
VMware vSphere Maßnahmen ergreifen, um sicherzustellen, dass die Rancher auf NetApp HCI und den
verwalteten Benutzer-Clustern nur auf Hosts ausgeführt werden, für die Sie Rancher Support erworben haben.
In der Dokumentation zu VMware vSphere finden Sie Informationen darüber, wie Sie dies durch Beschränkung
von Computing-Workloads auf bestimmte Hosts gewährleisten können.

Weitere Informationen

• "VSphere HA und DRS Affinitätsregeln"

• "Anti-Affinitätsregeln für VMs erstellen"

• "Rancher Dokumentation über Architektur"

• "Kubernetes – Terminologie für Rancher"

• "NetApp Element Plug-in für vCenter Server"

• "Ressourcen-Seite zu NetApp HCI"

Verbesserte Resiliency für Rancher Virtual Machines

Nach der Implementierung von Rancher auf NetApp HCI enthält Ihre vSphere Umgebung
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drei neue Nodes als Virtual Machines, um die Rancher Umgebung zu hosten. Die
Rancher Web-UI ist von jedem dieser Knoten verfügbar. Um eine vollständige
Ausfallsicherheit zu erzielen, sollten sich die drei Virtual Machines zusammen mit den
entsprechenden virtuellen Laufwerken nach Ereignissen wie Stromkreisläufen und
Failover auf einem anderen physischen Host befinden.

Um sicherzustellen, dass jede VM und die zugehörigen Ressourcen auf einem anderen physischen Host
bleiben, können Sie Antiaffinitätsregeln für VMware vSphere Distributed Resource Scheduler (DRS) erstellen.
Dies ist im Rahmen der Rancher-Studie zur NetApp HCI-Implementierung nicht automatisiert.

Anweisungen zur Konfiguration von DRS-Antiaffinitätsregeln finden Sie in den folgenden VMware-
Dokumentationsmaterialien:

"Anti-Affinitätsregeln für VMs erstellen"

"VSphere HA und DRS Affinitätsregeln"

Weitere Informationen

• "Rancher Dokumentation über Architektur"

• "Kubernetes – Terminologie für Rancher"

• "NetApp Element Plug-in für vCenter Server"

• "Ressourcen-Seite zu NetApp HCI"

Aktivieren Sie Monitoring

Nach der Implementierung von Rancher auf NetApp HCI können Sie die Funktionen zur
Active IQ-Storage-Überwachung (für SolidFire All-Flash-Storage und NetApp HCI) und
zur Computing-Überwachung von NetApp HCI (nur für NetApp HCI) aktivieren, falls Sie
dies bei der Installation oder bei einem Upgrade noch nicht getan haben.

Anweisungen zum Aktivieren der Überwachung finden Sie unter "Active IQ- und NetApp HCI-Monitoring
aktivieren".

Weitere Informationen

• "Rancher Dokumentation über Architektur"

• "Kubernetes – Terminologie für Rancher"

• "NetApp Element Plug-in für vCenter Server"

• "Ressourcen-Seite zu NetApp HCI"

Installation Von Trident

Erfahren Sie, wie Sie Trident installieren, nachdem Sie Rancher auf NetApp HCI
installiert haben. Trident ist ein Storage-Orchestrator, der sich in Docker und Kubernetes
sowie in Plattformen auf Basis dieser Technologien wie Red hat OpenShift, Rancher und
IBM Cloud Private integrieren lässt. Ziel von Trident ist es, die Bereitstellung, Anbindung
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und Nutzung von Storage für Applikationen transparent und reibungslos zu gestalten.
Trident ist ein vollständig von NetApp unterstütztes Open-Source-Projekt. Mit Trident
erstellen, managen und interagieren Sie mit persistenten Storage Volumes im gewohnten
Kubernetes-Standardformat.

Weitere Informationen zu Trident finden Sie im "Trident Dokumentation".

Was Sie benötigen

• Sie haben Rancher auf NetApp HCI installiert.

• Sie haben Ihre Benutzer-Cluster bereitgestellt.

• Sie haben die Benutzer-Cluster-Netzwerke für Trident konfiguriert. Anweisungen finden Sie unter
"Aktivieren Sie die Trident Unterstützung für Benutzer-Cluster" .

• Sie haben die erforderlichen Schritte zur Vorbereitung der Arbeits-Nodes für Trident abgeschlossen. Siehe
"Trident Dokumentation".

Über diese Aufgabe

Der Trident Installationskatalog ist im Rahmen der Rancher Installation mit NetApp Hybrid Cloud Control
installiert. In dieser Aufgabe installieren und konfigurieren Sie Trident mit dem Installationskatalog. Im Rahmen
der Rancher-Installation stellt NetApp eine Node-Vorlage zur Verfügung. Wenn Sie nicht planen, die Node-
Vorlage von NetApp zu verwenden und Sie RHEL oder CentOS bereitstellen möchten, kann es zusätzliche
Anforderungen geben. Wenn Sie Ihren Arbeitsknoten zu RHEL oder CentOS wechseln, gibt es mehrere
Voraussetzungen, die erfüllt werden sollten. Siehe "Trident Dokumentation".

Schritte

1. Wählen Sie in der Rancher UI ein Projekt für Ihren Benutzer-Cluster aus.

Informationen zu Projekten und Namespaces finden Sie im "Rancher-Dokumentation".

2. Wählen Sie Apps, und wählen Sie Start.

3. Wählen Sie auf der Seite Catalog das Trident-Installationsprogramm aus.

3

https://netapp-trident.readthedocs.io/en/stable-v20.10/introduction.html
https://netapp-trident.readthedocs.io/en/stable-v20.10/kubernetes/operations/tasks/worker.html
https://netapp-trident.readthedocs.io/en/stable-v20.10/kubernetes/operations/tasks/worker.html
https://rancher.com/docs/rancher/v2.x/en/cluster-admin/projects-and-namespaces/


Auf der sich öffnenden Seite können Sie den Pfeil Detaillierte Beschreibungen auswählen,
um mehr über die Trident App zu erfahren und auch den Link zum "Trident Dokumentation" .

4. Wählen Sie den Pfeil Konfigurationen Optionen aus, und geben Sie die Anmeldeinformationen und
Informationen zur Speicherkonfiguration ein.

Der standardmäßige Storage-Mandant ist NetApp HCI. Sie können diesen Wert ändern. Sie
können auch den Back-End-Namen ändern. Ändern Sie jedoch nicht den Standardwert für
den Storage-Treiber, welcher ist solidfire-san.

5. Wählen Sie Start.

Dadurch wird der Trident-Workload auf dem * Trident Namespace installiert.

6. Wählen Sie Ressourcen > Workloads aus, und überprüfen Sie, ob der Namespace Trident die folgenden
Komponenten umfasst:

7. (Optional) Wählen Sie Storage für das Benutzer-Cluster, um die Speicherklassen anzuzeigen, die Sie für
Ihre persistenten Volumes verwenden können.

Die drei Storage-Klassen sind solidfire-Gold, solidfire-Silver und solidfire-Bronze. Sie
können eine dieser Speicherklassen als Standard verwenden, indem Sie das Symbol in der
Spalte Standard auswählen.

Weitere Informationen

• "Aktivieren Sie die Trident Unterstützung für Benutzer-Cluster"

• "Rancher Dokumentation über Architektur"

• "Kubernetes – Terminologie für Rancher"

• "NetApp Element Plug-in für vCenter Server"

• "Ressourcen-Seite zu NetApp HCI"
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Aktivieren Sie die Trident Unterstützung für Benutzer-
Cluster

Wenn in der NetApp HCI Umgebung keine Route zwischen den Management- und
Storage-Netzwerken besteht und Sie Benutzer-Cluster implementieren, die Unterstützung
für Trident benötigen, müssen Sie nach der Installation von Trident weitere Netzwerke für
Benutzercluster konfigurieren. Für jedes Benutzer-Cluster müssen Sie die
Kommunikation zwischen Management- und Storage-Netzwerken ermöglichen. Hierzu
können Sie die Netzwerkkonfiguration für jeden Node im Benutzer-Cluster ändern.

Über diese Aufgabe

Führen Sie diese allgemeinen Schritte aus, um die Netzwerkkonfiguration für jeden Node im Benutzer-Cluster
zu ändern. Bei diesen Schritten wird davon ausgegangen, dass Sie das Benutzer-Cluster mit der Standard-
Node-Vorlage erstellt haben, die mit Rancher auf NetApp HCI installiert ist.

Sie können diese Änderungen im Rahmen einer benutzerdefinierten Node-Vorlage vornehmen,
die für zukünftige Benutzer Cluster verwendet werden soll.

Schritte

1. Implementieren Sie ein Benutzer-Cluster mit vorhandener Standardvorlage.

2. Verbinden Sie das Storage-Netzwerk mit dem Benutzer-Cluster.

a. Öffnen Sie den VMware vSphere Web-Client für die verbundene vCenter-Instanz.

b. Wählen Sie in der Strukturansicht Hosts und Cluster einen Knoten im neu bereitgestellten Benutzer-
Cluster aus.

c. Bearbeiten Sie die Einstellungen des Node.

d. Fügen Sie im Dialogfeld Einstellungen einen neuen Netzwerkadapter hinzu.

e. Suchen Sie in der Dropdown-Liste New Network nach einem Netzwerk und wählen Sie
HCI_Internal_Storage_Data_Network aus.

f. Erweitern Sie den Abschnitt Netzwerkadapter, und notieren Sie die MAC-Adresse für den neuen
Netzwerkadapter.

g. Wählen Sie OK.

3. Laden Sie in Rancher die private SSH-Schlüsseldatei für jeden Knoten im Benutzer-Cluster herunter.

4. Stellen Sie eine Verbindung über SSH mit einem Node im Benutzer-Cluster her und verwenden Sie die
Datei mit dem privaten Schlüssel, die Sie für diesen Node heruntergeladen haben:

ssh -i <private key filename> <ip address>

5. Bearbeiten und speichern Sie als Superuser die /etc/netplan/50-cloud-init.yaml Datei, sodass
sie den Abschnitt enthält ens224, ähnlich wie im folgenden Beispiel. Ersetzen Sie <MAC address> diese
durch die zuvor aufgezeichnete MAC-Adresse:
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network:

    ethernets:

        ens192:

            dhcp4: true

            match:

                macaddress: 00:50:56:91:1d:41

            set-name: ens192

        ens224:

            dhcp4: true

            match:

                macaddress: <MAC address>

            set-name: ens224

    version: 2

6. Verwenden Sie den folgenden Befehl, um das Netzwerk neu zu konfigurieren:

`netplan try`

7. Wiederholen Sie die Schritte 4 bis 6 für jeden verbleibenden Node im Benutzer-Cluster.

8. Wenn Sie das Netzwerk für jeden Node im Benutzer-Cluster neu konfiguriert haben, können Sie
Applikationen im Benutzer-Cluster implementieren, die Trident verwenden.
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