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Installation oder Wiederherstellung eines
Management-Node

Installieren Sie einen Management-Node

Sie kdnnen den Management-Node fur Ihr Cluster, auf dem die NetApp Element Software
ausgefuhrt wird, manuell installieren. Verwenden Sie dabei das entsprechende Image fur
Ihre Konfiguration.

Dieses Handbuch richtet sich an NetApp HCI-Administratoren, die die NetApp Deployment Engine nicht zur
Installation von Management-Nodes verwenden.

Was Sie bendtigen
* In Ihrer Cluster-Version wird die NetApp Element Software 11.3 oder héher ausgefihrt.

* |hre Installation verwendet IPv4. Der Management-Node 11.3 unterstutzt IPv6 nicht.
@ Wenn IPv6 unterstitzt werden soll, kdnnen Sie den Management-Node 11.1 verwenden.

« Sie sind berechtigt, Software von der NetApp Support Site herunterzuladen.

+ Sie haben den fur lhre Plattform korrekten Managementknoten-lmage-Typ identifiziert:

Plattform Bildtyp der Installation
Microsoft Hyper-V .iso

KVM .iso

VMware vSphere .iso, .ova

Citrix XenServer .iso

OpenStack .iso

* (Management-Node 12.0 und héher mit Proxy-Server) Sie haben die Version 2.16 von NetApp Hybrid
Cloud Control auf Managementservices aktualisiert, bevor Sie einen Proxy-Server konfigurieren.

Uber diese Aufgabe

Der Element 12.2 Management-Node ist ein optionales Upgrade. Bei bestehenden Implementierungen wird
dieser Bedarf nicht bendtigt.

Bevor Sie dieses Verfahren befolgen, sollten Sie ein Verstandnis von haben "Persistente Volumes" Und ob du
sie nutzen willst oder nicht. Persistente Volumes sind optional, aber im Falle eines VM-Verlusts empfohlen fir
die Wiederherstellung von Daten aus der Management-Node-Konfiguration.

Schritte
1. und implementieren Sie die VM

2. und konfigurieren Sie das Netzwerk
3. Konfigurieren Sie die Zeitsynchronisierung

4. Richten Sie den Management-Node ein


https://docs.netapp.com/de-de/hci19/docs/concept_hci_volumes.html#persistent-volumes

5. Controller-Assets konfigurieren

6. (Nur NetApp HCI) Konfigurieren der Ressourcen der Computing-Nodes

Laden Sie ISO oder OVA herunter, und implementieren Sie die VM

1. Laden Sie die OVA oder ISO fir Ihre Installation im herunter "NetApp HCI" Auf der NetApp Support Site:

a. Wahlen Sie Letzte Version herunterladen und akzeptieren Sie die EULA.

b. Wahlen Sie das Management-Node-Image aus, das Sie herunterladen mdchten.

2. Wenn Sie die OVA heruntergeladen haben, gehen Sie wie folgt vor:
a. OVA bereitstellen.

b. Wenn sich Ihr Storage-Cluster in einem separaten Subnetz vom Management-Node (eth0) befindet
und Sie persistente Volumes verwenden mdéchten, fligen Sie der VM im Storage-Subnetz einen
zweiten NIC (Network Interface Controller) hinzu (z. B. eth1) oder stellen Sie sicher, dass das
Managementnetzwerk zum Storage-Netzwerk weiterleiten kann.

3. Wenn Sie die ISO heruntergeladen haben, flihren Sie die folgenden Schritte aus:

a. Erstellen Sie aus lhrem Hypervisor eine neue 64-Bit-Virtual Machine mit der folgenden Konfiguration:

Sechs virtuelle CPUs
24 GB RAM
Speicheradaptertyp auf LS| Logic Parallel eingestellt

Der Standard fur lhren Management-Node ist méglicherweise LS| Logic SAS.

@ Uberpriifen Sie im Fenster New Virtual Machine die Konfiguration des
Speicheradapters, indem Sie Hardware anpassen > Virtual Hardware wahlen.
Andern Sie bei Bedarf LS| Logic SAS in LSI Logic Parallel.

400 GB virtuelle Festplatte, Thin Provisioning
Eine virtuelle Netzwerkschnittstelle mit Internetzugang und Zugriff auf den Speicher MVIP.

Eine virtuelle Netzwerkschnittstelle mit Managementnetzwerk-Zugriff auf das Storage-Cluster.
Wenn sich lhr Storage-Cluster in einem separaten Subnetz vom Management-Node (eth0) befindet
und Sie persistente Volumes verwenden moéchten, figen Sie der VM im Storage-Subnetz (eth1)
einen zweiten NIC (Network Interface Controller) hinzu oder stellen Sie sicher, dass das
Managementnetzwerk zum Speichernetzwerk umgeleitet werden kann.

@ Schalten Sie die virtuelle Maschine nicht vor dem Schritt ein, der spater in diesem
Verfahren angezeigt wird.

b. Verbinden Sie die ISO mit der virtuellen Maschine, und starten Sie sie am .iso-Installations-Image.

@ Wenn Sie einen Management-Node mithilfe des Images installieren, kann dies zu einer

Verzdgerung von 30 Sekunden flihren, bevor der Startbildschirm angezeigt wird.

4. Schalten Sie die virtuelle Maschine fir den Managementknoten ein, nachdem die Installation
abgeschlossen ist.


https://mysupport.netapp.com/site/products/all/details/netapp-hci/downloads-tab

Erstellen Sie den Management-Node-Administrator, und konfigurieren Sie das
Netzwerk

1. Erstellen Sie Gber die Terminal User Interface (TUI) einen Management Node Admin User.

Um durch die MenUoptionen zu navigieren, driicken Sie die nach-oben- oder nach-unten-

Taste. Um durch die Tasten zu navigieren, dricken Sie Tab. Um von den Schaltflachen zu
den Feldern zu wechseln, driicken Sie Tab. Um zwischen Feldern zu navigieren, driicken
Sie die nach-oben- oder nach-unten-Taste.

2. Konfigurieren Sie das Management-Node-Netzwerk (eth0).

Wenn Sie eine zusatzliche NIC bendétigen, um den Speicherdatenverkehr zu isolieren, lesen
Sie die Anweisungen zum Konfigurieren einer anderen NIC: "Konfigurieren eines Speicher-
Netzwerkschnittstellentoncontrollers (NIC)".

Konfigurieren Sie die Zeitsynchronisierung

1. Stellen Sie sicher, dass die Zeit zwischen dem Management-Node und dem Storage-Cluster mit NTP
synchronisiert wird:

Ab Element 12.3 werden die Teilschritte a bis (e) automatisch ausgefiihrt. Fiir Management-
Node 12.3 fahren Sie mit fort Unterschritt (f) Um die Konfiguration der Zeitsynchronisation
abzuschlielen.

a. Melden Sie sich Uber SSH oder die vom Hypervisor bereitgestellte Konsole beim Management-Node
an.

b. NTPD stoppen:

sudo service ntpd stop

C. Bearbeiten Sie die NTP-Konfigurationsdatei /etc/ntp.conf:

i. Kommentieren Sie die Standardserver (server 0.gentoo.pool.ntp.org) Durch Hinzufligen
von a # Vor jedem.

i. Flgen Sie fur jeden Standardserver, den Sie hinzufliigen mdéchten, eine neue Zeile hinzu. Die
Standardzeitserver mussen die gleichen NTP-Server sein, die auf dem Speicher-Cluster verwendet
werden, die Sie in A verwenden "Spater Schritt".

vi /etc/ntp.conf

#server 0.gentoo.pool.ntp.org

#server l.gentoo.pool.ntp.org

#server 2.gentoo.pool.ntp.org

#server 3.gentoo.pool.ntp.org

server <insert the hostname or IP address of the default time
server>



ii. Speichern Sie die Konfigurationsdatei nach Abschluss.

d. Erzwingen einer NTP-Synchronisierung mit dem neu hinzugefugten Server.
sudo ntpd -ggq

e. NTPD neu starten.
sudo service ntpd start

f.  Zeitsynchronisierung mit Host Gber den Hypervisor deaktivieren (im Folgenden ein VMware-Beispiel):

Wenn Sie den mNode in einer anderen Hypervisor-Umgebung als VMware bereitstellen,
zum Beispiel vom .iso-Image in einer OpenStack-Umgebung, finden Sie in der
Hypervisor-Dokumentation die entsprechenden Befehle.

i. Periodische Zeitsynchronisierung deaktivieren:

vmware-toolbox-cmd timesync disable
i. Den aktuellen Status des Dienstes anzeigen und bestatigen:

vmware-toolbox-cmd timesync status

i. Uberpriifen Sie in vSphere das Synchronize guest time with host Das Kontrollkéstchen
ist in den VM-Optionen nicht aktiviert.

@ Aktivieren Sie diese Option nicht, wenn Sie zukiinftige Anderungen an der VM
vornehmen.

Bearbeiten Sie NTP nicht, nachdem Sie die Konfiguration zur Zeitsynchronisation
@ abgeschlossen haben, da es sich auf das NTP beim Ausfiihren des auswirkt "Setup-Befehl" Auf
dem Management-Node.

Richten Sie den Management-Node ein

1. Konfigurieren und Ausfiihren des Management-Node-Setup-Befehls:

Sie werden aufgefordert, Passworter in einer sicheren Eingabeaufforderung einzugeben.
(D Wenn sich lhr Cluster hinter einem Proxy-Server befindet, missen Sie die Proxy-
Einstellungen konfigurieren, damit Sie ein 6ffentliches Netzwerk erreichen kdnnen.



sudo /sf/packages/mnode/setup-mnode --mnode admin user [username]
--storage mvip [mvip] --storage username [username] --telemetry active

[true]

a. Ersetzen Sie den Wert in [ ] Klammern (einschlieRlich der Klammern) flr jeden der folgenden
erforderlichen Parameter:

@ Die gekulrzte Form des Befehlsnamens ist in Klammern ( ) und kann durch den
vollstdndigen Namen ersetzt werden.

= --mnode_admin_user (-mu) [username]: Der Benutzername fir das Administrator-Konto des
Management-Node. Dies ist wahrscheinlich der Benutzername fiir das Benutzerkonto, mit dem Sie
sich beim Management-Node anmelden.

= --Storage_mvip (-SM) [MVIP-Adresse]: Die virtuelle Management-IP-Adresse (MVIP) des
Speicherclusters, auf dem Element Software ausgefiihrt wird. Konfigurieren Sie den Management-
Node mit demselben Storage-Cluster, das Sie wahrend verwendet haben "Konfiguration von NTP-
Servern".

= --Storage_username (-su) [username]: Der Benutzername des Speicherclusters fiir den vom
angegebenen Cluster --storage mvip Parameter.

= --Telemetrie_Active (-t) [true]: Den Wert TRUE beibehalten, der die Datenerfassung zur Analyse
durch Active 1Q ermoglicht.

b. (Optional): Figen Sie dem Befehl Active IQ-Endpunkt-Parameter hinzu:

= --Remote_Host (-rh) [AIQ_Endpunkt]: Der Endpunkt, an dem Active IQ Telemetriedaten zur
Verarbeitung gesendet werden. Wenn der Parameter nicht enthalten ist, wird der
Standardendpunkt verwendet.

c. (Empfohlen): Fiigen Sie die folgenden persistenten Volume-Parameter hinzu. Andern oder léschen Sie
das Konto und die Volumes, die fir die Funktion ,persistente Volumes* erstellt wurden, nicht, oder die
Managementfunktion kann verloren gehen.

= --use_persistent_Volumes (-pv) [true/false, default: False]: Aktivieren oder deaktivieren Sie
persistente Volumes. Geben Sie den Wert TRUE ein, um die Funktion persistenter Volumes zu
aktivieren.

= --persistent_Volumes_Account (-pva) [Account_Name]: Wenn --use persistent volumes
Ist auf ,true” gesetzt. Verwenden Sie diesen Parameter, und geben Sie den Namen des
Speicherkontos ein, der fiir persistente Volumes verwendet wird.

Verwenden Sie einen eindeutigen Kontonamen fir persistente Volumes, der sich

@ von jedem vorhandenen Kontonamen im Cluster unterscheidet. Es ist von zentraler
Bedeutung, dass das Konto flr persistente Volumes getrennt von der Gbrigen
Umgebung bleibt.

= --persistent_Volumes_mvip (-pvm) [mvip]: Geben Sie die virtuelle Management-IP-Adresse
(MVIP) des Storage-Clusters ein, auf dem Element Software ausgefiihrt wird, die mit persistenten
Volumes verwendet wird. Dies ist nur erforderlich, wenn vom Management-Node mehrere Storage-
Cluster gemanagt werden. Wenn nicht mehrere Cluster verwaltet werden, wird der Standard-
Cluster MVIP verwendet.

d. Proxy-Server konfigurieren:



e.

f.

= --use_Proxy (-up) [true/false, default: False]: Aktivieren oder deaktivieren Sie die Verwendung
des Proxy. Dieser Parameter ist erforderlich, um einen Proxyserver zu konfigurieren.

= --Proxy_Hostname_or_ip (-pi) [Host]: Der Proxy-Hostname oder die IP. Dies ist erforderlich,
wenn Sie einen Proxy verwenden mochten. Wenn Sie dies angeben, werden Sie zur Eingabe
aufgefordert --proxy port.

= --Proxy_username (-pu) [username]: Der Proxy-Benutzername. Dieser Parameter ist optional.
= --Proxy_password (-pp) [password]: Das Proxy-Passwort. Dieser Parameter ist optional.

= --Proxy_Port (-pq) [Port, Standard: 0]: Der Proxy-Port. Wenn Sie dies angeben, werden Sie
aufgefordert, den Proxy-Hostnamen oder die IP einzugeben (--proxy hostname or ip).

= --Proxy_SSH_Port (-ps) [Port, Standard: 443]: Der SSH-Proxy-Port. Standardmalig ist der Port
443.

(Optional) Verwenden Sie die Parameterhilfe, wenn Sie zusatzliche Informationen Uber die einzelnen
Parameter benétigen:

= --help (-h): Gibt Informationen Uber jeden Parameter zurlick. Parameter werden basierend auf der
urspringlichen Implementierung als erforderlich oder optional definiert. Die
Parameteranforderungen fur Upgrades und Neuimplementierungen kénnen variieren.

Flhren Sie die aus setup-mnode Befehl.

Controller-Assets konfigurieren

1. Suchen Sie die Installations-ID:

a.
b.

J g Q

Melden Sie sich in einem Browser bei DER REST API-UI fiir den Management-Node an:

Wechseln Sie zum Speicher-MVIP und melden Sie sich an. Durch diese Aktion wird das Zertifikat fiir
den nachsten Schritt akzeptiert.

Offnen Sie die REST API-UI fiir den Bestandsdienst auf dem Managementknoten:

https://<ManagementNodeIP>/inventory/1/

Wahlen Sie autorisieren aus, und fullen Sie Folgendes aus:
i. Geben Sie den Benutzernamen und das Passwort fiir den Cluster ein.
i. Geben Sie die Client-ID als ein mnode-client.
ii. Wahlen Sie autorisieren, um eine Sitzung zu starten.
Wahlen Sie in DER REST API Ul GET /Installations aus.
Wahlen Sie Probieren Sie es aus.
Wahlen Sie Ausfiihren.
Kopieren Sie aus dem Code 200 Response Body den und speichern Sie den id Fir die Installation in

einem spateren Schritt.

Die Installation verflgt tGber eine Basiskonfiguration, die wahrend der Installation oder eines Upgrades
erstellt wurde.

2. (Nur NetApp HCI) Suchen Sie das Hardware-Tag firr Ihren Computing-Node in vSphere:

a.

Wahlen Sie den Host im vSphere Web Client Navigator aus.



b. Wahlen Sie die Registerkarte Monitor aus und wahlen Sie Hardwarezustand.

c. Die Node-BIOS-Hersteller und die Modellnummer werden aufgelistet. Kopieren und speichern Sie den

Wert flr tag Zur Verwendung in einem spateren Schritt.

3. Fugen Sie dem Management-Node bekannte Ressourcen ein vCenter Controller Asset zum NetApp HCI
Monitoring (nur NetApp HCI Installationen) und zur Hybrid Cloud Control (fur alle Installationen) hinzu:

a. Rufen Sie die mNode-Service-API-Ul auf dem Management-Node auf, indem Sie die Management-

Node-IP-Adresse, gefolgt von eingeben /mnode:
https:/<ManagementNodeIP>/mnode

Wahlen Sie autorisieren oder ein Schloss-Symbol aus, und fiillen Sie Folgendes aus:
i. Geben Sie den Benutzernamen und das Passwort fur den Cluster ein.
ii. Geben Sie die Client-ID als ein mnode-client.
ii. Wahlen Sie autorisieren, um eine Sitzung zu starten.
iv. SchlieRen Sie das Fenster.

Wahlen Sie POST /Assets/{Asset_id}/Controllers aus, um eine Unterressource des Controllers
hinzuzufligen.

Sie sollten eine neue NetApp HCC-Rolle in vCenter erstellen, um eine Controller-

@ Unterressource hinzuzufiigen. Diese neue NetApp HCC-Rolle beschrankt die
Management Node Services-Ansicht auf reine NetApp Ressourcen. Siehe "Erstellen
einer NetApp HCC-Rolle in vCenter".

Wahlen Sie Probieren Sie es aus.

Geben Sie im Feld Asset_id die ID der Ubergeordneten Basis ein, die Sie in die Zwischenablage
kopiert haben.

Geben Sie die erforderlichen Nutzlastwerte mit dem Typ ein vCenter Und vCenter Zugangsdaten.

Wahlen Sie Ausfiihren.

(Nur NetApp HCI) Konfigurieren der Ressourcen der Computing-Nodes

1. (Nur fir NetApp HCI) Hinzufligen einer Computing-Node-Ressource zu den bekannten Management-
Node-Assets:

a.

Wahlen Sie POST /Assets/{Asset_id}/Compute-Nodes aus, um eine Compute-Node-Unterressource
mit Anmeldeinformationen fur die Compute-Node-Ressource hinzuzuftgen.

Wahlen Sie Probieren Sie es aus.

Geben Sie im Feld Asset_id die ID der Gibergeordneten Basis ein, die Sie in die Zwischenablage
kopiert haben.

Geben Sie in der Nutzlast die erforderlichen Nutzlastwerte ein, die auf der Registerkarte ,Modell*
definiert sind. Eingabe ESXi Host Als type Und geben Sie die Hardware-Tag-Nummer ein, die Sie
wahrend eines vorherigen Schritts fur gespeichert haben hardware tag.

Wahlen Sie Ausfiihren.


https://docs.netapp.com/de-de/hci19/docs/task_mnode_create_netapp_hcc_role_vcenter.html
https://docs.netapp.com/de-de/hci19/docs/task_mnode_create_netapp_hcc_role_vcenter.html

Weitere Informationen

 "Persistente Volumes"
* "FUgen Sie dem Management-Node Computing- und Controller-Ressourcen hinzu"
+ "Konfigurieren Sie eine Speicher-NIC"

* "NetApp Element Plug-in fir vCenter Server"

Konfigurieren eines Speicher-
Netzwerkschnittstellentoncontrollers (NIC)

Wenn Sie eine zusatzliche NIC fur den Speicher verwenden, kdnnen Sie SSH in den
Management-Knoten einlegen oder die vCenter-Konsole verwenden und einen Curl-
Befehl ausfuhren, um eine getaggte oder nicht getaggte Netzwerkschnittstelle
einzurichten.

Bevor Sie beginnen
» Sie kennen lhre ethO-IP-Adresse.
* In Ihrer Cluster-Version wird die NetApp Element Software 11.3 oder héher ausgefihrt.

+ Sie haben einen Management-Node 11.3 oder héher implementiert.

Konfigurationsoptionen

Wahlen Sie die fir lnre Umgebung relevante Option:

« Konfigurieren Sie einen Speicher Network Interface Controller (NIC) fir eine nicht getaggte
Netzwerkschnittstelle

» Konfigurieren Sie einen Speicher Network Interface Controller (NIC) fur eine getaggte
Netzwerkschnittstelle

Konfigurieren Sie einen Speicher Network Interface Controller (NIC) fiir eine nicht
getaggte Netzwerkschnittstelle

Schritte
1. Offnen Sie eine SSH oder vCenter Konsole.

2. Ersetzen Sie die Werte in der folgenden Befehlsvorlage und fihren Sie den Befehl aus:

Werte werden durch dargestellt s Fur jeden der erforderlichen Parameter fur die neue
Storage-Netzwerk-Schnittstelle. Der c1uster Das Objekt in der folgenden Vorlage ist

@ erforderlich und kann fur die Umbenennung des Management-Node-Host-Namens
verwendet werden. -—insecure Oder -k Optionen sollten nicht in
Produktionsumgebungen verwendet werden.


https://docs.netapp.com/de-de/hci19/docs/concept_hci_volumes.html#persistent-volumes
https://docs.netapp.com/de-de/hci19/docs/task_mnode_add_assets.html
https://docs.netapp.com/us-en/vcp/index.html

curl -u $mnode user name:S$mnode password --insecure -X POST \
https://$mnode IP:442/json-rpc/10.0 \

-H 'Content-Type: application/json' \

-H 'cache-control: no-cache' \

-d ' {
"params": {
"network": {
"Sethl": {
"#default" : false,
"address" : "$storage IP",
"auto" : true,
"family" : "inet",
"method" : "static",
"mtu" : "9000",
"netmask" : "Ssubnet mask",
"status" : "Up"
}
by
"cluster": {
"name": "S$mnode host name"
}
by
"method": "SetConfig"

Konfigurieren Sie einen Speicher Network Interface Controller (NIC) fiir eine
getaggte Netzwerkschnittstelle

Schritte
1. Offnen Sie eine SSH oder vCenter Konsole.

2. Ersetzen Sie die Werte in der folgenden Befehlsvorlage und flihren Sie den Befehl aus:

Werte werden durch dargestellt s Fiir jeden der erforderlichen Parameter fur die neue
Storage-Netzwerk-Schnittstelle. Der c1uster Das Objekt in der folgenden Vorlage ist

@ erforderlich und kann fur die Umbenennung des Management-Node-Host-Namens
verwendet werden. --insecure Oder -k Optionen sollten nicht in
Produktionsumgebungen verwendet werden.



curl -u $mnode user name:S$mnode password --insecure -X POST \
https://$mnode IP:442/json-rpc/10.0 \
-H 'Content-Type: application/json' \
-H 'cache-control: no-cache' \
-d ' {
"params": |
"network": {
"Sethl": {
"#default" : false,
"address" : "$storage IP",
"auto" : true,
"family" : "inet",
"method" : "static",
"mtu" : "9000",
"netmask" : "Ssubnet mask",
"status" : "Up",
"virtualNetworkTag" : "S$vlan id"
}
b

"cluster": {
"name": "$mnode host name",
"cipi": "Sethl.$vlan id",
"sipi": "Sethl.$vlan id"
}
b
"method": "SetConfig"

Weitere Informationen

* "Flgen Sie dem Management-Node Computing- und Controller-Ressourcen hinzu"

* "NetApp Element Plug-in fir vCenter Server"

Wiederherstellung eines Management-Node

Sie kdnnen den Management-Node fur Ihren Cluster, auf dem die NetApp Element
Software ausgefuhrt wird, manuell wiederherstellen und neu bereitstellen, wenn der
vorherige Management-Node persistente Volumes verwendete.

Sie kdnnen eine neue OVA implementieren und ein Neuimplementierung-Skript ausfiihren, um
Konfigurationsdaten aus einem zuvor installierten Management Node, auf dem Version 11.3 und hdher
ausgefuhrt wird, zu Ubertragen.

Was Sie bendtigen

10


https://docs.netapp.com/de-de/hci19/docs/task_mnode_add_assets.html
https://docs.netapp.com/us-en/vcp/index.html

» Auf dem vorherigen Management-Node wurde die NetApp Element Softwareversion 11.3 oder héher mit
ausgefuhrt "Persistente Volumes" Funktionalitat eingebunden.

 Sie kennen die MVIP und SVIP des Clusters, der die persistenten Volumes enthalt.

* In Ihrer Cluster-Version wird die NetApp Element Software 11.3 oder héher ausgefihrt.
* |hre Installation verwendet IPv4. Der Management-Node 11.3 unterstitzt IPv6 nicht.

« Sie sind berechtigt, Software von der NetApp Support Site herunterzuladen.

« Sie haben den fur lhre Plattform korrekten Managementknoten-Image-Typ identifiziert:

Plattform Bildtyp der Installation
Microsoft Hyper-V .iso
KVM .iso
VMware vSphere .iso, .ova
Citrix XenServer iso
OpenStack .iso
Schritte

1. und implementieren Sie die VM
2. Konfigurieren des Netzwerks
3. Konfigurieren Sie die Zeitsynchronisierung

4. Konfigurieren Sie den Management-Node

Laden Sie ISO oder OVA herunter, und implementieren Sie die VM

1. Laden Sie die OVA oder ISO fir Ihre Installation im herunter "NetApp HCI" Auf der NetApp Support Site:
a. Klicken Sie auf Letzte Version herunterladen und akzeptieren Sie die EULA.
b. Wahlen Sie das Management-Node-Image aus, das Sie herunterladen mdchten.

2. Wenn Sie die OVA heruntergeladen haben, gehen Sie wie folgt vor:
a. OVA bereitstellen.

b. Wenn sich Ihr Storage-Cluster in einem separaten Subnetz vom Management-Node (eth0) befindet
und Sie persistente Volumes verwenden mdéchten, figen Sie der VM im Storage-Subnetz einen
zweiten NIC (Network Interface Controller) hinzu (z. B. eth1) oder stellen Sie sicher, dass das
Managementnetzwerk zum Storage-Netzwerk weiterleiten kann.

3. Wenn Sie die ISO heruntergeladen haben, flihren Sie die folgenden Schritte aus:
a. Erstellen Sie aus lhrem Hypervisor eine neue 64-Bit-Virtual Machine mit der folgenden Konfiguration:
= Sechs virtuelle CPUs
= 24 GB RAM

400 GB virtuelle Festplatte, Thin Provisioning
= Eine virtuelle Netzwerkschnittstelle mit Internetzugang und Zugriff auf den Speicher MVIP.

= Eine virtuelle Netzwerkschnittstelle mit Managementnetzwerk-Zugriff auf das Storage-Cluster.
Wenn sich lhr Storage-Cluster in einem separaten Subnetz vom Management-Node (eth0) befindet
und Sie persistente Volumes verwenden mdchten, fugen Sie der VM im Storage-Subnetz (eth1)
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einen zweiten NIC (Network Interface Controller) hinzu oder stellen Sie sicher, dass das
Managementnetzwerk zum Speichernetzwerk umgeleitet werden kann.

@ Schalten Sie die virtuelle Maschine nicht vor dem Schritt ein, der spater in diesem
Verfahren angezeigt wird.

b. Verbinden Sie die ISO mit der virtuellen Maschine, und starten Sie sie am .iso-Installations-Image.

@ Wenn Sie einen Management-Node mithilfe des Images installieren, kann dies zu einer
Verzdgerung von 30 Sekunden flhren, bevor der Startbildschirm angezeigt wird.

4. Schalten Sie die virtuelle Maschine fir den Managementknoten ein, nachdem die Installation
abgeschlossen ist.

Konfigurieren des Netzwerks

1. Erstellen Sie tber die Terminal User Interface (TUI) einen Management Node Admin User.

Um durch die MenUoptionen zu navigieren, driicken Sie die nach-oben- oder nach-unten-

Taste. Um durch die Tasten zu navigieren, driicken Sie Tab. Um von den Schaltflachen zu
den Feldern zu wechseln, driicken Sie Tab. Um zwischen Feldern zu navigieren, driicken
Sie die nach-oben- oder nach-unten-Taste.

2. Konfigurieren Sie das Management-Node-Netzwerk (eth0).

Wenn Sie eine zusatzliche NIC bendtigen, um den Speicherdatenverkehr zu isolieren, lesen
@ Sie die Anweisungen zum Konfigurieren einer anderen NIC: "Konfigurieren eines Speicher-
Netzwerkschnittstellentoncontrollers (NIC)".

Konfigurieren Sie die Zeitsynchronisierung

1. Stellen Sie sicher, dass die Zeit zwischen dem Management-Node und dem Storage-Cluster mit NTP
synchronisiert wird:

Ab Element 12.3 werden die Teilschritte a bis (e) automatisch ausgefiihrt. Fir Management-
@ Node 12.3 fahren Sie mit fort Unterschritt (f) Um die Konfiguration der Zeitsynchronisation
abzuschlielken.

1. Melden Sie sich Uber SSH oder die vom Hypervisor bereitgestellte Konsole beim Management-Node an.
2. NTPD stoppen:

sudo service ntpd stop

3. Bearbeiten Sie die NTP-Konfigurationsdatei /etc/ntp.conf:

a. Kommentieren Sie die Standardserver (server 0.gentoo.pool.ntp.org) Durch Hinzufligen von
a # Vor jedem.

b. Flgen Sie fur jeden Standardserver, den Sie hinzufliigen méchten, eine neue Zeile hinzu. Die
Standardzeitserver mussen die gleichen NTP-Server sein, die auf dem Speicher-Cluster verwendet
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werden, die Sie in A verwenden "Spater Schritt".

vi /etc/ntp.conf

#server 0.gentoo.pool.ntp.org
fserver l.gentoo.pool.ntp.org
#server 2.gentoo.pool.ntp.org

#server 3.gentoo.pool.ntp.org
server <insert the hostname or IP address of the default time server>

c. Speichern Sie die Konfigurationsdatei nach Abschluss.

4. Erzwingen einer NTP-Synchronisierung mit dem neu hinzugeftigten Server.
sudo ntpd -gg

5. NTPD neu starten.
sudo service ntpd start

6. Zeitsynchronisierung mit Host Gber den Hypervisor deaktivieren (im Folgenden ein VMware-Beispiel):

Wenn Sie den mNode in einer anderen Hypervisor-Umgebung als VMware bereitstellen,
@ zum Beispiel vom .iso-Image in einer OpenStack-Umgebung, finden Sie in der Hypervisor-
Dokumentation die entsprechenden Befehle.

a. Periodische Zeitsynchronisierung deaktivieren:
vmware-toolbox-cmd timesync disable
b. Den aktuellen Status des Dienstes anzeigen und bestatigen:

vmware-toolbox-cmd timesync status

c. Uberprifen Sie in vSphere das Synchronize guest time with host Das Kontrollkastchen istin
den VM-Optionen nicht aktiviert.

(D Aktivieren Sie diese Option nicht, wenn Sie zukiinftige Anderungen an der VM
vornehmen.

Bearbeiten Sie NTP nicht, nachdem Sie die Konfiguration zur Zeitsynchronisation
(D abgeschlossen haben, da es sich auf das NTP beim Ausflihren des auswirkt Befehl
,Neuimplementierung” Auf dem Management-Node.
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Konfigurieren Sie den Management-Node

1. Erstellen eines temporaren Zielverzeichnisses fir den Inhalt des Management Services-Pakets:
mkdir -p /sf/etc/mnode/mnode-archive

2. Laden Sie das Management-Services-Bundle (Version 2.15.28 oder héher) herunter, das zuvor auf dem
vorhandenen Management-Node installiert wurde, und speichern Sie es im /sf/etc/mnode/
Verzeichnis.

3. Extrahieren Sie das heruntergeladene Bundle mit dem folgenden Befehl und ersetzen Sie den Wert in []
Klammern (einschlieB3lich der Klammern) durch den Namen der Bundle-Datei:

tar -C /sf/etc/mnode -xvf /sf/etc/mnode/[management services bundle
file]

4. Extrahieren Sie die resultierende Datei in das /sf/etc/mnode-archive Verzeichnis:

tar -C /sf/etc/mnode/mnode-archive -xvf
/sf/etc/mnode/services deploy bundle.tar.gz

5. Eine Konfigurationsdatei flir Konten und Volumes erstellen:

echo '"{"trident": true, "mvip": "[mvip IP address]", "account name":
" [persistent volume account name]"}' | sudo tee /sf/etc/mnode/mnode-

archive/management-services-metadata.json

a. Ersetzen Sie den Wert in [ ] Klammern (einschlieRlich der Klammern) fir jeden der folgenden
erforderlichen Parameter:

= [mvip IP-Adresse]: Die Management-virtuelle IP-Adresse des Storage-Clusters. Konfigurieren Sie
den Management-Node mit demselben Storage-Cluster, das Sie wahrend verwendet haben
"Konfiguration von NTP-Servern".

= [Kontoname des persistenten Volumes]: Der Name des Kontos, der mit allen persistenten
Volumes in diesem Speicher-Cluster verknupft ist.

6. Konfigurieren und Ausflihren des Befehls ,Management Node Neuimplementierung“, um eine Verbindung
zu persistenten Volumes zu herstellen, die im Cluster gehostet werden, und um Services mit friiheren
Management-Node-Konfigurationsdaten zu starten:

Sie werden aufgefordert, Passworter in einer sicheren Eingabeaufforderung einzugeben.
Wenn sich lhr Cluster hinter einem Proxy-Server befindet, missen Sie die Proxy-
Einstellungen konfigurieren, damit Sie ein 6ffentliches Netzwerk erreichen konnen.

sudo /sf/packages/mnode/redeploy-mnode --mnode admin user [username]
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a. Ersetzen Sie den Wert in [ -Klammern (einschlielich der Klammern) durch den Benutzernamen fir
das Administratorkonto fir den Managementknoten. Dies ist wahrscheinlich der Benutzername fiir das
Benutzerkonto, mit dem Sie sich beim Management-Node anmelden.

@ Sie kdnnen den Benutzernamen hinzufiigen oder dem Skript erlauben, Sie zur Eingabe
der Informationen zu auffordern.

b. Fiihren Sie die aus redeploy-mnode Befehl. Das Skript zeigt eine Erfolgsmeldung an, wenn die
erneute Implementierung abgeschlossen ist.

c. Wenn Sie unter Verwendung des vollstandig qualifizierten Domain-Namens (FQDN) des Systems auf
Element oder NetApp HCI-Webschnittstellen (z. B. der Management-Node oder NetApp Hybrid Cloud
Control) zugreifen, "Konfigurieren Sie die Authentifizierung fir den Management-Node neu".

SSH-Funktion, die bietet "Zugriff auf Session-Session (Remote Support Tunnel) durch NetApp
Support" Ist auf Management-Nodes mit Management-Services 2.18 und héher standardmaRig

@ deaktiviert. Wenn Sie zuvor die SSH-Funktion auf dem Management-Node aktiviert hatten,
mussen Sie moglicherweise auch "Deaktivieren Sie SSH erneut" Auf dem wiederhergestellten
Management-Node.

Weitere Informationen

* "Persistente Volumes"

* "NetApp Element Plug-in fir vCenter Server"
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