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Schutzen Sie Daten mit Trident Protect

Datenschutz fur Container-Apps in der OpenShift Container
Platform mit Trident Protect

Dieser Abschnitt des Referenzdokuments enthalt Details zum Erstellen von Snapshots
und Backups von Container-Apps mit Trident Protect. NetApp Trident Protect bietet
erweiterte Funktionen zur Anwendungsdatenverwaltung, die die Funktionalitat und
Verfugbarkeit von Stateful-Kubernetes-Anwendungen verbessern, die von NetApp
ONTAP Speichersystemen und dem NetApp Trident CSI-Speicherbereitsteller unterstitzt
werden. Trident Protect erstellt Anwendungs-Snapshots und -Backups. Dies bedeutet,
dass nicht nur Snapshots und Backups von Anwendungsdaten in persistenten Volumes
erstellt werden, sondern auch Snapshots und Backups von Anwendungsmetadaten. Die
von Trident Protect erstellten Snapshots und Backups konnen in jedem der folgenden
Objektspeicher gespeichert und zu einem spateren Zeitpunkt von dort wiederhergestellt
werden.

+ AWS S3

* Azure Blob-Speicher

* Google Cloud-Speicher
* Ontap S3
 StorageGrid

* jeder andere S3-kompatible Speicher

Trident Protect verwendet das Kubernetes-Modell der rollenbasierten Zugriffskontrolle (RBAC). StandardmaRig
stellt Trident Protect einen einzelnen Systemnamespace namens ,Trident-Protect und das zugehdrige
Standarddienstkonto bereit. Wenn lhre Organisation viele Benutzer oder spezielle Sicherheitsanforderungen
hat, kénnen Sie die RBAC-Funktionen von Trident Protect nutzen, um eine genauere Kontrolle Gber den Zugriff
auf Ressourcen und Namespaces zu erhalten.

Weitere Informationen zu RBAC in Trident Protect finden Sie im"Trident Protect-Dokumentation”

Der Clusteradministrator hat Zugriff auf Ressourcen im Standard-Trident-Protect-Namespace
und kann auch auf Ressourcen in allen anderen Namespaces zugreifen. Benutzer kdnnen im

@ Trident-Protect-Namespace keine benutzerdefinierten Ressourcen (CRs) fiir die
Anwendungsdatenverwaltung wie Snapshot- und Backup-CRs erstellen. Als bewahrte Methode
mussen Benutzer diese CRs im Anwendungsnamespace erstellen.

Trident Protect kann gemaf den Anweisungen in der Dokumentation installiert werden"hier," In diesem
Abschnitt wird der Workflow flir den Datenschutz von Containeranwendungen und die Wiederherstellung der
Anwendungen mit Trident Protect gezeigt. 1. Snapshot-Erstellung (auf Anfrage und nach Zeitplan) 2.
Wiederherstellen aus Snapshot (Wiederherstellung im gleichen und anderen Namespace) 3. Backup-
Erstellung 4. Wiederherstellen aus einer Sicherung


https://docs.netapp.com/us-en/trident/trident-protect/manage-authorization-access-control.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html

Voraussetzung

Bevor die Snapshots und Backups flr eine Anwendung erstellt werden, muss in Trident Protect ein
Objektspeicher konfiguriert werden, um die Snapshots und Backups zu speichern. Dies geschieht mithilfe
des Bucket CR. Nur Administratoren kénnen einen Bucket CR erstellen und konfigurieren. Der Bucket CR
ist in Trident Protect als AppVault bekannt. AppVault-Objekte sind die deklarative Kubernetes-Workflow-
Darstellung eines Speicher-Buckets. Ein AppVault CR enthalt die Konfigurationen, die fur die Verwendung
eines Buckets in Schutzvorgangen wie Backups, Snapshots, Wiederherstellungsvorgangen und
SnapMirror Replikation erforderlich sind.

In diesem Beispiel zeigen wir die Verwendung von ONTAP S3 als Objektspeicher. Hier ist der Workflow
zum Erstellen von AppVault CR fur ONTAP S3: 1. Erstellen Sie einen S3-Objektspeicherserver in der
SVM im ONTAP -Cluster. 2. Erstellen Sie einen Bucket im Object Store Server. 3. Erstellen Sie einen S3-
Benutzer in der SVM. Bewahren Sie den Zugangsschlissel und den geheimen Schliissel an einem
sicheren Ort auf. 4. Erstellen Sie in OpenShift ein Geheimnis zum Speichern der ONTAP S3-
Anmeldeinformationen. 5. Erstellen eines AppVault-Objekts fiir ONTAP S3

Konfigurieren Sie Trident Protect AppVault fiir ONTAP S3

Beispiel-YAML-Datei zum Konfigurieren von Trident Protect mit ONTAP S3 als AppVault

# alias tp='tridentctl-protect'
appvault-secret.yaml

apiVersion: vl
stringData:
accessKeyID: "<access key id created for a user to access ONTAP S3
bucket>"
secretAccessKey: "corresponding Secret Access Key"
#data:
# base 64 encoded values
# accessKeyID: <base64 access key i1d created for a user to access
ONTAP S3 bucket>
# secretAccessKey: <base 64 Secret Access Key>
kind: Secret
metadata:
name: appvault-secret
namespace: trident-protect

type: Opaque
appvault.yaml

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: ontap-s3-appvault
namespace: trident-protect
spec:



providerConfig:
azure:
accountName: ""
bucketName: ""
mwn

endpoint:
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: <bucket-name for storing the snapshots and backups>
endpoint: <endpoint IP for S3>
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-secret
providerType: OntapS3

# oc create -f appvault-secret.yaml -n trident-protect

# oc create -f appvault.yaml -n trident-protect

[root@localhost openshift-benchmark]#
[root@localhost openshift-benchmark]# tp get appvault -n trident-protect

e e Hcccoommes Smcccooooeos fimmmeoc Smmeceee +
| NAME | PROVIDER | STATE | AGE | ERROR |
P s cocoooes e — Cmccccceccss Seceo e +
| ontap-s3-appvault | OntapS3 | Available | 2d2h | |
L ee—— e S — S e T o

[root@localhost openshift-benchmark]# _

Beispiel-YAML-Datei zum Installieren der PostgreSQL-App

postgres.yaml
apivVersion: apps/vl
kind: Deployment
metadata:

name: postgres
spec:

replicas: 1

selector:



matchLabels:
app: postgres
template:
metadata:
labels:
app: postgres
spec:
containers:
- name: postgres
image: postgres:14

env:

- name: POSTGRES USER
#value: "myuser"
value: "admin"

- name: POSTGRES PASSWORD
#value: "mypassword"
value: "adminpass"

- name: POSTGRES DB
value: "mydb"
- name: PGDATA
value: "/var/lib/postgresqgl/data/pgdata"
ports:
- containerPort: 5432
volumeMounts:
- name: postgres-storage
mountPath: /var/lib/postgresqgl/data
volumes:
- name: postgres-storage
persistentVolumeClaim:
claimName: postgres-pvc
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: postgres-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 5Gi
apiVersion: vl
kind: Service
metadata:
name: postgres



spec:
selector:
app: postgres
ports:

- protocol: TCP
port: 5432
targetPort: 5432

type: ClusterIP

Now create the Trident protect application CR for the postgres app.
Include the objects in the namespace postgres and create it in the
postgres namespace.

# tp create app postgres-app --namespaces postgres -n postgres

[root@localhost RedHat]# tp get app -n postgres

P O — T —— T V——— 4
| NAME | NAMESPACES | STATE | AGE |
mmmmmmmmmm e Hommmmm e $--mmm-- +----- +
| postgres-app | postgres | Ready | 24s |
-mmmmmmmmmm—m- $ommmmmmmm—- $mmmmm-- $--=-- +

[root@localhost RedHat]# _




Snapshots erstellen

Erstellen eines On-Demand-Snapshots

# tp create snapshot postgres-snapl --app postgres-app --appvault
ontap-s3-appvault -n postgres

Snapshot "postgres-snapl" created.

[root@localhost RedHat]# tp get snapshot -n postgres

e Fommmmmmmeeea- $ommmmmmmeee TR T +
| NAME |  APP REF | STATE | AGE | ERROR |
mmmmmmmemeeeaae $mmmmmmmm—eaa- $mmmmmmmmmae 4----- e +
| postgres-snapl | postgres-app | Completed | 19s | |
= —mmmmmmmm e Fommmmm e Fommmmm e ----- $ommmmm- +
[root@localhost RedHat]#

[root@localhost DataProtection]# oc get all,pvc,volumesnapshot -n postgres
apps.openshift.io/vl DeploymentConfig is deprecated in v4.14+, unavailable in v4.10000+
kubevirt.io/vl VirtualMachineInstancePresets is now deprecated and will be removed in v2.
READY  STATUS RESTARTS  AGE
pod/postgres-cd9d6ccb-jfx49 1/1 Running @ 3hd7m
E TYPE CLUSTER-IP EXTERNAL-IP  PORT(S) AGE
Evicefpostgres ClusterIP  172.30.132.112 <none> 5432/TCP  3hd7m
E READY  UP-TOQ-DATE  AVAILABLE  AGE
deployment.apps/postgres  1/1 1 1 3hdTm
INAME DESIRED CURRENT READY  AGE
replicaset.apps/postgres-cdddécch 1 1 1 3hd7m
AME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAG
ECLASS  VOLUMEATTRIBUTESCLASS  AGE
persistentvolumeclaim/data-postgres-postgresql-@  Bound pvc-9f89514e-3f2c-4lad-b7a3-792ceab@3f0@  BGI RWO sc-zon
lea-nas {unset> 4hdem
persistentvolumeclaim/postgres-pvc Bound pvc-951a9918-%edb-48ae-898a-1aedYaa?5dc3 561 RWO sC-zon
ea-nas  <unset> 3hdTm
(NAME READYTO
USE  SOURCEPVC SOURCESNAPSHOTCONTENT  RESTORESIZE ~ SNAPSHOTCLASS SNAPSHOTCONTENT
CREATIONTIME  AGE
volumesnapshot.snapshot.storage.k8s. io/snapshot-2e94d@dc-cBea-446a-8d47-64bBbeeb7107 -pvc-951a9918-9edb-48ae-B98a-1aed%aa25dc3  true
postgres-pvc 53676K1 trident-snapshotclass  snapcontent-796ea7f8-59a0-493e-bbdi-3a
e76fe9836c  13m 13m
volumesnapshot.snapshot.storage.k8s.io/snapshot-2e94d@4c-cBea-446a-8d47-64bBbee67107-pvc-9f89514e-3f2c-41ad-b7a3-792ceab03f08  true
data-postgres-postgresql-8 368K1 trident-snapshotclass  snapcontent-86ad64dd-f+d8-4279-9¢F7-88 | |
|B8s097cE01  13m 13m :

Erstellen eines Zeitplans Mit dem folgenden Befehl werden taglich um 15:33 Uhr Snapshots erstellt und
zwei Snapshots und Backups aufbewahrt.

# tp create schedule schedulel --app postgres-—-app --appvault ontap-s3-
appvault --backup-retention 2 --snapshot-retention 2 --granularity
Daily --hour 15 --minute 33 --data-mover Restic -n postgres

Schedule "schedulel" created.



[root@localhost DataProtection]# tp get schedule -n postgres

----------- B T T T S T
| NAME | APP | SCHEDULE | ENABLED | STATE | AGE | ERROR |
=== Fmmmmmr e Fro—m——m e —m———— === Fm——m—mmr= Fo-—m— - e S +
| schedulel | postgres-app | Daily:hour=15,min=33 | true | | 17s | |
e e e R Fo--mm- +o---- Fo--mmm- -
[root@localhost DataProtection]# _

Erstellen eines Zeitplans mit YAML

# tp create schedule schedule? --app postgres-app --appvault ontap-s3-
appvault --backup-retention 2 --snapshot-retention 2 --granularity
Daily —--hour 15 --minute 33 --data-mover Restic -n postgres --dry-run >

hourly-snapshotschedule.yaml
cat hourly-snapshotschedule.yaml

apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
creationTimestamp: null
name: schedule?2
namespace: postgres
spec:
appVaultRef: ontap-s3-appvault
applicationRef: postgres-app
backupRetention: "2"
dataMover: Restic
dayOfMonth: ""
dayOfWeek: ""
enabled: true
granularity: Hourly

#hour: "15"
minute: "33"
recurrenceRule: ""

snapshotRetention: "2"
status: {}

[root@localhost DataProtection]# tp get schedule -n postgres

e Fmm e e e e o dmmm e -
|  NAME | APP | SCHEDULE | ENABLED | STATE | AGE | ERROR |
mmmmmm R Frmmm e Fommmm e R Fmm———- Fommm -
| schedulel | postgres-app | Daily:hour=15,min=33 | true | | 8d7h | |
| schedule2 | postgres-app | Hourly:min=33 | true | | 8d7h | |
b-memmmmaaae do-mmmmmmmeeaan T T $-mmmmmmas Fommmmmn Fommmmn Femmmmmm +
[root@localhost DataProtection]#




Sie kénnen die nach diesem Zeitplan erstellten Snapshots sehen.

[root@localhost DataProtection]# tp get snap -n postgres
e e e +--mmmmm - +------- +------- -
| NAME | APP REF | STATE | AGE | ERROR |
Hmmemmeemeccccccccccmcccecmmmma dommmmmmmm——eaa mmmmmmmmmma 4mmmmmm e +
| hourly-3flee-20250214183300 | postgres-app | Completed | 19s | |
| postgres-snapl | postgres-app | Completed | 1h25m | |
Hemrre e e e e e e M e = e +
[root@localhost DataProtection]# _

AuRerdem werden Volume-Snapshots erstellt.

[Foot@localhost DataProtection]¥ oc get volumesnapshots -n postgres

AME READYTOUSE  SOURCEPVC

CREATIONTIME  AGE
Enapshot-2e94d04c-c8ea-446a-8d47-64bBbeeb7107 -pvc-951a9910-9edb-48ae-898a-1aed9aa25dc3  true

| 59a0-493e-bbd8-3ae76fe9036c  114m 114m
Enapshot-2e94d04c-c8ea-446a-8d47-64bBbee67107-pvc-9f89514e-3f2c-41ad-b7a3-792cea503f0@  true
| ffd8-4279-9cf7-8888a097c001  114m 114m
Enapshot-ce75a274-ecb2-48¢9-aba5-94c10f8ebcbl -pvc-951a9910-9edb-48ae-898a-1aed9aa25dc3  true
[ 7adc-4042-a8c9-7606d1103ead  30m 38m
Enapshot-ce75a274-ecb2-48c9-aBa5-94c10f8ebcbl-pvc-9f89514e-3f2c-41lad-b7a3-792cea503f00  true
| 3a82-43f6-9868-dcadd2ccBde2  36m 38m

postgres-pvc
data-postgres-postgresql-@
postgres-pvc

data-postgres-postgresql-@

Loschen Sie die Anwendung, um den Verlust der Anwendung zu simulieren

# oc delete deployment/postgres -n postgres
# oc get pod,pvc -n postgres
No resources found in postgres namespace.




Wiederherstellen aus Snapshot im selben Namespace

# tp create sir postgres-sir —--snapshot postgres/hourly-3flee-

20250214183300 -n postgres
SnapshotInplaceRestore "postgres-sir" created.

[root@localhost DataProtection]# tp get sir -n postgres

Fmmmmmmm e o mmmmm e e e e +
| NAME | APPVAULT | STATE | AGE | ERROR |
Fommmmmmm e Hmmmmmmmmmmmmm e e e e -
| postgres-sir | ontap-s3-appvault | Completed | 2m39s | |
Fommmmmm e Hmmmmmmmmm e e R - m - -

Die Anwendung und ihr PVC werden im selben Namespace wiederhergestellit.

[root@localhost DataProtection]# oc get pods,pvc -n postgres
fNAME READY  STATUS RESTARTS  AGE

[root@localhost DataProtection]#

Jpod/postgres-cd9d6cecb-x85tg  1/1 Running @ 98s

JNAME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE
jpersistentvolumeclaim/data-postgres-postgresql-0  Bound pvc-b2cd67fd-fedd-49b1-9e@6-a53bf7be575e  8Gi RWO SC-zZonea-nas  <unset> 185s
jpersistentvolumeclaim/postgres-pvc Bound pvc-2d549395-0cc6-4529-b2b9-7361bfb14fa8 561 RWO sc-zonea-nas  <unset> 105s

Wiederherstellen aus Snapshot in einem anderen Namespace

# tp create snapshotrestore postgres-restore --snapshot
postgres/hourly-3f1ee-20250214183300 --namespace-mapping
postgres:postgres-restore -n postgres-restore

SnapshotRestore "postgres—-restore" created.

[root@localhost DataProtection]# tp get snapshotrestore -n postgres-restore

Sie kdnnen sehen, dass die Anwendung in einem neuen Namespace wiederhergestellt wurde.

[root@localhost DataProtection]#
[root@localhost DataProtection]# oc get pods,pvc -n postgres-restore

NAME READY  STATUS RESTARTS  AGE

pod/postgres-cd9déccb-pfxwd  1/1 Running @ 8d

NAME STATUS  VOLUME CAPACITY  ACCESS MODES
persistentvolumeclaim/data-postgres-postgresql-@ Bound pvc-3dff4ed2-828d-49f9-84e9-4daf75479292  8Gi RWO

persistentvolumeclaim/postgres-pvc Bound pvc-57321b2-f21f-4eb7-886-4a17f915318b  5Gi RWO

[root@localhost DataProtection]# .

STORAGECLASS
sc-zonea-nas
sc-zonea-nas



Backups erstellen

10

Erstellen eines On-Demand-Backups

# tp create backup postgres-backupl --app postgres-app —--appvault
ontap-s3-appvault -n postgres
Backup "postgres-backupl" created.

[root@localhost DataProtection]# tp get backup -n postgres

D e dmmmmm e Fommm e mmm - Hmmm +
| NAME | APPREF | STATE | AGE | ERROR |
D dmmmmm e Hmmmmmmmmmme - - Fommmmm- +
| backupl | postgres-app | Completed | 5d12h | |
| daily-feac1-20250222153300 | postgres-app | Completed | 1d1eh | |
| daily-feac1-20250223153300 | postgres-app | Completed | 1@h36m | |
| hourly-3flee-20250224003300 | postgres-app | Completed | 1h36m | |
| hourly-3flee-20250224013300 | postgres-app | Completed | 36m27s | |
| postgres-backupl | postgres-app | Completed | 6m19s | |
= = == mm e Fommmm e Fommmmmmm e Fmmmm - Hommmm o +

Zeitplan fir die Sicherung erstellen

Die taglichen und stiindlichen Sicherungen in der obigen Liste werden anhand des zuvor eingerichteten
Zeitplans erstellt.

# tp create schedule schedulel --app postgres-app --appvault ontap-s3-
appvault --backup-retention 2 --snapshot-retention 2 --granularity
Daily —--hour 15 --minute 33 --data-mover Restic -n postgres

Schedule "schedulel" created.

[ root@localhost DataProtection]# tp get schedule -n postgres

R e e Fommmm o Fommmm - Fommm - Fommm - -
| NAME | APP | SCHEDULE | ENABLED | STATE | AGE | ERROR |
e R T e e O - T A $-mmm--- +
| schedulel | postgres-app | Daily:hour=15,min=33 | true | | 9d8h | |
| schedule2 | postgres-app | Hourly:min=33 | true | | 9d8h | |
R e oo Frmmmmm e Fommm - Fommmm- Fommmm +




Wiederherstellen aus einer Sicherung

Loschen Sie die Anwendung und PVCs, um einen Datenverlust zu simulieren.

|[root@localhost DataProtection]# oc get pods -n postgres

AME READY  STATUS RESTARTS  AGE
ostgres-cd9déccb-dftkt  1/1 Running @ 11s
[root@localhost DataProtection]# oc get deployment -n postgres
JAME READY  UP-TO-DATE  AVAILABLE AGE

postgres 1/1 1 1 20s
i[root@localhost DataProtection]# oc delete deployment/postgres -n postgres
deployment.apps “postgres” deleted

[root@localhost DataProtection]# oc get pods -n postgres

No resources found in postgres namespace.

|£;;ot@10calhost DataProtection]# oc get pvc -n postgres

E STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUTE
SCLASS  AGE
data-postgres-postgresql-8  Bound pvc-b2cdb7fd-fedd-49b1-9e06-a53bf7be575e  8Gi RWO sc-zonea-nas  <unset>
5d13h
postgres-pvc Bound pvc-2d549395-0cc6-4529-b2b9-7361bfbl4fa8  5Gi RWO sc-zonea-nas  <unset>
5d13h

[root@localhost DataProtection]# oc delete pvc/data-postgres-postgresql-@ -n postgres
persistentvolumeclaim “"data-postgres-postgresql-8” deleted

|[root@localhost DataProtection]# oc delete pvc/postgres-pvc -n postgres
persistentvolumeclaim “postgres-pvc” deleted

[root@localhost DataProtection]# oc get pvc -n postgres

No resources found in postgres namespace.

[root@localhost DataProtection]# _

Im selben Namespace wiederherstellen #tp create bir postgres-bir --backup postgres/hourly-3f1ee-
20250224023300 -n postgres BackuplnplaceRestore ,postgres-bir* erstellt.

[root@localhost DataProtection]# tp get bir -n postgres

- mmmm e e s e e R +
| NAME | APPVAULT | STATE | AGE | ERROR |
S e ommmmmm e - e e -
| postgres-bir | ontap-s3-appvault | Completed | 2m19s | |
e e e o mmmm e e e $o--m--- -

Die Anwendung und die PVCs werden im selben Namespace wiederhergestellt.

[root@localhost DataProtection]# oc get pods -n postgres

NAME READY  STATUS RESTARTS  AGE
postgres-cd9déccb-t857w  1/1 Running © 106m
[root@localhost DataProtection]# oc get pvc -n postgres
NAME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUT
ESCLASS  AGE
data-postgres-postgresql-@ Bound pvc-0a849c19-16fe-466f-9733-85e82a8b1677  8Gi RWO sc-zonea-nas  <unset>
10m
postgres-pvc Bound pvc-ded304ea-02d4-4225-b606-63007666ad66  5Gi RWO sc-zonea-nas  <unset>
10m

In einem anderen Namespace wiederherstellen Erstellen Sie einen neuen Namespace. Stellen Sie aus
einer Sicherung im neuen Namespace wieder her.

11
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Wroot@localhost DataProtection]# oc create ns postgres-restore-from-backup
namespace/postgres-restore-from-backup created

lping postgres:postgres-restore-from-backup -n postgres-restore-from-backup
BackupRestore "postgres-restore-from-backup” created.
[root@localhost DataProtection]# oc get backuprestore -n postgres-restore-from-backup

F[rout@localhost DataProtection]# _

NAME STATE ERROR  AGE

postgres-restore-from-backup  Running 37s

[root@localhost DataProtection]# oc get backuprestore -n postgres-restore-from-backup

NAME STATE ERROR  AGE

postgres-restore-from-backup  Running 56s

[root@localhost DataProtection]# oc get backuprestore -n postgres-restore-from-backup

NAME STATE ERROR  AGE

hostgres-restnre-fram-backup Completed 2m52s

[[root@localhost DataProtection]# oc get pods -n postgres-restore-from-backup

FAME READY  STATUS RESTARTS  AGE

postgres-cd9déccb-p659p  1/1 Running @ 2m9s

[root@localhost DataProtection]# oc get pvc -n postgres-restore-from-backup

[NAME STATUS  VOLUME CAPACITY

ESCLASS  AGE

ldata-postgres-postgresql-@  Bound pvc-36df7399-95da-4c67-a621-af9434015bdb  8Gi
2m18s

[postgres-pvc Bound pvc-633de3aa-ad4f9-4f3b-93cc-e9lafbddfed2  5Gi

i 2m18s

[root@localhost DataProtection]# tp create backuprestore postgres-restore-from-backup --backup postgres/postgres-backupl --namespace-map

ACCESS MODES STORAGECLASS  VOLUMEATTRIBUT
RWO sc-zonea-nas  <unset>

RWO sc-zonea-nas . <unset>




Migrieren von Anwendungen

Um eine Anwendung auf einen anderen Cluster zu klonen oder zu migrieren (durchfiihren eines Cluster-
Ubergreifenden Klons), erstellen Sie eine Sicherung auf dem Quellcluster und stellen Sie die Sicherung
dann auf einem anderen Cluster wieder her. Stellen Sie sicher, dass Trident Protect auf dem Zielcluster
installiert ist.

Flahren Sie im Quellcluster die im folgenden Bild gezeigten Schritte aus:

‘[root@localhost DataProtection]# tp create backup postgres-backup-clusterl --app postgres-app --appvault ontap-s3-appvault -n postgres
Fackup "postgres-backup-clusterl” created.

[root@localhost DataProtection]# tp get backup -n postgres
e F=mmm === Fmmmmm e Hmmm e Fmmm e +
| NAME | APP REF | STATE | AGE | ERROR
M e e - e e ccc e o s ettt S R tomemeaa +
| backupl | postgres-app | Completed | 5d14h | |
| daily-feac1-2825022215338@ | postgres-app | Completed | 1d12h | |
| daily-feac1-20250223153300 | postgres-app | Completed | 12h18m | |
| hourly-3flee-20250224023300 | postgres-app | Completed | 1h18m | |
| hourly-3flee-20250224033300 | postgres-app | Completed | 18m26s | |
| postgres-backup-clusterl | postgres-app | Running | 35s |

| postgres-backupl | postgres-app | Completed | 1h48m | |
o e e e . e e e o e e e el e . o e e e e e i e +
[root@localhost DataProtection]# tp get backup -n postgres

e e Hmmmmmmmm e Hmmmmmme- Hm-mmm - +
| NAME | APP REF | STATE | AGE | ERROR
Hmmmmmmmm e Hmmmmmmm e e Hommm s Hmmmmmm e +
| backupl | postgres-app | Completed | 5d14h | |
| daily-feac1-2025022215330@ | postgres-app | Completed | 1d12h | |
| daily-feac1-2025022315330@0 | postgres-app | Completed | 12h19m | |
| hourly-3flee-28250224023300 | postgres-app | Completed | 1h19m | |
| hourly-3flee-28250224033300 | postgres-app | Completed | 19mdls | |
| o usterl p app | Completed N | |
| postgres-backupl | postgres-app | Completed | 1h49m | |
e e e B T T B Hmmmmmee Hmmmmmee +

Wechseln Sie vom Quellcluster zum Zielcluster. Stellen Sie dann sicher, dass vom Zielclusterkontext aus
auf den AppVault zugegriffen werden kann, und rufen Sie den AppVault-Inhalt vom Zielcluster ab.

[root@localhost DataProtection]# kubectl config use-context default/api-bm-cluster5-min-ocpv-sddc-netapp-com:6443/kube:admin
Bwitched to context “"default/api-bm-cluster5-min-ocpv-sddc-netapp-com:6443/kube:admin™.
[root@localhost DataProtection]# tp get appvault -n trident-protect

e mmm e Ammmm e mm e mmmmmm +
| NAME | PROVIDER | STATE | AGE | ERROR |
e Fommmmmmm e H-mmmmmmm - H--mmm - Fommmm - +
| ontap-s3-appvault | OntapS3 | Available | 3déh | |
e mmmm e g m e e dmmmmmm e +
[root@localhost DataProtection]# tp get appvaultcontent ontap-s3-appvault --show-resources backup --show-paths
B Hm e mmmeeem oo T T e T T TR
_______________________________________________________________________________________ +
|  CLUSTER | APP | TYPE | NAME | TIMESTAMP |
PATH |
R Fommmmmemmeeee e e e e L L LS S e TR e e S T PP
....................................................................................... +
| ocp-clusterll | bbox | backup | bboxbackupl | 2025-81-17 15:57:49 (UTC) | bbox_68b4f@5f-d5f1-4304-8c69-ad67514
[Fe393 /backups/bboxbackupl_3968c945-8eed-42fe-945c-c57bbBalaf6f
| ocp-clusterll | postgres-app | backup | backupl | 2025-82-18 13:31:5@ (UTC) | postgres-app_4d798edS-cfa8-49ff-a5b6 ||

-c5e2d89aeb89/backups /backupl_28elbd9a-9b04-4412-8b96-811f9b62e2e3 |

| ocp-clusterll | postgres-app | backup | daily-feacl-28250222153300 | 2825-82-22 15:34:44 (UTC) | postgres-app_4d798ed5-cfaB-49ff-a5h6
-c5e2d89aeb89/backups /daily-feac1-20258222153300_23d1386b-0910-456f-aa49-a5865fd48abd |

| ocp-clusterll | postgres-app | backup | daily-feacl-20250223153300 | 2025-82-23 15:34:42 (UTC) | postgres-app_4d798ed5-cfa8-49ff-a5bhé
-c5e2d89aeb89/backups/daily-feacl-20258223153300_c492a4d1-38a9-4472-9684-4705c12a206d

| ocp-clusterll | postgres-app | backup | hourly-3flee-20250224833300 | 2025-02-24 ©3:34:44 (UTC) | postgres-app_4d798edS5-cfa8-49ff-a5b6
-c5e2d89aeb89/backups /hourly-3flee-20250224633300_3d09ab8l-fofe-47fa-a699-28006160cdbe |

| ocp-clusterll | postgres-app | backup | hourly-3flee-20250224043300 | 2025-82-24 04:34:47 (UTC) | postgres-app_4d798edS-cfa8-49ff-a5b6
-c522d89aeb89/backups /hourly-3flee-20250224043300_66805e4f-7631-48a6-98f7-d34bb8626031 |

| ocp-clusterll | postgres-app | backup | postgres-backup-clusterl | 2025-82-24 ©3:52:36 (UTC) | postgres-app_4d798ed5-cfa8-49ff-aSb6
-c5e2d89aeb89/backups/postgres-backup-clusterl_ecBed3f3-5500-4e72-afa8-117a04a@blc3 |

Verwenden Sie den Sicherungspfad aus der Liste und erstellen Sie ein Backuprestore-CR-Objekt, wie im
folgenden Befehl gezeigt.



# tp create backuprestore backup-restore-cluster2 --namespace-mapping
postgres:postgres —--appvault ontap-s3-appvault --path postgres-

app 4d798ed5-cfa8-49ff-abb6-c5e2d89%aeb89/backups/postgres-backup-
clusterl ec0ed3f3-5500-4e72-afa8-117a04a0blc3 -n postgres
BackupRestore "backup-restore-cluster2" created.

[root@localhost DataProtection]# tp get backuprestore -n postgres

e e e e e e Ho-mmmme- H------- -
| NAME | APPVAULT | STATE | AGE | ERROR |
R e Fommmmm e T e et -
| backup-restore-cluster2 | ontap-s3-appvault | Completed | 12md1ls | |
R e e e et F---mmm - e -

Sie kénnen jetzt sehen, dass die Anwendungspods und die PVCs im Zielcluster erstellt werden.

[root@localhost DataProtection]# oc get pods -n postgres

AME READY  STATUS RESTARTS  AGE
postgres-cd9déccb-21lveq  1/1 Running @ 13m
[root@localhost DataProtection]# oc get pvc -n postgres
NAME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUT
JESCLASS  AGE
ldata-postgres-postgresql-8@  Bound pvc-872a5182-601b-4848-b410-fef368337d07  8Gi RWO sc-zoneb-san  <unset>
13m
jpostgres-pvc Bound pvc-caf9fa7l-76a8-4645-9bb5-2ed72e72948b  5Gi RWO sc-zoneb-san  <unset>
13m
[root@localhost DataProtection]#

Schitzen Sie VMs in Red Hat OpenShift Virtualization mit
Trident Protect

Schutzen Sie VMs in OpenShift Virtualization mithilfe von Snapshots und Backups.
Dieses Verfahren umfasst das Erstellen eines AppVault mithilfe des ONTAP S3-
Objektspeichers, das Konfigurieren von Trident Protect zum Erfassen von VM-Daten,
einschliel3lich Kubernetes-Ressourcenobjekten, persistenten Volumes und internen
Images, sowie das Wiederherstellen der Daten bei Bedarf.

Virtuelle Maschinen in der OpenShift-Virtualisierungsumgebung sind containerisierte Anwendungen, die in den
Worker-Knoten Ihrer OpenShift-Containerplattform ausgefiihrt werden. Es ist wichtig, die VM-Metadaten sowie
die persistenten Datentrager der VMs zu schiitzen, damit Sie sie wiederherstellen kbnnen, wenn sie verloren
gehen oder beschadigt werden.

Die persistenten Festplatten der OpenShift Virtualization VMs kénnen durch ONTAP Speicher gesichert
werden, der in den OpenShift-Cluster integriert ist, indem"Trident CSI" . In diesem Abschnitt verwenden
wir"Trident -Schutz" um Snapshots und Backups von VMs einschlieBlich ihrer Datenvolumes in ONTAP Object
Storage zu erstellen.

Bei Bedarf stellen wir dann eine Wiederherstellung aus einem Snapshot oder einem Backup her.
Trident Protect ermoéglicht Snapshots, Backups, Wiederherstellung und Notfallwiederherstellung von

Anwendungen und VMs auf einem OpensShift-Cluster. Zu den Daten, die bei OpenShift-Virtualisierungs-VMs
mit Trident Protect geschutzt werden kdnnen, gehéren mit den VMs verkniipfte Kubernetes-
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https://docs.netapp.com/us-en/trident/
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html

Ressourcenobjekte, persistente Volumes und interne Images.

Im Folgenden sind die Versionen der verschiedenen Komponenten aufgefiihrt, die fiir die Beispiele in
diesem Abschnitt verwendet wurden.

* "OpenShift Cluster 4.17"

* "OpenShift-Virtualisierung installiert Gber OpenShift Virtualization Operator, bereitgestellt von Red Hat"

* "Trident 25.02"

* "Trident 25.02"

» "ONTAP 9.16"

App Vault fur Objektspeicher erstellen
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/ontap/

AppVault erstellen
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Bevor die Snapshots und Backups flir eine Anwendung oder eine VM erstellt werden, muss in Trident
Protect ein Objektspeicher konfiguriert werden, um die Snapshots und Backups zu speichern. Dies
geschieht mithilfe des Bucket CR. Nur Administratoren kénnen einen Bucket CR erstellen und
konfigurieren. Der Bucket CR ist in Trident Protect als AppVault bekannt. AppVault-Objekte sind die
deklarative Kubernetes-Workflow-Darstellung eines Speicher-Buckets. Ein AppVault CR enthalt die
Konfigurationen, die fir die Verwendung eines Buckets in Schutzvorgangen wie Backups, Snapshots,
Wiederherstellungsvorgangen und SnapMirror Replikation erforderlich sind.

In diesem Beispiel zeigen wir die Verwendung von ONTAP S3 als Objektspeicher. Hier ist der Workflow
zum Erstellen von AppVault CR fur ONTAP S3: 1. Erstellen Sie einen S3-Objektspeicherserver in der
SVM im ONTAP -Cluster. 2. Erstellen Sie einen Bucket im Object Store Server. 3. Erstellen Sie einen S3-
Benutzer in der SVM. Bewahren Sie den Zugangsschlissel und den geheimen Schliissel an einem
sicheren Ort auf. 4. Erstellen Sie in OpenShift ein Geheimnis zum Speichern der ONTAP S3-
Anmeldeinformationen. 5. Erstellen eines AppVault-Objekts fiir ONTAP S3

Konfigurieren Sie Trident Protect AppVault fiir ONTAP S3

# alias tp='tridentctl-protect'

# cat appvault-secret.yaml
apiVersion: vl
stringData:
accessKeyID: "<access key of S3>"
secretAccessKey: "<secret access key of S3>"
# you can also provide base 64 encoded values instead of string values
#data:
# base 64 encoded values
# accessKeyID: < base 64 encoded access key>
# secretAccessKey: <base 64 encoded secretAccess key>
kind: Secret
metadata:
name: appvault-secret
namespace: trident-protect
type: Opaque

# cat appvault.yaml
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:

name: ontap-s3-appvault

namespace: trident-protect
spec:

providerConfig:

azure:

mn

accountName:

mn

bucketName:



nmn

endpoint:
gcp:
bucketName:
projectID:
s3:
bucketName: trident-protect
endpoint: <1lif for S3 access>

nmnn

mwn

secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-secret

providerType: OntapS3

# oc create -f appvault-secret.yaml -n trident-protect

# oc create -f appvault.yaml -n trident-protect

[root@localhost VM-DataProtection]# tp get appvault
LT $ommmmmmma- $ommmmmmmma- e T $emmmmm- +
| NAME | PROVIDER | STATE | ERROR | MESSAGE | AGE |
B +-mm - D e Fommmm - +------- -
| ontap-s3-appvault | OntapS3 | Available | | | 8d17h |
- — e m e Fmmmmmm - Fommmmmmmme- TR ¥ S E +
[root@localhost VM-DataProtection]# _

Erstellen einer VM in OpenShift Virtualization
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Erstellen einer VM in OpenShift Virtualization
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Die folgenden Screenshots zeigen die Erstellung der VM (Demo-Fedora im Namespace Demo) von der
Konsole aus mithilfe der Vorlage. Die Root-Festplatte wahlt die Standardspeicherklasse automatisch aus.

Uberpriifen Sie daher, ob die Standardspeicherklasse richtig eingestellt ist. In diesem Setup ist die
Standardspeicherklasse sc-zonea-san. Stellen Sie sicher, dass Sie beim Erstellen der zusatzlichen
Festplatte die Speicherklasse sc-zonea-san auswahlen und das Kontrollkdstchen ,,Optimierte
Speichereinstellungen anwenden® aktivieren. Dadurch werden die Zugriffsmodi auf RWX und der
Volume-Modus auf Block gesetzt.

Trident unterstitzt den RWX-Zugriffsmodus im Block-Volume-Modus fur SAN (iISCSI,
@ NVMe/TCP und FC). (Dies ist der Standardzugriffsmodus fur NAS). Der RWX-

Zugriffsmodus ist erforderlich, wenn Sie zu einem spateren Zeitpunkt eine Livemigration

der VMs durchflihren missen.

Name =

Name

StorageClasses

Provisioner

Catalog
VirtualMachines
Templates
InstanceTypes

Preferences

Bootable volumes
MigrationPolicies

Checkups

Migration

Networking

Storage

Persistent\olumes

Project demo  +

VirtualMachines

Click Create VirtualMachine tc

No VirtualMachines found

Create VirtualMachine

From InstanceType
Le o3

From template

With YAML




edora-server-small

v Template info v Storage @

O BootfromCD @
Operating system

Eedora V1 Disk source * @

Workload type Template default

Server (default)

Disk size *
Description i
¢ - 30 + GB «
Template for Fedora Linux 33 VM or newer. A .
PVC with the Fedora disk image must be
Quick create VirtualMachine
VirtualMachine name * Project Public SSH key
demo  Notconf ;L.‘f:f

den*o-fedc-ra|

Start this VirtualMachine after creation

Quick create VirtualMachine l Customize VirtualMachine Cahesl
Catalog
Customize and create VirtualMachine O L
Template: Fadora WM
Owverview YAML Scheduling Environment Network interfaces Disks Scripts Metadata

_ Mount Windows drivers disk

Drive Interface
Dis ti0
Drisk rtio

Create VirtualMachine Cancel

Storage class
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Add disk

|di5kl

Disk size *

- 30 + GB =

Type

Disk

Hot plug is enabled only for “Disk” and "Lun” types

Interface *

VirtlO

Hot plug is enabled only for "SCSI" interface

StorageClass

E® sc-zonea-san

Apply optimized StorageProfile settings

Optimizad values Access mode: ReadWrniteMany, Volumea m

s

Pl

lock




Project demo =

A

Overview YAML Scheduling Disks Metadata
Add disk =
Y Filter ~ Search by name Mount Windows drivers disk
Mame 1 Source Size Drve Interface Storage class
Other Drisk wirtio
PV (auto im Disk wirtic
Start this VirtualMachine after creation
Create VirtuaMachine ¥
[root@localhost WM-DataProtection]# oc get vm,pods,pvc -n demo
AME AGE READY
irtualmachine.kubevirt.io/demo-fedora  2mS54s  Running True
AME READY RESTARTS  AGE
od /virt-launcher-demo-fedora-69cts  1/1 @ iies
AME STATUS  VOLUME CAPACITY  ACCESS MODES STORAGECLASS
ersicstentvolumeclaim/demo-fedora Bound pyvc=4B6d9d57 -4a5e-4123-93c1-13878b7b0148  38G1 RWX sc-zonea-san
ersistentvalumeclaim/dv-demo-fedora-fuchsia-shrew-B7  Bound pve-311F3f81-1d25-4a%-bBch-B36bde72f84  30GL R sc-zonea-san

[root@localhost VM-DataProtection]# _

Erstellen einer App
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App erstellen

Erstellen Sie eine Trident Protect-App fiir die VM

Im Beispiel verfigt der Demo-Namespace Uber eine VM und alle Ressourcen des Namespace werden
beim Erstellen der App einbezogen.

# alias tp='tridentctl-protect'

# tp create app demo-vm --namespaces demo -n demo --dry-run > app.yaml

# cat app.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:
creationTimestamp: null
name: demo-vm
namespace: demo
spec:
includedNamespaces:
- namespace: demo

# oc create -f app.yaml -n demo

[root@localhost VM-DataProtection]# tp get app -n demo

e Fmmmmmmmm Hmmm - - +
| NAME | NAMESPACES | STATE | AGE |
R Fommmmmmm e Hmmmm - - +
| demo-vm | demo | Ready | 45s |
. Fommmmmmmmeee . F--ne- +

[root@localhost VM-DataProtection]# _

Schitzen Sie die App, indem Sie ein Backup erstellen
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Backups erstellen

Erstellen Sie ein On-Demand-Backup

Erstellen Sie ein Backup fiir die zuvor erstellte App (Demo-VM), das alle Ressourcen im Demo-
Namespace enthalt. Geben Sie den Appvault-Namen an, in dem die Sicherungen gespeichert werden.

# tp create backup demo-vm-backup-on-demand --app demo-vm --appvault

ontap-s3-appvault -n demo
Backup "demo-vm-backup-on-demand" created.

[root@localhost VM-DataProtection]# tp get backup -n demo

R Fommmm e R Fommmmmm oo $------- $-------- +
| NAME | APP | RECLAIM POLICY | STATE | ERROR | AGE |
L e e e Fmm e et S et e Fr=—m = +
| demo-vm-backup-on-demand | demo-vm | Retain | Completed | | 12m53s |
- oo e e r e e e Foemme e Fommemr e P e e Fmmm——e $rm—rm—e +
[root@localhost VM-DataProtection]#

Erstellen Sie Backups nach einem Zeitplan

Erstellen Sie einen Zeitplan fur die Sicherungen und geben Sie dabei die Granularitat und die Anzahl der
aufzubewahrenden Sicherungen an.
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# tp create schedule backup-schedulel --app demo-vm --appvault ontap-
s3-appvault --granularity Hourly --minute 45 --backup-retention 1 -n
demo --dry-run>backup-schedule-demo-vm.yaml
schedule.protect.trident.netapp.io/backup-schedulel created

#cat backup-schedule-demo-vm.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
creationTimestamp: null
name: backup-schedulel
namespace: demo
spec:
appVaultRef: ontap-s3-appvault
applicationRef: demo-vm
backupRetention: "1"
dayOfMonth: ""
dayOfiWeek: ""
enabled: true
granularity: Hourly

hour- mww
minute: "45"
recurrenceRule: ""

snapshotRetention: "0O"
status: {}
# oc create -f backup-schedule-demo-vm.yaml -n demo

[root@localhost VM-DataProtection]# tp get schedule -n demo

F--mmmmmmmmmm—mm— - - - e e +------- +----- -
| NAME | APP | SCHEDULE | ENABLED | STATE | ERROR | AGE |
e e i e e +------- +----- -
| backup-schedulel | demo-vm | Hourly:min=45 | true | | | 95 |
Hmmmmmm e - ommmmmm e e et Fommmmm- +----- -

[root@localhost VM-DataProtection]# tp get backups -n demo

T Fmmmmm - Fommmm e Fommmmm— Hmmmm e S +
| NAME | APP | RECLAIM POLICY | STATE | ERROR | AGE |
B st ar e s snoaes oo e +
| demo-vm-backup-on-demand | demo-vm | Retain | Completed | | 44m4s |
| hourly-4c094-20250312144500 | demo-vm | Retain | Completed | | 20m34s |
e e o e e - Fomm - +

[root@localhost VM-DataProtection]# _




Wiederherstellen aus einer Sicherung
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Wiederherstellen aus Backups

Stellen Sie die VM im selben Namespace wieder her

Im Beispiel enthalt das Backup demo-vm-backup-on-demand das Backup mit der Demo-App flr die
Fedora-VM.

Léschen Sie zunachst die VM und stellen Sie sicher, dass die PVCs, Pods und VM-Objekte aus dem
Namespace ,demo*“ geldscht werden.

[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo
E AGE  STATUS READY
irtualmachine.kubevirt.io/demo-fedora 59m Running True

E READY  STATUS RESTARTS  AGE
od/virt-launcher-demo-fedora-69cts 1/1 Running @ 58m

E STATUS  VOLUME CAPACTTY
JICLASS  VOLUMEATTRIBUTESCLASS  AGE
persistentvolumeclaim/demo-fedora Bound pvc-406d9d57-4a5e-4123-93¢1-13878b7b01408  38Gi
la-san <unset> 59m
persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-311f2f81-1d25-4a%a-b@cb-836bde702fB4  30Gi
la-san  <unset> 59m

[root@localhost VM-DataProtection]#
[root@localhost VM-DataProtection]# oc delete vm demo-fedora -n demo
jvirtualmachine.kubevirt.io "demo-fedora" deleted
[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo
o resources found in demo namespace.
Fr‘oot@localhost VM-DataProtection]# _

Erstellen Sie jetzt ein Backup-in-Place-Wiederherstellungsobjekt.

26



# tp create bir demo-fedora-restore --backup demo/demo-vm-backup-on-

demand -n demo --dry-run>vm-demo-bir.yaml

# cat vm-demo-bir.yaml
apiVersion: protect.trident.netapp.io/vl
kind: BackupInplaceRestore
metadata:
annotations:
protect.trident.netapp.io/max-parallel-restore-jobs: "25"
creationTimestamp: null
name: demo-fedora-restore
namespace: demo
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/backups/demo-vm-backup-on-demand f6af3513-9739-480e-88c7-
4cca45808a80
appVaultRef: ontap-s3-appvault
resourceFilter: {}
status:
postRestoreExecHooksRunResults: null

mwn

state:

# oc create -f vm-demo-bir.yaml -n demo
backupinplacerestore.protect.trident.netapp.io/demo-fedora-restore

created

[root@localhost VM-DataProtection]# tp get bir -n demo

b mmm e e e mmmm - Fommm e -
| NAME | APPVAULT | STATE | ERROR | AGE |
= mmmmmm e e e fmmmmmmmm—mmmmmm—meo d-mmmmmmmm e e - +
| demo-fedora-restore | ontap-s3-appvault | Completed | | 28ml17s |
D $rmmmmmcecmeccce———- $mmmmme———a dommmm $ommmmmn- +
[root@localhost VM-DataProtection]# _

Uberpriifen Sie, ob die VM, Pods und PVCs wiederhergestellt sind

[rootglocalhost VM-DataProtection]# oc get vm,pods,pvc -n demo
AME AGE STATUS READY
irtualmachine.kubevirt.io/demo-fedora 1165  Running True

READY  STATUS RESTARTS  AGE
odfvirt-launcher-demo-fedora-9kfxh 1/1 Running a 116s

AME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS
ersistentvolumeclaim/demo-fedora Bound pvc-6f69ab2c-285c-4988-bBdd-6c85baccfide 3861 RinlX sC-z0nea-san
ersistentvolumeclaim/dv-demo- fedora-fuchsia-shrew-87  Bound pvc-B1dB2dB2-Taca-48fc-B8fBf-6e99246e63f8 3061 REX sC-ZOnea-san
[reot@localhost VM-DataProtection]# 4

Stellen Sie die VM in einem anderen Namespace wieder her



Erstellen Sie zunachst einen neuen Namespace, in dem Sie die App wiederherstellen mdchten, in diesem
Beispiel demo2. Erstellen Sie dann ein Backup-Wiederherstellungsobjekt
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# tp create br demo2-fedora-restore —--backup demo/hourly-4c094-
20250312154500 --namespace-mapping demo:demo2 -n demo2 --dry-run>vm
-demo2-br.yaml

# cat vm-demo2-br.yaml
apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
annotations:
protect.trident.netapp.io/max-parallel-restore-jobs: "25"
creationTimestamp: null
name: demo2-fedora-restore
namespace: demo2
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/backups/hourly-4c094-20250312154500 aaal4543-a3fa-41fl1-
a04c-44bl1664d0£f81
appVaultRef: ontap-s3-appvault
namespaceMapping:
- destination: demo2
source: demo
resourceFilter: {}
status:
conditions: null
postRestoreExecHooksRunResults: null
state: ""
# oc create -f vm-demo2-br.yaml -n demo2

[root@localhost VM-DataProtection]# tp get br -n demo2

- mm e e e e mmmmmm———aas e Fommmmmm—m—n Fmmmmmmm Fommmmmm- +
| NAME | APPVAULT | STATE | ERROR | AGE |
- m e ————m e Fmmmmmmmm e Fommmmmm—mm Fmmmmmm Fommmm -
| demo2-fedora-restore | ontap-s3-appvault | Completed | | 38m52s |
- - = m = e m e 4mmmmmmmmem—m——— - Fmmmmmmmmmme +mmmm - Hmmmmmm-- +

Uberpriifen Sie, ob die VM, Pods und PVCs im neuen Namespace ,Demo2“ erstellt werden.



[root@localhost WVM-DataProtection]#
[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n damo2
AME AGE STATUS READY

irtualmachine.kubevirt.io/demo-fedora 5SmBs Running True

READY  STATUS RESTARTS  AGE
od/virt-launcher-demo-fedora-cixes 171 Running @ Sm7s

AME STATUS  VOLUME CAPACTTY
ersistentvolumeclaim/demo-fedora Bound pvc-4d278ae2-76cc-46F1-bbf8-871ae75%e4a82 38Gi
ersistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-9b96d89c-7226-47fc-829b-2ceeBBe7all?  38G1
[reot@localhost WM-DataProtection]#

ACCESS MODES
RbX
R

STORAGECLASS
sc-zonea-san
sc-Zonea-san

Schiitzen Sie die App mit Snapshots
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Snapshots erstellen

Erstellen Sie einen On-Demand-Snapshot Erstellen Sie einen Snapshot fiir die App und geben Sie den
App-Tresor an, in dem er gespeichert werden soll.

# tp create snapshot demo-vm-snapshot-ondemand --app demo-vm —--appvault
ontap-s3-appvault -n demo --dry-run
# cat demo-vm-snapshot-on-demand.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Snapshot
metadata:
creationTimestamp: null
name: demo-vm-snapshot-ondemand
namespace: demo
spec:
appVaultRef: ontap-s3-appvault
applicationRef: demo-vm
completionTimeout: Os
volumeSnapshotsCreatedTimeout: Os
volumeSnapshotsReadyToUseTimeout: Os
status:
conditions: null
postSnapshotExecHooksRunResults: null
preSnapshotExecHooksRunResults: null
state: ""

# oc create -f demo-vm-snapshot-on-demand.yaml

snapshot.protect.trident.netapp.io/demo-vm-snapshot-ondemand created

[root@localhost WM-DataProtection]#
[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo2
AME AGE STATUS READY

irtualmachine.kubevirt.io/demo-fedora Sm8s  Running True

READY  STATUS RESTARTS  AGE
od/virt-launcher-demo-fedora-c7xcé  1/1 Running @ sm7s

AME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS
ersistentvolumeclaim/demo-fedora Bound pvc-4d278ae2-76cc-46f1-bbf8-871ae75e4a82 38Gi1 RX SC-zZonga-san
ersistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvec-9b96489c-7226 -4 fc -829b-2ceeBBeTally?  30Gi RhiX Sc-Zonea-san
[root@localhost WM-DataProtection]#

Erstellen Sie einen Zeitplan fiir Snapshots Erstellen Sie einen Zeitplan fir die Snapshots. Geben Sie
die Granularitat und die Anzahl der aufzubewahrenden Snapshots an.
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# tp create Schedule snapshot-schedulel --app demo-vm --appvault ontap-
s3-appvault --granularity Hourly --minute 50 --snapshot-retention 1 -n

demo --dry-run>snapshot-schedule-demo-vm.yaml

# cat snapshot-schedule-demo-vm.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
creationTimestamp: null
name: snapshot-schedulel
namespace: demo
spec:
appVaultRef: ontap-s3-appvault
applicationRef: demo-vm
backupRetention: "0O"
dayOfMonth: ™"
dayOfWeek: ""
enabled: true
granularity: Hourly
hour: ""
minute: "50"
recurrenceRule: ""
snapshotRetention: "1"

status: {}

# oc create -f snapshot-schedule-demo-vm.yaml
schedule.protect.trident.netapp.io/snapshot-schedulel created

[root@localhost VM-DataProtection]# tp get schedule -n demo

e Fommmmmmaa Fommmmmmmmanaaaa fmmmmmmmas fmmammnn gmmmmmaa demmmmna +
| NAME | APP | SCHEDULE | ENABLED | STATE | ERROR | AGE |
b e e e e e s e o +
| backup-schedulel | demo-vm | Hourly:min=45 | true i | | 5d23h |
| snapshot-schedulel | demo-vm | Hourly:min=58 | true i | | 125 |
P o s e o s fo st +

[root@localhost VM-DataProtection]# _

[root@localhost VM-DataProtection]# tp get snapshots -n demo

[l i o o o . e A e e e e e A e e +
| MAME | APP | RECLAIM POLICY | STATE | ERROR | AGE |
fommmmmmm e e mmmmem e meme— === e Fmmmmm e Fomm e e T +
| backup-39b67elc-f875-4045-93df-78634bae9dfb | demo-vm | Delete | Completed | | 6m29s |
| demo-vm-snapshot-ondemand | demo-vm | Delete | Completed | | 21m3@s

| hourly-51839-28258318135000 | demo-vm | Delete | Completed | | 1m29s |
B T $mmmmmmmmeeee———— gmmmmmmmeaaa e . +

[root@localhost VM-DataProtection]#




Wiederherstellen aus Snapshot
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Wiederherstellen aus Snapshot

Stellen Sie die VM aus dem Snapshot im selben Namespace wieder her. Loschen Sie die VM demo-
fedora aus dem Namespace demo2.

[root@localhost RedHat]# oc get vm,pvc -n demo
NAME AGE  STATUS READY
virtualmachine.kubevirt.io/demo-fedora 28h Running True

NAME STATUS  VOLUME

DRAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-fedora Bound pvc-eBd5f79d-dff9-450d-bele-90ab6880b7at
-zZonea-san <unset> 28h

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-e6f7890a-70c7-4538-9035-5e2e9379511d
-zonea-san  <unset> 28h

[root@localhost RedHat]# oc delete virtualmachine.kubevirt.io/demo-fedora -n demo
virtualmachine.kubevirt.io "demo-fedora” deleted

[root@localhost RedHat]#

Erstellen Sie aus dem Snapshot der VM ein Snapshot-in-Place-Restore-Objekt.

# tp create sir demo-fedora-restore-from-snapshot --snapshot demo/demo-

vm-snapshot-ondemand -n demo --dry-run>vm-demo-sir.yaml

# cat vm-demo-sir.yaml
apiVersion: protect.trident.netapp.io/vl
kind: SnapshotInplaceRestore
metadata:
creationTimestamp: null
name: demo-fedora-restore-from-snapshot
namespace: demo
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/snapshots/20250318132959 demo-vm-snapshot-
ondemand e3025972-30c0-4940-828a-47¢c276d7b034
appVaultRef: ontap-s3-appvault
resourceFilter: {}
status:
conditions: null
postRestoreExecHooksRunResults: null

state: ""

# oc create -f vm-demo-sir.yaml
snapshotinplacerestore.protect.trident.netapp.io/demo-fedora-restore-
from-snapshot created
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[ root@localhost VM-DataProtection]# tp get sir -n demo

e P e ommmmmm e $--mmmm- e -
| NAME | APPVAULT i STATE | ERROR | AGE |
e e Fommm - e e .
| demo-fedora-restore-from-snapshot | ontap-s3-appvault | Completed | | 58ml17s |
= = = e T oo e S -

[ root@localhost VM-DataProtection]# _

Uberpriifen Sie, ob die VM und ihre PVCs im Demo-Namespace erstellt werden.

[root@localhost RedHat]# oc get vm,pvc -n demo
AME AGE STATUS READY
wirtualmachine.kubevirt.io/demo-fedora Smivs Running  True

NAME STATUS  VOLUME
persistentvolumeclaim/demo-fedora Bound pvc-e2f418bB-1b97-48Fc-9cb8-943b378d85bc
persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-db@85154-879f-45ad-9e62-9656e913d01c
[root@localhost RedHat]#

[root@localhost RedHat]#

Stellen Sie die VM aus dem Snapshot in einem anderen Namespace wieder her

Léschen Sie die VM im Demo2-Namespace, die zuvor aus der Sicherung wiederhergestellt wurde.

[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo2

AME AGE STATUS READY

virtualmachine.kubevirt.io/demo-centos 3ml2s Running True

fvirtualmachine . kubevirt.io/demo-fedora 3mlls Running True
E READY  STATUS RESTARTS  AGE

od/virt-launcher-demo-centos-w77rr 11 Running @ 3mlls

od/virt-launcher-demo-fedora-wwdtc 1/1 Running © 3mlls
E STATUS  VOLUME CAPACITY  ACCESS MODES
STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-centos Bound pvc-7aafdSe2-ddcf-4afb-a259-c68eBlbecbed  30GI RiX
sc-Zonea-san  <unset> 3m26s

jpersistentvolumeclaim/demo-fedora Bound pvc-c1f8145a-56ea-42c5-abb4-6457b6853elc  38Gi Rl
sC-zonea-san  <unset> 3m25s

persistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-e82bbd9B-6762-4473-9bb8-7e98efcb7987  38Gi RIX
sc-zonea-san  <unset> Im2@s

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-eel3cfbc-2921-4129-a3214-a8f6b10335cd 3861 RWX
sc-zonea-san  <unset> 3Iml6s

[root@localhost VM-DataProtection]# oc delete virtualmachine.kubevirt.io/demo-fedora -n demo2

prirtualmachine. kubevirt.io "demo-fedora™ deleted

Erstellen Sie das Snapshot-Wiederherstellungsobjekt aus dem Snapshot und geben Sie die Namespace-
Zuordnung an.

34



# tp create sr demo2-fedora-restore-from-snapshot --snapshot demo/demo-
vm-snapshot-ondemand --namespace-mapping demo:demo2 -n demo2 --dry

—run>vm-demo2-sr.yaml

# cat vm-demo2-sr.yaml
apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
creationTimestamp: null
name: demo2-fedora-restore-from-snapshot
namespace: demo2
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/snapshots/20250318132959 demo-vm-snapshot-
ondemand e3025972-30c0-4940-828a-47c276d7b034
appVaultRef: ontap-s3-appvault
namespaceMapping:
- destination: demo2
source: demo
resourceFilter: {}
status:
postRestoreExecHooksRunResults: null
state: ""

# oc create -f vm-demo2-sr.yaml
snapshotrestore.protect.trident.netapp.io/demo2-fedora-restore-from-

snapshot created

[root@localhost VM-DataProtection]# tp get sr -n demo2

e e e e e e e e e e e e e e e e oo oo +
| NAME | APPVAULT | STATE | ERROR | AGE |
= = == e e Fommmmmmmme e Fmmmmmmmm Fommmm - e +
| demo2-fedora-restore-from-snapshot | ontap-s3-appvault | Completed | | 15m22s |
L e fommmmmmmmmmmama———- fmmmmmmmmma fmmmmmma Frmmmmmmm +

~

Uberpriifen Sie, ob die VM und ihre PVCs im neuen Namespace ,Demo2* wiederhergestellt sind.

[root@localhost RedHat]# oc get vm,pvc -n demo2
AME AGE  STATUS READY
virtualmachine.kubevirt. io/demo-fedora 29h Running True

INAME STATUS  VOLUME

JORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

lpersistentvolumeclaim/demo-fedora Bound pvc-35dcd9b2-4fca-486c-af9e-596bc5bddcls
-zonea-san <unset> 29h

lpersistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-575a3111-382F-4933-a778-0089%falea2af
-zonea-san  <unset>» 2%h
[root@localhost RedHat]# _

35



Wiederherstellen einer bestimmten VM
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Auswahlen bestimmter VMs in einem Namespace zum Erstellen von Snapshots/Backups und
Wiederherstellen

Im vorherigen Beispiel hatten wir eine einzelne VM innerhalb eines Namespace. Durch die Einbeziehung
des gesamten Namespace in die Sicherung wurden alle mit dieser VM verknipften Ressourcen erfasst.
Im folgenden Beispiel fiigen wir demselben Namespace eine weitere VM hinzu und erstellen mithilfe
eines Label-Selektors eine App nur fir diese neue VM.

Erstellen Sie eine neue VM (Demo-Centos-VM) im Demo-Namespace

[root@localhost VM-DataProtection]# oc get wm,pod,pvc -n demo

AME AGE STATUS READY
irtualmachine. kubevirt . io/demo-centos  2md7s  Running True
irtualmachine. kubevirt.io/demo-fedora 8lm Running True

E READY  STATUS RESTARTS  AGE
od/virt-launcher-demo-centos-2ngbg 1/1 Running @ 113s
od/virt-launcher-demo-fedora-9kfxh  1/1 Running @ Bim

AME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS
ersistentvolumeclaim/demo-centos Bound pvc-eddfi92b-0189-471d-b395-9077ae5F1fa7 3aGi RiX SC-ZOMNea-san
ersistentvolumeclaim/demo-fedora Bound pvc-6f659a62c-285c-4980-bBdd-6cB5baccfids 386G R sC-zonea-san
ersistentvolumeclaim/dv-demo-centos-lavender-tortoise-34 Bound pvc-3cB1142a-4344-4293-ae67-7d3925¢56211 3061 RidX sC-Zonea-san
ersistentvelumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-B1d82d82-Taca-48Fc-BFBF-6e90240e63F8 3061 RhX SC-ZOnea-san
[root@localhost WM-DataProtection]# _

Beschriften Sie die Demo-Centos-VM und die zugehoérigen Ressourcen

[root@localhost VM-DataProtection]# oc label vm demo-centos category=protect-demo-centos -n demo
brirtualmachine ., kubevirt.io/demo-centos labeled

[root@localhost VM-DataProtection]# oc label pvc demo-centos category=protect-demo-centos -n demo
jpersistentvolumeclaim/demo-centos labeled

[root@localhost WM-DataProtection]# oc label pvc dv-demo-centos-lavender-tortoise-34 category=protect-demo-centos -n demo
[persistentvolumeclaim/dv-demo-centos-lavender-tortoise-34 labeled

[root@localhost VM-DataProtection]# _

Uberpriifen Sie, ob die Demo-CentOS-VM und die PVCs die Bezeichnungen erhalten haben.

[root@localnost WM-DatsProtection]h oc get vm - -shaw-labsls -n demo
MGE STATMS  READY  LABELS

emo-cantos  Gedls  Runming  True  appedeso-centos,category=probact -heso. Contos, kubevlet  da/dynanlc-cradent fals - supportst rue, v, kubevirt 10/ teaplate, naraspacasopenshift, va, kubowirt - lo/template. rovis don=], v &
jibevirt. Lo/ template. vers lonmdll, 31, 1, vm. kissevirt 1o/ teaplatescentos - streand  sermver-small

feao-fedara  BS5m Running  True app=dena-fedors, ve. kubsvirt. lo/tenplate, nanespace=openshife, v, kubevirt, lo/tesplate. revision=1,ve. kubevirt. lo/template. verslon=vd. 31 .1, vo. kubevirt, bo/tesplatesfedorn -server-
imall

[rost@locathost WM-Datafrotection]s o

[root@localhost W-OotaProtection]f

|root@localhost VWM-DataProtection|f o get pve --dhow-labels -n deso

s STATUS WOLLUME CAPACTTY ACCESS MODES STORAGECLASS VOLUMEAT TRIBUTESCLASS AGE LARELS

fleac - contos Boardd  pyc-dRi497b-0009-4T1d-p395-00Taes LT MOGL R SC-Z0MAA-SAN  CLASEEZ Tmils  app. zas. 49, 358, AR
.do/nanaged-byscdi.controller, app. kubernetes 1o part-ofshyperconverged. cluster, app. kubernetes. io/versionsd, 175, appecontainerd zed. data. inporter, categorysprotoct sdeno-centos, instancetype. kubevirt o/ default-instanc
fetype=ul, mediom, instancetype. kubevirt  do/default -preference=centos . streand, kubevirt do/created-by~aba7odSc - 66%a-dedl -aa78 - 207436710254

pleme - Fedara Bourd  pec-6f59952c-265¢-A080-b00d-6CBS0accF305  30GI RN sc-zonEd-sdn  Sunsety o o kuberretes, fo -star kubernetes
+ho/managed-by ~cdi-conkroller, app. kibernetes - Lo/ par -of=nype Eed-Ciuster, app. netes, Lo/ verslon=d, 17,5, spp=containeried-data- Inporter, nstancetype. kubevirt, o/ defalt-ins tancesype-ul .med lun, Instancetype.
prunguirt. dofdadault-praferancosfodora, kabeuint . 1o /croated by=TdS184ed - 1240 4256 Safn- Jd1604caB8F

fo - dewo - certos-lavender - tortolse-34  Bound pyc-Ic@1180a 4084 2003 2087743925 56211 3BGL il sc-zonea-san  <unsety Tedls  app kobernetes. bo = age, app.
\dofmanaged-by=cdi-controller, app. kusernetes. io/part-of=hyperconverged-cluster  app. kubernetes iofversion=4.17.5, sop=containerized-data-importer, category=p o tos, kubsvirt . do/created-by=afa7bddc - 655a-ded

1 - aa78- MHTEI6T 1 2R
ft's-demo— Fadora Fuchsla- shrau-§7 Bound  pyc-H1dB2083-Taca-08FC-BFEF-EaUSIAGERIFE 3061 L SC-T0RRA-SAR  CLASETD B5n app. KUBSPMATES, 10/ COBPONSNT=STArAER, ap. kubarnetes
“Ao/managed-by=cdi-controller, app. kubernates lo/pact -of shyperconvargad - cluster  app. kubernates . do fwer S RVEN dnerdTed-data-dmporter kubevirt . lo/craated-by=Td5104a0. 22 8- 4456 Bafe- 1d1004c4 040

[root@localhost \M.DataProtection]# 4

Erstellen Sie mithilfe des Label-Selektors eine App nur fiir eine bestimmte VM (Demo-Centos)
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# tp create app demo-centos-app --namespaces 'demo (category=protect-

demo-centos) ' -n demo --dry-run>demo-centos—-app.yaml

# cat demo-centos-app.yaml

apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:

creationTimestamp: null

name: demo-centos—-app

namespace: demo
spec:

includedNamespaces:

- labelSelector:

matchLabels:
category: protect-demo-centos
namespace: demo

status:

conditions: null

# oc create -f demo-centos-app.yaml -n demo

application.protect.trident.netapp.io/demo-centos-app created

[root@localhost VM-DataProtection]# tp get app -n demo
e e F--mm - e -
| NAME | NAMESPACES | STATE | AGE |
e e ettt - - -
| demo-centos-app | demo | Ready | 56s |
| demo-vm | demo | Ready | 4h6m |
[ -mmmmmmmmm e — o e R Fo--m - -

Die Methode zum Erstellen von Backups und Snapshots auf Abruf und nach Zeitplan ist dieselbe wie
zuvor gezeigt. Da die zum Erstellen der Snapshots oder Backups verwendete Trident-Protect-App nur die
spezifische VM aus dem Namespace enthalt, wird bei der Wiederherstellung von dort nur eine bestimmte
VM wiederhergestellt. Nachfolgend wird ein Beispiel fir einen Sicherungs-/Wiederherstellungsvorgang
gezeigt.

Erstellen Sie ein Backup einer bestimmten VM in einem Namespace, indem Sie die entsprechende
App verwenden

In den vorherigen Schritten wurde mithilfe von Label-Selektoren eine App erstellt, um nur die CentOS-VM
in den Demo-Namespace aufzunehmen. Erstellen Sie ein Backup (in diesem Beispiel ein On-Demand-
Backup) fir diese App.



# tp create backup demo-centos-backup-on-demand --app demo-centos-app
—-—appvault ontap-s3-appvault -n demo
Backup "demo-centos-backup-on-demand" created.

e e e e e e e o e e e T P et B i e e e e +
| NAME APP | RECLAIM POLICY | STATE | ERROR | AGE |
e e Fommmm e e Fomm e e mn Fmmmm e +
| demo-centos-backup-on-demand | demo-centos-app | Retain | Completed | | 13m22s

| demo-vm-backup-on-demand | demo-vm | Retain | Completed | | 4h19m |
| hourly-4c094-20250312174500 | demo-vm | Retain | Completed | | 56m17s

[l e e o e B 9 L . ol e e o . e o e e o e +

Eine bestimmte VM im selben Namespace wiederherstellen Das Backup einer bestimmten VM
(CentOS) wurde mit der entsprechenden App erstellt. Wenn daraus ein Backup-in-Place-Restore oder ein
Backup-Restore erstellt wird, wird nur diese spezielle VM wiederhergestellt. Loschen Sie die Centos-VM.

[root@localhost RedHat]# oc get vm,pvc -n demo

NAME AGE STATUS READY
virtualmachine.kubevirt.io/demo-centos 4m27s Running True
virtualmachine.kubevirt.io/demo-fedora 4m27s Running True

NAME STATUS  VOLUME
STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-centos Bound pvc-e8faeaf8-fcBc-4d92-96de-c83a335a7al7
sc-zonea-san <unset> 4m33s

persistentvolumeclaim/demo-fedora Bound pvc-e2f418bB-1b97-40fc-9¢cb8-943b370d85bc
sc-zonea-san  <unset> 4m33s

persistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-66eb7996-1420-4513-a67c-2824f08534da
sc-zonea-san <unset> 4m33s

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-dbB85154-079f-45ad-9e62-9656e913d01c
sc-zonea-san <unset> 4m32s

[root@localhost RedHat]# oc delete virtualmachine.kubevirt.io/demo-centos -n demo
wirtualmachine.kubevirt.io "demo-centos"” deleted

[root@localhost RedHat]# oc get vm,pvc -n demo

NAME AGE STATUS READY
wirtualmachine.kubevirt.io/demo-fedora 5ml7s Running True

NAME STATUS  VOLUME

persistentvolumeclaim/demo-fedora Bound pvc-e2f418b@-1b97-48fc-9cb8-943b370d85bc
persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-db@85154-0879f-45ad-9e62-9656e913d01c
[root@localhost RedHat]#

Erstellen Sie eine direkte Sicherungswiederherstellung von ,Demo-Centos-Backup-on-Demand® und
Uberprifen Sie, ob die Centos-VM neu erstellt wurde.

#tp create bir demo-centos-restore --backup demo/demo-centos-backup-on-
demand -n demo

BackupInplaceRestore "demo-centos-restore" created.
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[root@localhost RedHat]# tp get bir -n demo

e e Fommmmmmm e e $ommm -
| NAME | APPVAULT | STATE | ERROR | AGE
fo-mc-=scsscscco=acac- e R — P R
| demo-centos-restore | ontap-s3-appvault | Completed | | 57m9s |
| demo-fedora-restore | ontap-s3-appvault | Completed | | 7dSh
Bmm i i i I R fmmmmmmmmaan e mmmmam Fommmmim e

[root@localhost RedHat]# oc get vm,pvc -n demo

NAME AGE  STATUS READY
wvirtualmachine.kubevirt.io/demo-centos 29m Running  True
wvirtualmachine.kubevirt.io/demo-fedora 85m Running  True

NAME STATUS  VOLUME
STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-centos Bound pvc-82954bf7-4a7e-4e@c-9a@4-4fal52elbBef
sc-zonea-san  <unset> 29m

persistentvolumeclaim/demo-fedora Bound pvc-e2f418b8-1b97-408Ffc-9cb8-943b370d85bc
sc-zonea-san  <unset> 85m

persistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-2a8d4eb5-ed6d-4408-b85d-e218e9a5d4bo
sc-zonea-san  <unset> 29m
persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-db@85154-079f-45ad-9e62-9656e913d01c
sc-zonea-san  <unset> 85m
[root@localhost RedHat]#

Stellen Sie eine bestimmte VM in einem anderen Namespace wieder her. Erstellen Sie eine
Sicherungswiederherstellung in einem anderen Namespace (Demo3) von Demo-Centos-Backup-on-
Demand und Uberprifen Sie, ob die Centos-VM neu erstellt wurde.

# tp create br demo2-centos-restore --backup demo/demo-centos-backup-
on-demand --namespace-mapping demo:demo3 -n demo3

BackupRestore "demo2-centos-restore" created.

[root@localhost RedHat]#
[root@localhost RedHat]# tp get br -n demo3

e fmccscsccsccscosssas oo e s cccee +
| NAME | APPVAULT | STATE | ERROR | AGE |
e e Hm s mccccccomsac e E— Smm oo G ccccc +
| demo2-centos-restore | ontap-s3-appvault | Completed | | 52m57s |
e e e e S e e +

[root@localhost RedHat]#

[root@localhost RedHat]#

[root@localhost RedHat]# oc get vm,pvc -n demo3

NAME AGE  STATUS READY
virtualmachine.kubevirt.io/demo-centos 19m Running True

NAME STATUS  VOLUME
STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-centos Bound pvc-0alde38f-07de-4e09-8f88-14a9a8bb45c2
sc-zonea-san  <unset> 19m

persistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-d4f9cf2f-264c-4d02-94bf-0db28b427acc

sc-zonea-san  <unset> 19m
[root@localhost RedHat]#




Videodemonstration

Das folgende Video zeigt eine Demonstration zum Schutz einer VM mit Snapshots

Schutzen einer VM
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