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Schutzen Sie Container-Apps mit Tools von
Drittanbietern

Datenschutz fur Container-Apps in der OpenShift Container
Platform mithilfe der OpenShift API for Data Protection
(OADP)

Dieser Abschnitt des Referenzdokuments enthalt Details zum Erstellen von Backups von
Container-Apps mithilfe der OpenShift API for Data Protection (OADP) mit Velero auf
NetApp ONTAP S3 oder NetApp StorageGRID S3. Die Sicherungen der Ressourcen mit
Namespace-Bereich, einschlieBlich der Persistent Volumes (PVs) der App, werden
mithilfe von CSI Trident Snapshots erstellt.

Der persistente Speicher fur Container-Apps kann durch ONTAP -Speicher unterstitzt werden, der in den
OpenShift-Cluster integriert ist."Trident CSI" . In diesem Abschnitt verwenden wir"OpenShift-API fir
Datenschutz (OADP)" um Backups von Apps inklusive der Datenmengen durchzufiihren,

* ONTAP Objektspeicher
» StorageGrid

Bei Bedarf stellen wir dann eine Wiederherstellung aus dem Backup her. Bitte beachten Sie, dass die App nur
in dem Cluster wiederhergestellt werden kann, von dem das Backup erstellt wurde.

OADP ermaoglicht die Sicherung, Wiederherstellung und Notfallwiederherstellung von Anwendungen auf einem
OpenShift-Cluster. Zu den Daten, die mit OADP geschiitzt werden kénnen, gehéren Kubernetes-
Ressourcenobjekte, persistente Volumes und interne Images.

Red Hat
OpenShift

Red Hat
OpenShift
Data Foundation
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https://docs.netapp.com/us-en/trident/
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/installing/installing-oadp-ocs.html
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/installing/installing-oadp-ocs.html

Red Hat OpenShift nutzt die von den OpenSource-Communitys entwickelten Losungen zum Datenschutz.
"Velero" ist ein Open-Source-Tool zum sicheren Sichern und Wiederherstellen, Durchflihren einer
Notfallwiederherstellung und Migrieren von Kubernetes-Clusterressourcen und persistenten Volumes. Um
Velero einfach verwenden zu kénnen, hat OpenShift den OADP-Operator und das Velero-Plugin zur
Integration mit den CSI-Speichertreibern entwickelt. Der Kern der bereitgestellten OADP-APIs basiert auf den
Velero-APls. Nach der Installation und Konfiguration des OADP-Operators basieren die durchflihrbaren
Sicherungs-/Wiederherstellungsvorgange auf den von der Velero-API bereitgestellten Vorgangen.

OpenShift APl Data Protection (OADP) Architecture
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OADP 1.3 ist im Operator Hub des OpenShift-Clusters 4.12 und hdher verflgbar. Es verfligt Uber einen
integrierten Data Mover, der CSI-Volume-Snapshots in einen Remote-Objektspeicher verschieben kann. Dies
sorgt fur Portabilitdt und Haltbarkeit, indem Snapshots wahrend der Sicherung an einen Objektspeicherort
verschoben werden. Die Snapshots stehen dann nach Katastrophen zur Wiederherstellung zur Verfiigung.

Im Folgenden sind die Versionen der verschiedenen Komponenten aufgefiihrt, die fiir die Beispiele in
diesem Abschnitt verwendet wurden.

* OpenShift Cluster 4.14

* OADP Operator 1.13 bereitgestellt von Red Hat

» Velero CLI 1.13 fur Linux

 Trident 24.02

* ONTAP 9.12

* PostgreSQL mit Helm installiert.

"Trident CSI" "OpenShift-API fur Datenschutz (OADP)" "Velero"


https://velero.io/
https://docs.netapp.com/us-en/trident/
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/installing/installing-oadp-ocs.html
https://velero.io/

Installation des OpenShift API for Data Protection (OADP)-
Operators

In diesem Abschnitt wird die Installation des OpenShift API for Data Protection (OADP)
Operator beschrieben.

Voraussetzungen

* Ein Red Hat OpenShift-Cluster (neuer als Version 4.12), installiert auf einer Bare-Metal-Infrastruktur mit
RHCOS-Worker-Knoten

» Ein NetApp ONTAP -Cluster, der Uber Trident in den Cluster integriert ist

* Ein Trident -Backend, das mit einem SVM auf einem ONTAP -Cluster konfiguriert ist
 Eine auf dem OpenShift-Cluster konfigurierte StorageClass mit Trident als Provisioner
» Auf dem Cluster erstellte Trident Snapshot-Klasse

¢ Cluster-Admin-Zugriff auf den Red Hat OpenShift-Cluster

* Administratorzugriff auf NetApp ONTAP -Cluster

» Eine Anwendung, zB PostgreSQL, die auf dem Cluster bereitgestellt wird

 Eine Admin-Workstation mit installierten und zu $PATH hinzugefligten Tridentctl- und OC-Tools

Schritte zur Installation des OADP-Operators

1. Gehen Sie zum Operator Hub des Clusters und wahlen Sie den Red Hat OADP-Operator aus. Verwenden
Sie auf der Installationsseite alle Standardauswahlen und klicken Sie auf ,Installieren®. Verwenden Sie auf
der nachsten Seite erneut alle Standardeinstellungen und klicken Sie auf Installieren. Der OADP-Operator
wird im Namespace openshift-adp installiert.

Home

OperatorHub
Operators Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat M3
optional add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the Developer Catalog providing a self-s
OperatorHub
Installed Operators All Items
[ Q OADP I x

Workloads

Virtualization
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OADP Operator

1.3.0 provided by Red Hat

Install

Channel

stable-1.

OpenShift API for Data Protection (OADP) operator sets up and installs Velero on the OpenShift

platform, allowing users to backup and restore applications.

3 -

Version

130

- OADP backs up Kubernetes objects and internal images by saving them as an archive file on object

Capability level

@ Basic Install

I
@ Seamless Upgrades
I

(O Full Lifecycle
|

() Deep

Insights

|
(O Auto Pilot

Source

Red Hat

Provider

Red Hat

Infrastructure features

Disconnected

Backup and restore Kubernetes resources and internal images, at the granularity of a namespace,
using a version of Velero appropriate for the installed version of OADP.

storage. OADP backs up persistent volumes (PVs) by creating snapshots with the native cloud
snapshot API or with the Container Storage Interface (CSI). For cloud providers that do not support
snapshots, OADP backs up resources and PV data with Restic or Kopia.

o Installing OADP for application backup and restore

* Installing OADP on a ROSA cluster and using STS, please follow the Getting Started Steps 1-3
in order to obtain the role ARN needed for using the standardized STS configuration flow via

OoLM

* Frequently Asked Questions

Project: All

Projects =

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation 3

Operator and ClusterServiceVersion using the Operator SDK&'

Name w

Search by name

Name

~

OpenShift Virtualization
414 4 provided by Red Hat

OADP Operator
1.3.0 provided by Red Hat

Package Server

0.01-snapshot provided by

Namespace

@ openshift-cnv

@ openshift-adp

@open5h\ft-operator-hfecyc\e-
manager

Managed Namespaces

@ openshift-cnv

@ openshift-adp

@ openshift-operator-lifecycle-
manager

Status

® Succeeded
Up to date

@ Succeeded
Up to date

@ Succeeded




Voraussetzungen fiir die Velero-Konfiguration mit Ontap S3-Details

Nachdem die Installation des Operators erfolgreich war, konfigurieren Sie die Velero-Instanz. Velero kann flr
die Verwendung von S3-kompatiblem Object Storage konfiguriert werden. Konfigurieren Sie ONTAP S3 mit
den Verfahren, die im"Abschnitt ,Object Storage Management” der ONTAP Dokumentation" . Fir die
Integration mit Velero bendtigen Sie die folgenden Informationen aus lhrer ONTAP S3-Konfiguration.

* Eine logische Schnittstelle (LIF), die fur den Zugriff auf S3 verwendet werden kann

» Benutzeranmeldeinformationen fir den Zugriff auf S3, einschliellich des Zugriffsschliissels und des
geheimen Zugriffsschlissels

* Ein Bucket-Name in S3 flr Backups mit Zugriffsberechtigungen fir den Benutzer

* FUr einen sicheren Zugriff auf den Objektspeicher sollte auf dem Objektspeicherserver ein TLS-Zertifikat
installiert werden.

Voraussetzungen fiir die Velero-Konfiguration mit StorageGrid S3-Details

Velero kann fir die Verwendung von S3-kompatiblem Object Storage konfiguriert werden. Sie kdnnen
StorageGrid S3 mit den im folgenden Abschnitt beschriebenen Verfahren konfigurieren."StorageGrid-
Dokumentation" . Fir die Integration mit Velero bendétigen Sie die folgenden Informationen aus lhrer
StorageGrid S3-Konfiguration.

* Der Endpunkt, der fir den Zugriff auf S3 verwendet werden kann

* Benutzeranmeldeinformationen fur den Zugriff auf S3, einschlieRlich des Zugriffsschlissels und des
geheimen Zugriffsschlissels

» Ein Bucket-Name in S3 fir Backups mit Zugriffsberechtigungen fiir den Benutzer

» Fir einen sicheren Zugriff auf den Objektspeicher sollte auf dem Objektspeicherserver ein TLS-Zertifikat
installiert werden.

Schritte zum Konfigurieren von Velero

* Erstellen Sie zunachst ein Geheimnis fir die Benutzeranmeldeinformationen eines ONTAP S3 oder eines
StorageGrid Tenant. Dies wird spater zur Konfiguration von Velero verwendet. Sie kdbnnen ein Geheimnis
uber die CLI oder die Webkonsole erstellen. Um ein Geheimnis Uber die Webkonsole zu erstellen, wahlen
Sie ,Geheimnisse” aus und klicken Sie dann auf ,Schllssel/Wert-Geheimnis®. Geben Sie die Werte flr den
Anmeldeinformationsnamen, den Schlissel und den Wert wie angezeigt ein. Stellen Sie sicher, dass Sie
die Zugriffsschlissel-ID und den geheimen Zugriffsschlissel Ihres S3-Benutzers verwenden. Geben Sie
dem Geheimnis einen passenden Namen. Im folgenden Beispiel wird ein Geheimnis mit ONTAP S3-
Benutzeranmeldeinformationen namens ontap-s3-credentials erstellt.

Installed Operators Project: openshift-adp

Pods Key/value secret
Filter w Name = y €

Deployments v Size Image pull secret

! f

DeploymentConfigs Name Type Six Created

StatefulSets
e' vilder-dockercfg-7g8ww kubernetes.io/dockercfg 1 @ Apr 11,2024, 10:52 AN

Secrets
e e & < ernetes io/service. r e 4 S - 024,10:52 AN

ConfigMaps



https://docs.netapp.com/us-en/ontap/object-storage-management/index.html
https://docs.netapp.com/us-en/storagegrid-116/s3/configuring-tenant-accounts-and-connections.html
https://docs.netapp.com/us-en/storagegrid-116/s3/configuring-tenant-accounts-and-connections.html

Project: openshift-adp +

Edit key/value secret

Key/value secrets let you inject sensitive data into your application as files or environment

Drag and drop file with your value here or browse to upload it
[default]
aus_access_key_idd | =
aws_secret_ac :ess_-cey:l

Um ein Geheimnis mit dem Namen sg-s3-credentials Uber die CLI zu erstellen, kdnnen Sie den folgenden
Befehl verwenden.

# oc create secret generic sg-s3-credentials --namespace openshift-adp --from-file
cloud=cloud-credentials.txt

Where credentials.txt file contains the Access Key Id and the Secret Access Key of the S3
user in the following format:

[default]
aws_access_key_id=< Access Key ID of S3 user>
aws_secret_access_key=<Secret Access key of S3 user>|

» Um Velero zu konfigurieren, wahlen Sie als Nachstes im Menupunkt ,Operatoren® die Option ,Installierte
Operatoren” aus, klicken Sie auf den OADP-Operator und wahlen Sie dann die Registerkarte
DataProtectionApplication aus.
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Workloads
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Managed Namespaces
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Status
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Last updated

@ Apr1.2024,1053

AM

Provided APIs

Klicken Sie auf ,DataProtectionApplication erstellen“. Geben Sie in der Formularansicht einen Namen fur die
DataProtection-Anwendung ein oder verwenden Sie den Standardnamen.

Project: openshift-adp =

Installed Cperators » Operator detals

‘ OADP Operator

ServerStatusRequest

DataProtectionApplications

VolumeSnapshotLo

Actions =

DataProtectionApplication

Create DataProtectionApplication

Gehen Sie nun zur YAML-Ansicht und ersetzen Sie die Spezifikationsinformationen wie in den folgenden

YAML-Dateibeispielen gezeigt.

Beispiel-YAML-Datei zum Konfigurieren von Velero mit ONTAP S3 als Backup-Speicherort




spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'false' ->use this for https
communication with ONTAP S3
profile: default
region: us-east-1
s3ForcePathStyle: 'true' ->This allows use of IP in s3URL
s3Url: 'https://10.61.181.161"' ->Ensure TLS certificate for S3
is configured
credential:
key: cloud
name: ontap-s3-credentials -> previously created secret
default: true
objectStorage:
bucket: velero -> Your bucket name previously created in S3 for
backups
prefix: container-demo-backup ->The folder that will be created
in the bucket
caCert: <baseb64 encoded CA Certificate installed on ONTAP
Cluster with the SVM Scope where the bucker exists>
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
#default Data Mover uses Kopia to move snapshots to Object Storage
velero:
defaultPlugins:
- ¢csi ->This plugin to use CSI snapshots
- openshift
- aws
- kubevirt -> This plugin to use Velero with OIpenShift
Virtualization

Beispiel-YAML-Datei zum Konfigurieren von Velero mit StorageGrid S3 als Backup-Speicherort



spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'true'
profile: default
region: us-east-1 ->region of your StorageGrid system
s3ForcePathStyle: 'True'
s3Url: 'https://172.21.254.25:10443' ->the IP used to access S3
credential:
key: cloud
name: sg-s3-credentials ->secret created earlier
default: true
objectStorage:
bucket: velero
prefix: demobackup
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
velero:
defaultPlugins:
- csi
- openshift
- aws

- kubevirt

Der Abschnitt ,Spec” in der YAML-Datei sollte fur die folgenden Parameter entsprechend dem obigen Beispiel
konfiguriert werden.

backupLocations ONTAP S3 oder StorageGrid S3 (mit seinen Anmeldeinformationen und anderen
Informationen, wie im YAML angezeigt) ist als Standard-BackupLocation fiir Velero konfiguriert.

snapshotLocations Wenn Sie Container Storage Interface (CSI)-Snapshots verwenden, missen Sie keinen
Snapshot-Speicherort angeben, da Sie ein VolumeSnapshotClass CR erstellen, um den CSI-Treiber zu
registrieren. In unserem Beispiel verwenden Sie Trident CSI und haben zuvor VolumeSnapShotClass CR mit
dem Trident CSI-Treiber erstellt.

CSI-Plugin aktivieren Fligen Sie csi zu den Standard-Plugins flr Velero hinzu, um persistente Volumes mit
CSI-Snapshots zu sichern. Die Velero CSI-Plugins wahlen zum Sichern von CSlI-gestitzten PVCs die
VolumeSnapshotClass im Cluster aus, auf die das Label velero.io/csi-volumesnapshot-class gesetzt ist.
Dafur

+ Sie missen die Trident VolumeSnapshotClass erstellt haben.

» Bearbeiten Sie die Bezeichnung der Trident-Snapshot-Klasse und setzen Sie sie wie unten gezeigt auf
velero.io/csi-volumesnapshot-class=true.



VolumeSnapshotClasses > VolumeSnapshotClass details

(E® trident-snapshotclass

Networking

Storage

PersistentVolumes

Details YAML Events

PersistentVolumeClaims .
VolumeSnapshotClass details

StorageClasses

Name
VolumeSnapshots

trident-snapshotclass

VolumeSnapshotClasses

Labels

G'GIGFC‘I»ZJ_.-’CEI-‘.’O! umesnapshot-c [aee=t1ue)

VolumeSnapshotContents

Stellen Sie sicher, dass die Snapshots auch dann bestehen bleiben, wenn die VolumeSnapshot-Objekte
geldscht werden. Dies kann durch Festlegen der deletionPolicy auf ,Beibehalten” erfolgen. Andernfalls gehen
beim Léschen eines Namespace alle darin jemals gesicherten PVCs vollstandig verloren.

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: trident-snapshotclass
driver: csi.trident.netapp.io

deletionPolicy: Retain

10




VolumeSpapshotClasses » VolumeSnapshotClass details

trident-snapshotclass
Datails YAML Events

VeolumeSnapshotClass details

Mame

trident-snapshotclass
Labels Edit #

velem io/csi-volumesnapshot-clsss=trus

Annotations

1 annotation &

Driver
cstndent netappio

Deletion poficy

Retain

Stellen Sie sicher, dass die DataProtectionApplication erstellt wurde und sich im Zustand ,,Abgestimmt®
befindet.

nstalled Operators »  Operator details

OADP Operator
‘ 130 provided by Red Hat Actions .

ServerStatusRequest VolumeSnapshotLocation DataDownload Datalpload CloudStorage DataProtectionApplication

DataProtectionApplications Create DataProtectionApplication
Mame = Search by name
Mame Kind Status Labels
velero-demo DastaProtectionApplication Condition: Reconciled Nao labels i

Der OADP-Operator erstellt einen entsprechenden BackupStoragelLocation. Dieser wird beim Erstellen eines
Backups verwendet.

11



Project: openshift-adp

Installed Operators > Operator details
OADP Operator
‘ 1.3.0 provided by Red Hat Actions =

psitory Backup BackupStoragelocation DeleteBackupRequest DownloadRequest PodVolumeBackup PodVolumeRd

BackupStorageLocations

Name = Search by name
Name Kind Status Labels
GE velero-demo-1 BackupStorageLocation Phase: Available app kubernetes.io/component=bsl

app.kubernetes.io/instance=velero-demo-1
app-kubernetes.io/manage... =oadp-oper...
app.kubernetes.io/n... =oadp-operator-ve...
openshiftio/oadp=True

openshift.io/ocadp-registry=True

Erstellen eines On-Demand-Backups fur Apps in OpenShift
Container Platform

In diesem Abschnitt wird beschrieben, wie Sie On-Demand-Backups fur VMs in
OpenShift Virtualization erstellen.

Schritte zum Erstellen einer Sicherungskopie einer App

Um ein On-Demand-Backup einer App (App-Metadaten und persistente Volumes der App) zu erstellen, klicken
Sie auf die Registerkarte Backup, um eine benutzerdefinierte Backup-Ressource (CR) zu erstellen. Zum
Erstellen des Backup-CR wird ein YAML-Beispiel bereitgestellt. Mithilfe dieses YAML werden die App und ihr
dauerhafter Speicher im angegebenen Namespace gesichert. Weitere Parameter kdnnen wie in der Abbildung
gezeigt eingestellt werden."Dokumentation” .

Ein Snapshot der persistenten Volumes und der App-Ressourcen im angegebenen Namespace wird vom CSI
erstellt. Dieser Snapshot wird am im YAML angegebenen Sicherungsspeicherort gespeichert. Das Backup
bleibt gemal TTL 30 Tage lang im System.

12


https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/backing_up_and_restoring/oadp-creating-backup-cr.html

spec:
10mOs
defaultVolumesToFsBackup:

csiSnapshotTimeout:
false
includedNamespaces:

- postgresgl ->namespace of the app

4h0OmOs
false

itemOperationTimeout:
snapshotMoveData:
storagelLocation:

velero-container-backup-ontap-1 -->this is the

backupStoragelLocation previously created when Velero is configured.

ttl: 720hOmOs

Sobald die Sicherung abgeschlossen ist, wird ihre Phase als abgeschlossen angezeigt.

Project: openshift-adp =
Installed Operators > Operator details

‘ OADP Operator

1.3.0 provided by Red Hat

Details  YAML  Subscription Events  Allinstances
Backups
Name = Search by name

Name Kind

@ backupl Backup

BackupRepository

Backup

Actions =

BackupStoragelLocation

Status

Phase: & Completed

Create Backup

Labels

velero.io/storage-location=velero-deme-1

DeleteB3

Sie kénnen das Backup im Objektspeicher mithilfe einer S3-Browseranwendung Uberprifen. Der Pfad des
Backups wird im konfigurierten Bucket mit dem Prafixnamen (velero/container-demo-backup) angezeigt. Sie
kénnen sehen, dass der Inhalt der Sicherung die Volume-Snapshots, Protokolle und andere Metadaten der

Anwendung umfasst.

®

In StorageGrid kdnnen Sie zum Anzeigen der Sicherungsobjekte auch die S3-Konsole
verwenden, die Uber den Tenant Manager verflgbar ist.

13



Path: / demobackup/ backups/ |backupl/

Name Size Type Last Modified Storage Class
- [ —— U —— —— E—
“Ibackup1tar.gz 230.36 KB GZ File 4/15/2024 10:26:229 PM STANDARD
“Ivelero-backup.json 3.35KB JSON File 4/15/2024 10:26:29 PM STANDARD
3 backupl-resource-listjson.gz 1.12KB GZFile 4/15/2024 10:26:29 PM STANDARD
_|backupl-itemoperations json.gz 600 bytes GZ File 4/15/2024 10:26:28 PM STANDARD
_J|backupi-volumesnapshots json.gz 29 bytes GZFile 4/15/2024 10:26:28 PM STANDARD
“IIbackup1-podvolumebackups json.gz 29 bytes GZFile 4/15/2024 10:26:28 PM STANDARD
I backupi-results.gz 49 bytes GZ File 4/15/2024 10:26:28 PM STANDARD
“I|backupi-csi-volumesnapshotclasses json.gz 426 bytes GZ File 4/15/2024 10:26:228 PM STANDARD
“I|backupi-csi-volumesnapshotcontents json.gz 143 KB GZ File 4/15/2024 10:26:28 PM STANDARD
“I|backupl-csi-volumesnapshots.json.gz 1.34KB GZ File 4/15/2024 10:26:228 PM STANDARD
“I|backupi-logs.gz 1349 KB GZ File 4/15/2024 10:26:28 PM STANDARD

Erstellen geplanter Backups fur Apps

Um Backups nach einem Zeitplan zu erstellen, missen Sie einen Zeitplan-CR erstellen. Der Zeitplan ist
einfach ein Cron-Ausdruck, mit dem Sie den Zeitpunkt angeben kénnen, zu dem Sie das Backup erstellen
mochten. Unten sehen Sie ein YAML-Beispiel zum Erstellen eines Schedule CR.

apiVersion: velero.io/vl
kind: Schedule
metadata:
name: schedulel
namespace: openshift-adp
spec:
schedule: 0 7 * * *
template:
includedNamespaces:
- postgresqgl
storagelLocation: velero-container-backup-ontap-1

Der Cron-Ausdruck 0 7 * * * bedeutet, dass jeden Tag um 7:00 Uhr ein Backup erstellt wird. AuRerdem werden
die in die Sicherung einzubeziehenden Namespaces und der Speicherort fiir die Sicherung angegeben.
Anstelle einer Backup-CR wird also eine geplante CR verwendet, um zum angegebenen Zeitpunkt und in der
angegebenen Haufigkeit eine Sicherung zu erstellen.

Sobald der Zeitplan erstellt ist, wird er aktiviert.

14



Project: openshift-adp =«

netalled Operators 3 Operator details

OADP Operator
‘ 1.3.0 provided by Red Hat

toragel ocation DeleteBackupRequest DownloadRequest PodVolumeBackup PodVolumeRestore Restore Schedul
L]
Schedules
Mame w Search by name
MName Kind Status Labeis
@i:"e-]u'ef Schedule Phase: @ Enabled Mo labels i

Backups werden gemalf’ diesem Zeitplan erstellt und kdnnen auf der Registerkarte ,Backup® angezeigt
werden.

Project: openshift-adp =

Installed Operators » Operator details
OADP Operator
‘ 130 provided by Red Hat Actions -
Events Allinstances BackupRepository Backup BackupStoragel ocation DeleteBackupRequest DownloadRequest
d

MName w Search by name
Name Kind Status Labels
@ schedulel-20240415140507 Backup Phase: InProgress veleroug/schedule-name=schadulel

veleroio/storage-lacation=velero-demao-1

Backups

Migrieren einer App von einem Cluster zu einem anderen

Die Sicherungs- und Wiederherstellungsfunktionen von Velero machen es zu einem
wertvollen Tool fur die Migration Ihrer Daten zwischen Clustern. In diesem Abschnitt wird
beschrieben, wie Sie Apps von einem Cluster zu einem anderen migrieren, indem Sie
eine Sicherungskopie der App im Objektspeicher eines Clusters erstellen und die App
dann aus demselben Objektspeicher in einem anderen Cluster wiederherstellen. .

15



Sicherung vom ersten Cluster

Voraussetzungen fiir Cluster 1

* Trident muss auf dem Cluster installiert sein.

* Es missen ein Trident-Backend und eine Speicherklasse erstellt werden.

Der OADP-Operator muss auf dem Cluster installiert sein.

Die DataProtectionApplication sollte konfiguriert werden.

Verwenden Sie die folgende Spezifikation, um das DataProtectionApplication-Objekt zu konfigurieren.

spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'false'
profile: default
region: us-east-1
s3ForcePathStyle: 'true'
s3Url: 'https://10.61.181.161"
credential:
key: cloud
name: ontap-s3-credentials
default: true
objectStorage:
bucket: velero
caCert: <base-64 encoded tls certificate>
prefix: container-backup
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
velero:
defaultPlugins:
- csi
- openshift
- aws

- kubevirt

* Erstellen Sie eine Anwendung auf dem Cluster und erstellen Sie eine Sicherungskopie dieser
Anwendung. Installieren Sie beispielsweise eine Postgres-Anwendung.
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sqifdEta L posgrasglive ontap-nas

» Verwenden Sie die folgende Spezifikation fiir die Sicherungs-CR:

spec:
csiSnapshotTimeout: 10mOs
defaultVolumesToFsBackup: false
includedNamespaces:

- postgresqgl
itemOperationTimeout: 4hOmOs
snapshotMoveData: true
storagelLocation: velero-sample-1
ttl: 720hOmOs

Project: openshift-adp

alled erators » Operator details

‘ OADP Operator
14.0 provided by Red Hat Actions

Repository Backup BackupStoragel letel kupRe

Backups

Name =

Name Kind Status

B o Backup Phase: & Completed

Sie kénnen auf die Registerkarte Alle Instanzen klicken, um die verschiedenen Objekte anzuzeigen, die
erstellt werden und verschiedene Phasen durchlaufen, bis sie schliel3lich zur Phase abgeschlossen der
Sicherung gelangen.

Eine Sicherung der Ressourcen im Namespace ,postgresql wird am Object Storage-Speicherort (ONTAP
S3) gespeichert, der im ,backuplLocation” in der OADP-Spezifikation angegeben ist.



Wiederherstellen auf einem zweiten Cluster
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Voraussetzungen fiir Cluster 2

» Trident muss auf Cluster 2 installiert sein.

Die PostgreSQL-App darf NICHT bereits im PostgreSQL-Namespace installiert sein.

Der OADP-Operator muss auf Cluster 2 installiert sein und der BackupStorage-Speicherort muss auf
denselben Objektspeicherort verweisen, an dem die Sicherung vom ersten Cluster gespeichert
wurde.

Der Backup-CR muss vom zweiten Cluster aus sichtbar sein.

[root@localhost ~]# oc get pods -n trident

NAME READY  STATUS AGE
rident-controller-6799cfb77f-8rzvk 6/6 Running 2d7h
rident-node-linux-7wvjz 2/2 Running 2d7h
trident-node-1linux-8vvm2 2/2 Running 2d7h
rident-node-linux-bgs6f 2/2 Running 2d7h
rident-node-linux-njwb8 2/2 Running 2d7h
rident-node-1linux-scqjl 2/2 Running 2d7h
trident-node-linux-swr69 2/2 Running 2d7h
rident-operator-b88b86fc8-7fk68 1/1 Running 2d7h
[root@localhost ~J# _

o

RPN ONON

ASS REASON AGE
11m

2d7

Project: openshift-adp =

alled Operat > Operator details

‘ OADP Operator
14.0 provided by Red Hat Actions w

BackupStoragelLocations

Name Kind Status

- tainer-demo- BackupStoragelLocation Phase: Available




nstalled Operators > Opel

QADP Operator
‘ 14.0 provided by Red Hat Actions v
Details YAML Subscription Ev Allinstances BackupRepository Backup BackupStoragelocation DeleteBackupRequest DownloadRequest
Backups Create Backup
Name <«  Searchbyname
Name Kind Status Labels Last updated
® backup Backup Phase: @ Completed velero.io/storage-locati...=velero-sampl @ vl 25,20 39 PM

Stellen Sie die App auf diesem Cluster aus der Sicherung wieder her. Verwenden Sie das folgende YAML,
um die Wiederherstellungs-CR zu erstellen.

apiVersion: velero.io/vl
kind: Restore
apiVersion: velero.io/vl
metadata:

name: restore

namespace: openshift-adp
spec:

backupName: backup

restorePVs: true

Wenn die Wiederherstellung abgeschlossen ist, sehen Sie, dass die PostgreSQL-App auf diesem Cluster
ausgefihrt wird und mit dem PVC und einem entsprechenden PV verknupft ist. Der Zustand der App ist
derselbe wie zum Zeitpunkt der Sicherung.

Project: openshift-adp =
Installed Operators » Operator details

OADP Operator
‘ Actions w

14.0 provided by Red Hat

elLocation DeleteBackupRequest DownloadRequest ackup PodVolumeRestore Restore Schedule Server
b »
Restores
Name = Search by name
Name Kind Status
@ restore Restore Phase: & Completed
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Wiederherstellen einer App aus einem Backup

In diesem Abschnitt wird beschrieben, wie Sie Apps aus einer Sicherung
wiederherstellen.

Voraussetzungen

Um eine Wiederherstellung aus einer Sicherung durchzufihren, gehen wir davon aus, dass der Namespace, in
dem die App vorhanden war, versehentlich geléscht wurde.

| root@localhost ~|# oc get pods -n postgresql
NAME READY  STATUS RESTARTS AGE
postgresql-0 1/1 Running © 102s
[ root@localhost ~]# oc delete ns postgresql
namespace "postgresql”™ deleted

[ root@localhost ~]#
[ root@localhost ~]#
[ root@localhost ~]# oc get pods -n postgresql
No resources found in postgresgl namespace.

[ root@localhost ~]#
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Wiederherstellen im selben Namespace

Um die Wiederherstellung aus der gerade erstellten Sicherung durchzufiihren, miissen wir eine
benutzerdefinierte Wiederherstellungsressource (CR) erstellen. Wir missen ihm einen Namen geben,
den Namen des Backups angeben, aus dem wir wiederherstellen mochten, und die RestorePVs auf ,true”
setzen. Weitere Parameter kdnnen wie in der Abbildung gezeigt eingestellt werden."Dokumentation" .
Klicken Sie auf die Schaltflache ,Erstellen®.

Project: openshift-adp +

Installed Operators > Operator details
OADP Operator
‘ 1.3.0 provided by Red Hat Actions w

lest DownloadRequest PodVolumeBackup PodVolumeRestore Restore Schedule ServerStatusRequest VolumeSnar

3

apiVersion: velero.io/vl
kind: Restore
apiVersion: velero.io/vl
metadata:
name: restore
namespace: openshift-adp
spec:
backupName: backup-postgresgl-ontaps3
restorePVs: true

Wenn die Phase als abgeschlossen angezeigt wird, kdnnen Sie sehen, dass die App in den Zustand
zurlckversetzt wurde, in dem sie sich zum Zeitpunkt der Erstellung des Snapshots befand. Die App wird
im selben Namespace wiederhergestellt.

Project: openshift-adp

Operators » Operator details

QADP Operator
‘ Actions w

1.3.0 provided by Red Hat

Restore Schedule ServerStatusRequest VolumeSi

est DownloadRequest PodVolumeBackup

Restores

Name w Search by name
Name Kind Status Labels
@ restorel Restore Phase: @ Completed No labels i
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lo resources found in postgresql namespace.

[ root@localhost ~|# oc get pods -n postgresql

NAME READY  STATUS RESTARTS AGE
postgresql-0 a/1 ContainerCreating 0 16s
[root@localhost ~]# oc get pods -n postgresql

NAME READY  STATUS RESTARTS AGE

postgresgl-8 0/1 Running © 22s
[root@localhost ~]# oc get pods -n postgresql
NAME READY  STATUS RESTARTS AGE
postgresql-@ /1 Running © 29s
[root@localhost ~]# oc get pods -n postgresql
NAME READY  STATUS RESTARTS AGE

postgresql-@ 1/1 Running © 37
[root@localhost ~]#




Wiederherstellen in einem anderen Namespace

Um die App in einem anderen Namespace wiederherzustellen, kénnen Sie in der YAML-Definition des
Restore CR ein NamespaceMapping angeben.

Die folgende YAML-Beispieldatei erstellt eine Wiederherstellungs-CR, um eine App und ihren

persistenten Speicher aus dem PostgreSQL-Namespace in den neuen Namespace ,postgresql-restored”
wiederherzustellen.

apiVersion: velero.io/vl
kind: Restore
metadata:
name: restore-to-different-ns
namespace: openshift-adp
spec:
backupName: backup-postgresgl-ontaps3
restorePVs: true
includedNamespaces:
- postgresqgl
namespaceMapping:
postgresqgl: postgresgl-restored

Wenn die Phase als abgeschlossen angezeigt wird, kdnnen Sie sehen, dass die App in den Zustand
zurlickversetzt wurde, in dem sie sich zum Zeitpunkt der Erstellung des Snapshots befand. Die App wird

in einem anderen Namespace wiederhergestellt, wie im YAML angegeben.

©
1
I 0
I Project: virtual-machines = I
VirtualMachines
[
Y Fiter Name =  Searchby name. / m J=1of1
Mame 1 Status Conditions Node
@D heis-dema-ym2 < Running @ acp-worker!
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Wiederherstellen in einer anderen Speicherklasse

Velero bietet eine allgemeine Mdglichkeit, die Ressourcen wahrend der Wiederherstellung durch Angabe
von JSON-Patches zu andern. Die JSON-Patches werden auf die Ressourcen angewendet, bevor sie
wiederhergestellt werden. Die JSON-Patches werden in einer Konfigurationszuordnung angegeben und
auf die Konfigurationszuordnung wird im Wiederherstellungsbefehl verwiesen. Mit dieser Funktion kénnen
Sie die Wiederherstellung mithilfe einer anderen Speicherklasse durchflhren.

Im folgenden Beispiel verwendet die App wahrend der Bereitstellung ontap-nas als Speicherklasse fur

ihre persistenten Volumes. Es wird ein Backup der App mit dem Namen backup-postgresql-ontaps3
erstellt.

Project: virtual-machines-demo =

VirtualMachines » VirtualMachine details

1D rhel9-demo-vm1 g runaing QP ML Actions ~

QOverview Details Metrics YAML Configuration Events Console Snapshots Diagnostics
Disks®
Disk:
Add disk
ork
Y Fiter = Se y € ) Mount Windows drivers disk
q
Name 1 Source Size Drive Interface Storage class
cloudini g D

disk 75GiB D ap-na:
3175 GiB D ntap-na:
Project: openshift-adp
Installed Operators » Operator details
OADP Operator

‘ 131 provided by Red Hat Actions  +
Details AM Subscription Events All instances BackupRepository acku BackupStoragelocation JeleteBackl
Detail YAML Sut pt t Allinst JackupRepository Backup 3 p< jel t DeleteBack

L

Backups

Name =  Search by name
Name Kind Status
@ backup! Backup Phase: @ Completed

Simulieren Sie einen Verlust der App, indem Sie die App deinstallieren.

Um die VM mit einer anderen Speicherklasse wiederherzustellen, beispielsweise der Speicherklasse
ontap-nas-eco, missen Sie die folgenden zwei Schritte ausfiihren:

Schritt 1

Erstellen Sie wie folgt eine Konfigurationszuordnung (Konsole) im OpenShift-ADP-Namespace: Fillen Sie



die Details wie im Screenshot gezeigt aus: Namespace auswahlen: OpenShift-ADP Name: Change-
Ontap-SC (kann ein beliebiger Name sein) Schltssel: Change-Ontap-SC-Config.yaml: Wert:

version: vl

resourceModifierRules:

- conditions:

groupResource: persistentvolumeclaims

resourceNameRegex: "data-postgresqgl*"

namespaces:
- postgresqgl

patches:

- operation:

replace

path: "/spec/storageClassName"

value:

Pods

Deployments
DeploymentConfigs
StatefulSets

Secrets

ConfigMaps

CronJobs

Jobs

DaemonSets

ReplicaSets
ReplicationControllers
HorizontalPodAutoscalers

PodDisruptionBudgets

Virtualization

Overview
Catalog
VirtualMachines
Templates

InstanceTypes

"ontap-nas-eco"

Project: openshift-adp

Edit ConfigMap
Config maps hold key-value pairs that can be used in pods to read application configuration
Configurevia: @® Form view YAML view
Name *
e
A unigue name he Cor the &

true, ensures that data stored in the ConfigMap cannot be updated

Data
O r e Juration t is in UTF-8 range
R
Key *
change-storage-class-configyam
Value

version: vi
resourceModifierRules:
- conditions:

monfoc o ss oonedetontoleselolee

Das resultierende Konfigurationszuordnungsobjekt sollte folgendermal3en aussehen (CLI):
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# kubectl describe cm/change-storage-class-config -n openshift-
adp

Name : change-storage-class—-config
Namespace: openshift-adp
Labels: velero.io/change-storage-class=RestoreltemAction

velero.io/plugin-config=
Annotations: <none>

Data

change-storage-class-config.yaml:
version: vl
resourceModifierRules:
— conditions:
groupResource: persistentvolumeclaims
resourceNameRegex: "“rhel*"
namespaces:
- virtual-machines-demo
patches:
- operation: replace

path: "/spec/storageClassName"
value: "ontap-nas-eco"

BinarxData

Events: <none>

Diese Konfigurationszuordnung wendet die Ressourcenmodifikatorregel an, wenn die Wiederherstellung
erstellt wird. Es wird ein Patch angewendet, um den Speicherklassennamen fir alle persistenten Volume-
Ansprtiche, die mit rhel beginnen, durch ontap-nas-eco zu ersetzen.

Schritt 2
Um die VM wiederherzustellen, verwenden Sie den folgenden Befehl aus der Velero-CLI:

#velero restore create restorel --from-backup backupl --resource
-modifier-configmap change-storage-class-config -n openshift-adp

Die App wird im selben Namespace wiederhergestellt, in dem die persistenten Volume-Anspriche mit der
Speicherklasse ontap-nas-eco erstellt wurden.



Project: virtual-machines-demo ~

Disks ®

Add disk

Y Filter == v Mount Windows drivers disk

Disks

Name 1 Source Size Drive Interface Storage c...

cloudinitdisk ther : Disk

Jisk @@ rhe 3175 GiB Disk virtic ontap-nas-ecc

@ el9- 3175 GiB Disk virtic ontap-nas-ecco

Loschen von Backups und Wiederherstellungen mit Velero

In diesem Abschnitt wird beschrieben, wie Sie mithilfe von Velero Backups und
Wiederherstellungen von Apps auf der OpenShift-Containerplattform I6schen.

Alle Backups auflisten

Sie konnen alle Backup-CRs auflisten, indem Sie das OC CLI-Tool oder das Velero CLI-Tool verwenden.
Laden Sie die Velero CLI gemafl den Anweisungen im"Velero-Dokumentation" .

Loschen einer Sicherung

Sie kdnnen ein Backup-CR |6schen, ohne die Object Storage-Daten zu 16schen, indem Sie das OC CLI-Tool
verwenden. Die Sicherung wird aus der CLI-/Konsolenausgabe entfernt. Da das entsprechende Backup jedoch
nicht aus dem Objektspeicher entfernt wird, wird es erneut in der CLI-/Konsolenausgabe angezeigt.
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root@localhost ~|# oc delete backup backup2 -n openshift-adp
backup.velero.io "backup2" deleted
[root@localhost ~]# oc get backups -n openshift-adp
NAME AGE
backup-postgresqgl-ontaps3 23h
schedulel-20240717070005 6h49m
[root@localhost ~]# oc get backups -n openshift-adp

NAME AGE
backup-postgresql-ontaps3 23h
backup?2 24s
schedulel-20240717070005 6h50m
[root@localhost ~]# _

Wenn Sie das Backup CR UND die zugehdérigen Objektspeicherdaten Il6schen méchten, konnen Sie
dies mit dem Velero CLI-Tool tun.

Loschen der Wiederherstellung

Sie kdnnen das Restore CR-Objekt entweder mit der OC CLI oder der Velero CLI Idschen.
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