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TR-4955: Notfallwiederherstellung mit FSx
ONTAP und VMC (AWS VMware Cloud)

Mit Disaster Recovery Orchestrator (DRO; eine Skriptldsung mit Benutzeroberflache)
konnen Workloads, die vor Ort auf FSx ONTAP repliziert wurden, nahtlos
wiederhergestellt werden. DRO automatisiert die Wiederherstellung von der SnapMirror
Ebene Uber die VM-Registrierung bei VMC bis hin zu Netzwerkzuordnungen direkt auf
NSX-T. Diese Funktion ist in allen VMC-Umgebungen enthalten.

Niyaz Mohamed, NetApp

Uberblick

Die Notfallwiederherstellung in der Cloud ist eine robuste und kostengiinstige Mdglichkeit, die Workloads vor
Site-Ausfallen und Datenbeschadigungen (z. B. Ransomware) zu schitzen. Mit der NetApp SnapMirror
-Technologie kénnen lokale VMware-Workloads auf FSx ONTAP repliziert werden, das in AWS ausgefihrt
wird.

Mit Disaster Recovery Orchestrator (DRO; eine Skriptldsung mit Benutzeroberflache) kénnen Workloads, die
vor Ort auf FSx ONTAP repliziert wurden, nahtlos wiederhergestellt werden. DRO automatisiert die
Wiederherstellung von der SnapMirror Ebene Uber die VM-Registrierung bei VMC bis hin zu
Netzwerkzuordnungen direkt auf NSX-T. Diese Funktion ist in allen VMC-Umgebungen enthalten.

E ViMware Cloud on AWS account (Managed by Viwar
@ VMware Cloud on AWS SDDC Group '
H Viware flc}ud on AWS SDDC |

= @ @ ® ©
——pr.2ee |

’ DRanS Ops Traffic _--"' '
i | :

On-premises Data Center

vCamier Customer Intermel or
H Gabéndry Direct Connect

>

H lll:lln'! dataniocn  dpasione
H —_ TN

I Gatasisrs  Gaiawion  dalmsow G
= (A1 NFE (-TINFS (2a-3) WFS I

3@@ _. ‘

SnapMirror

Storage Infrastructure Orchestrated Fallover 1o VM Amazon FSx for NetApp ONTAP
uzing replicated datastors

Volumes for DR or
TENEOMTIWErS [eCOvery '

' _
|
2 | id=-1
-j:'?i" On-demand DR with I = !
P |Fosicatongoueing | - j
Easy, nondisnipthve Netipp | !

SnapMiror® replication far I | Aty T 1 Mvadnbisty fona 2
NFS datastores

B3 HAPam

‘-":] |
__

Erste Schritte



Bereitstellen und Konfigurieren von VMware Cloud auf AWS

"VMware Cloud auf AWS"bietet eine Cloud-native Erfahrung fir VMware-basierte Workloads im AWS-
Okosystem. Jedes VMware Software-Defined Data Center (SDDC) l4uft in einer Amazon Virtual Private Cloud
(VPC) und bietet einen vollstandigen VMware-Stack (einschlieRlich vCenter Server), NSX-T Software-Defined
Networking, vSAN Software-Defined Storage und einen oder mehrere ESXi-Hosts, die den Workloads Rechen-
und Speicherressourcen bereitstellen. Um eine VMC-Umgebung auf AWS zu konfigurieren, folgen Sie den
Schritten hier"Link" . Ein Pilotlichtcluster kann auch fiir DR-Zwecke verwendet werden.

@ In der ersten Version unterstiitzt DRO einen vorhandenen Pilotlichtcluster. Die On-Demand-
SDDC-Erstellung wird in einer kommenden Version verfiigbar sein.

Bereitstellen und Konfigurieren von FSx ONTAP

Amazon FSx ONTAP ist ein vollstandig verwalteter Service, der duRerst zuverlassigen, skalierbaren,

leistungsstarken und funktionsreichen Dateispeicher bietet, der auf dem beliebten NetApp ONTAP Dateisystem
basiert. Befolgen Sie die Schritte in diesem"Link" zum Bereitstellen und Konfigurieren von FSx ONTAP.

Bereitstellen und Konfigurieren von SnapMirror fur FSx ONTAP

Der nachste Schritt besteht darin, NetApp BlueXP zu verwenden, die bereitgestellte FSx ONTAP Instanz auf
AWS zu ermitteln und die gewiinschten Datenspeichervolumes mit der entsprechenden Haufigkeit und
Aufbewahrung der NetApp Snapshot-Kopien aus einer lokalen Umgebung auf FSx ONTAP zu replizieren:
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Befolgen Sie die Schritte unter diesem Link, um BlueXP zu konfigurieren. Sie kénnen die Replikation auch
Uber die NetApp ONTAP CLI planen, indem Sie diesem Link folgen.

@ Eine SnapMirror -Beziehung ist Voraussetzung und muss vorher erstellt werden.


https://www.vmware.com/products/vmc-on-aws.html
vmw-aws-vmc-setup.html
vmw-aws-vmc-nfs-ds-overview.html

DRO-Installation

Um mit DRO zu beginnen, verwenden Sie das Ubuntu-Betriebssystem auf einer bestimmten EC2-Instance
oder virtuellen Maschine, um sicherzustellen, dass Sie die Voraussetzungen erfiillen. Installieren Sie dann das

Paket.

Voraussetzungen

« Stellen Sie sicher, dass eine Verbindung zum Quell- und Ziel-vCenter und den Speichersystemen besteht.

» Wenn Sie DNS-Namen verwenden, sollte eine DNS-Aufldsung vorhanden sein. Andernfalls sollten Sie IP-
Adressen fir das vCenter und die Speichersysteme verwenden.

« Erstellen Sie einen Benutzer mit Root-Berechtigungen. Sie kénnen sudo auch mit einer EC2-Instanz
verwenden.

OS Anforderungen
* Ubuntu 20.04 (LTS) mit mindestens 2 GB und 4 vCPUs

* Die folgenden Pakete mussen auf der vorgesehenen Agent-VM installiert werden:

o Docker
o Docker-Compose

qu

Berechtigungen andern fir docker.sock : sudo chmod 666 /var/run/docker.sock.

(D Der deploy. sh Das Skript fuhrt alle erforderlichen Voraussetzungen aus.

Installieren des Pakets

1. Laden Sie das Installationspaket auf die angegebene virtuelle Maschine herunter:

git clone https://github.com/NetApp/DRO-AWS.git

(D Der Agent kann vor Ort oder in einem AWS VPC installiert werden.

2. Entpacken Sie das Paket, flihren Sie das Bereitstellungsskript aus und geben Sie die Host-IP ein (z. B.
10.10.10.10).

tar xvf DRO-prereq.tar
3. Navigieren Sie zum Verzeichnis und fiihren Sie das Bereitstellungsskript wie folgt aus:
sudo sh deploy.sh

4. Greifen Sie auf die Benutzeroberflache zu, indem Sie Folgendes verwenden:



https://<host-ip-address>
mit den folgenden Standardanmeldeinformationen:

Username: admin

Password: admin

@ Das Passwort kann tUber die Option ,Passwort andern“ geadndert werden.

1 NetApp FS\({..)
/N

@] Disaster Recovery Qrchestrator

DRO-Konfiguration

Nachdem FSx ONTAP und VMC ordnungsgemalf’ konfiguriert wurden, kénnen Sie mit der Konfiguration von
DRO beginnen, um die Wiederherstellung lokaler Workloads auf VMC mithilfe der schreibgeschitzten
SnapMirror -Kopien auf FSx ONTAP zu automatisieren.

NetApp empfiehlt, den DRO-Agenten in AWS und auch in derselben VPC bereitzustellen, in der FSx ONTAP
bereitgestellt wird (es kann auch eine Peer-Verbindung bestehen), damit der DRO-Agent Gber das Netzwerk
mit Ihren lokalen Komponenten sowie mit den FSx ONTAP und VMC-Ressourcen kommunizieren kann.

Der erste Schritt besteht darin, die lokalen und Cloud-Ressourcen (sowohl vCenter als auch Speicher) zu
ermitteln und zu DRO hinzuzufiigen. Offnen Sie DRO in einem unterstiitzten Browser, verwenden Sie den
Standardbenutzernamen und das Standardkennwort (admin/admin) und fligen Sie Sites hinzu. Websites
kdnnen auch mithilfe der Option ,Entdecken® hinzugeflgt werden. Fligen Sie die folgenden Plattformen hinzu:

» Vor Ort

o Lokales vCenter



o ONTAP -Speichersystem
* Wolke

o VMC vCenter

o FSx ONTAP

M NetApp Disaster Recovery Orchestrator o Dashboard Discover Resource Groups Replication Plans Job Monitoring

Add New Site o Site Type @ Site Details @ vCenter Details @ Storage Details ®

Site Type

am O

Source Destination

Continue

M NetApp Disaster Recovery Orchestrator S0 Dashboard Discover Resource Groups Replication Plans Job Monitoring

Site Type Site Location
2 2 =1 2 =" @1 =0 @1
Sites vCenters Storages
Source Destination On Prem Cloud

Site Name - Site Type = = | vCenter 5 Storage - VM List Discovery Status
Cloud Destination Cloud 1 1 = 4423522388 (2) Success
On Prem Source On Prem 1 1 View VM List = 172.21.253.160 () Success

Nach dem Hinzufligen fihrt DRO eine automatische Erkennung durch und zeigt die VMs an, die Uber
entsprechende SnapMirror Replikate vom Quellspeicher bis zu FSx ONTAP verfiigen. DRO erkennt
automatisch die von den VMs verwendeten Netzwerke und Portgruppen und fullt sie.
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Der nachste Schritt besteht darin, die erforderlichen VMs in Funktionsgruppen zu gruppieren, die als
Ressourcengruppen dienen.

Ressourcengruppierungen

Nachdem die Plattformen hinzugeflgt wurden, kénnen Sie die VMs, die Sie wiederherstellen mdchten, in
Ressourcengruppen gruppieren. Mit DRO-Ressourcengruppen kénnen Sie eine Reihe abhangiger VMs in
logische Gruppen gruppieren, die ihre Startreihenfolgen, Startverzégerungen und optionalen
Anwendungsvalidierungen enthalten, die bei der Wiederherstellung ausgefiihrt werden kénnen.

Fuhren Sie die folgenden Schritte aus, um mit der Erstellung von Ressourcengruppen zu beginnen:

1. Greifen Sie auf Ressourcengruppen zu und klicken Sie auf Neue Ressourcengruppe erstellen.

2. Wahlen Sie unter Neue Ressourcengruppe die Quellsite aus der Dropdown-Liste aus und klicken Sie auf
Erstellen.

3. Geben Sie Ressourcengruppendetails ein und klicken Sie auf Weiter.
4. Wahlen Sie mithilfe der Suchoption die entsprechenden VMs aus.

5. Wahlen Sie die Startreihenfolge und Startverzégerung (Sek.) fur die ausgewahlten VMs aus. Legen Sie die
Reihenfolge der Einschaltsequenz fest, indem Sie jede VM auswahlen und die Prioritat dafir festlegen.
Drei ist der Standardwert fiir alle VMs.

Die Optionen sind wie folgt:

1 — Die erste virtuelle Maschine, die eingeschaltet wird. 3 — Standard. 5 — Die letzte virtuelle Maschine, die
eingeschaltet wird.

6. Klicken Sie auf Ressourcengruppe erstellen.



Replication Plans Job Monitoring

i NetApp Disaster Recovery Orchestrator *,  Dashboard | Discover

B : ) 8 3
Resource Group Site vCenter Virtual Machines
Resource Group Name =  Source vCenter
DemoRG1 On Prem 172.21.253.160 View VM List
Replikationsplane

Sie bendtigen einen Plan zur Wiederherstellung von Anwendungen im Katastrophenfall. Wahlen Sie die Quell-
und Ziel-vCenter-Plattformen aus der Dropdown-Liste aus und wahlen Sie die Ressourcengruppen aus, die in
diesen Plan aufgenommen werden sollen, zusammen mit der Gruppierung, wie Anwendungen
wiederhergestellt und eingeschaltet werden sollen (z. B. Domanencontroller, dann Tier-1, dann Tier-2 usw.).
Solche Plane werden manchmal auch als Blaupausen bezeichnet. Um den Wiederherstellungsplan zu
definieren, navigieren Sie zur Registerkarte Replikationsplan und klicken Sie auf Neuer Replikationsplan.

Fuhren Sie die folgenden Schritte aus, um mit der Erstellung eines Replikationsplans zu beginnen:

1. Greifen Sie auf Replikationsplane zu und klicken Sie auf Neuen Replikationsplan erstellen.

Replication Plans Job Monitoring

M NetApp Disaster Recovery Orchestrator Dashboard Discover Resource Groups

Source Details Destination Details

1 Gl 1 B @1 B @1

Replication Plans Resource Groups Sites vCenters Sites vCenters

1 aplication fian Q 0 |

S Active Site

(2 Source () Active (© Healthy On Prem Cloud Resource Groups

2. Geben Sie unter Neuer Replikationsplan einen Namen flr den Plan ein und fiigen Sie
Wiederherstellungszuordnungen hinzu, indem Sie die Quellsite, das zugehdrige vCenter, die Zielsite und

das zugehdrige vCenter auswahlen.



M NetApp Disaster Recovery Orchestrator s Dashboard Discover Resource Groups Replication Plans Job Monitoring

Create New Replication

Pl o Replication Plan and Site Details @ Select Resource Groups @) Set Execution Order @ Set VM Details x
an

Replication Plan Details

Plan Name
Recovery Mapping
Source Site Destination Site
Select Source Site v Select Destination Site
Source vCenter Destination vCenter
Select Source vCenter - Select Destination vCenter
Pre-requisite - You must configure SnapMirror relationships between the source site and target site to
~~ create successful replication plan

Continue

3. Wahlen Sie nach Abschluss der Wiederherstellungszuordnung die Clusterzuordnung aus.

M NetApp Disaster Recovery Orchestrator b Dashboard Discover Resource Groups Replication Plans Job Monitering

Create New Replication

@ Replication Pian and Site Details (2) select Resource Groups (3) sst Execution Order (@) set VM Details x
Plan ~

Replication Plan Details

Plan Name
DemoRP
Recovery Mapping
Source Site Destination Site
On Prem - Cloud
Source vCenter Destination vCenter
172.21.253.160 - 44.235.223.88
Cluster Mapping
Source Site Resource Destination Site Resource
TempCluster - Cluster-1 - Add
Source Resource Destination Resource
A300-Cluster01 Cluster-1 Delete

Continue

4. Wahlen Sie Ressourcengruppendetails und klicken Sie auf Weiter.

5. Legen Sie die Ausfiihrungsreihenfolge flir die Ressourcengruppe fest. Mit dieser Option kénnen Sie die
Reihenfolge der Vorgange auswahlen, wenn mehrere Ressourcengruppen vorhanden sind.

6. Wenn Sie fertig sind, wahlen Sie die Netzwerkzuordnung zum entsprechenden Segment aus. Die
Segmente sollten bereits in VMC bereitgestellt sein. Wahlen Sie daher das entsprechende Segment aus,
um die VM zuzuordnen.

7. Basierend auf der Auswahl der VMs werden Datenspeicherzuordnungen automatisch ausgewahit.



SnapMirror ist auf Lautstarke eingestellt. Daher werden alle VMs zum Replikationsziel

@ repliziert. Stellen Sie sicher, dass Sie alle VMs auswahlen, die Teil des Datenspeichers sind.
Wenn sie nicht ausgewahlt sind, werden nur die VMs verarbeitet, die Teil des
Replikationsplans sind.
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8. Unter den VM-Details kdnnen Sie optional die CPU- und RAM-Parameter der VM anpassen. Dies kann
sehr hilfreich sein, wenn Sie groRe Umgebungen auf kleineren Zielclustern wiederherstellen oder DR-Tests
durchflhren, ohne eine 1:1-physikalische VMware-Infrastruktur bereitstellen zu missen. Dartber hinaus
koénnen Sie die Startreihenfolge und die Startverzégerung (Sekunden) flr alle ausgewahlten VMs in den
Ressourcengruppen andern. Es gibt eine zusatzliche Option zum Andern der Startreihenfolge, wenn
Anderungen an den bei der Auswahl der Startreihenfolge der Ressourcengruppe ausgewahlten
vorgenommen werden missen. Standardmafig wird die bei der Ressourcengruppenauswahl festgelegte
Startreihenfolge verwendet. In dieser Phase kdnnen jedoch beliebige Anderungen vorgenommen werden.



M NetApp Disaster Recovery Orchestrator oy Dashboard Discover Resource Groups Replication Plans Job Monitoring

Create New Replication Plan ~ | Replication Plan and Site Details ) Select Resource Groups ) SetExecution Order () Set VM Details 2
VM Details
3vMs o
lame Boot Order @

VM N No. of CPUs Memory (MB) NIC/IP i

Resource Group : DemoRG1

Mini_Test01 1 2048 Static ) 3
® Dynamic

Mini_Test02 1 2048 Static ) 2
® Dynamic

Mini_Test03 /| 2048 J Static ) g
® Dynamic

Previous Create Replication Plan |

9. Klicken Sie auf Replikationsplan erstellen.

M NetApp Disaster Recovery Orchestrator o Dashboard Discover Resource Groups e ns Job Monitoring

Source Details Destination Details
2 ] B @1 B @1
Replication Plans Resource Groups aihtes ety Sies UCaars

2 Replication Plans a9 Create New Replication Plan

DemoRP (@) Source @ Active (D) Not Available On Prem Cloud Resource Groups
DemoRP (%) Source @ Active (2) Heaithy On Prem Cloud Resource Groups

Nachdem der Replikationsplan erstellt wurde, kann je nach Bedarf die Failover-Option, die Test-Failover-
Option oder die Migrationsoption ausgefihrt werden. Wahrend der Failover- und Test-Failover-Optionen wird
die aktuellste SnapMirror -Snapshot-Kopie verwendet, oder es kann eine bestimmte Snapshot-Kopie aus einer
Point-in-Time-Snapshot-Kopie ausgewahlt werden (gemaf der Aufbewahrungsrichtlinie von SnapMirror). Die
Point-in-Time-Option kann sehr hilfreich sein, wenn Sie mit einem Korruptionsereignis wie Ransomware
konfrontiert sind, bei dem die aktuellsten Replikate bereits kompromittiert oder verschlisselt sind. DRO zeigt
alle verfligbaren Zeitpunkte an. Um ein Failover auszulésen oder ein Failover mit der im Replikationsplan
angegebenen Konfiguration zu testen, kdnnen Sie auf Failover oder Failover testen klicken.

10



M NetApp Disaster Recovery Orchestrator Dashboard Discover Resource Groups Replication Plans Job Monitoring

Source Details Destination Details
. ! a8 @1 B @1
Replication Plans Resource Groups Ehei ol ey  rere

2 Replication Plans Q9 Create New Replication Plan

Plan Name Status Compliance Source Site - Destination Site

DemoRP () Seurce ) Active (&) Healthy On Prem Cloud Resource Groups [e5)]
Plan Details
DemoRP () Source ) Active (© Healthy On Prem Cloud Resource
Edit Plan
Fallover
Test Failover
Migrate

Run Compliance

Delete Plan

Failover Details X

Volume Snapshot Details

|O Use latest snapshot ©
Select specific snapshot @

Start Failover

Der Replikationsplan kann im Aufgabenmeni Gberwacht werden:
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M NetApp Disaster Recovery Orchestrator o Dashboard Discover Resource Groups Replication Plans Job Monitoring

Back
Failover Steps
Replication Plan: DemoRP
v Breaking SnapMirror relationships (in parallel) @Sucmss 11.3 Seconds (&
v Mounting volumes and creating datastores (in parallel) @Su:cess 347 Seconds (D
v Registering VMs (in parallel) @Suc:ess 13.2 Seconds ©
R Powering on VM in protection group - DemoRG1 - in target (<) Success 95.8 Seconds (O
v Updating replication status () Success 0.5 Seconds (D

Nachdem das Failover ausgelost wurde, konnen die wiederhergestellten Elemente im VMC vCenter (VMs,
Netzwerke, Datenspeicher) angezeigt werden. StandardmaRig werden die VMs im Workload-Ordner
wiederhergestellt.
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Failback kann auf Replikationsplanebene ausgeldst werden. Fir ein Test-Failover kann die Teardown-Option
verwendet werden, um die Anderungen riickgéngig zu machen und die FlexClone -Beziehung zu entfernen.
Das mit dem Failover verbundene Failback ist ein zweistufiger Prozess. Wahlen Sie den Replikationsplan und
dann Datensynchronisierung umkehren aus.
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N NetApp Disaster Recovery Orchestrator Dashboard Discover Resource Groups Replication Plans Job Manitoring

Source Details Destination Details
2 Bl B @ @
Replication Plans Resource Groups ahes SCaers Gt
2 Replication Plans Q9

Destination Site

DemoRP () Destination (D) Running In Failover h () Healthy On Prem Cloud Resource Groups (o)

Plan Details
DemoRP (2 Source ) Active (2 Healthy On Prem Cloud Rosoirce

Reverse Data Sync

M NetApp Disaster Recovery Orchestrator s Dashboard Discover Resource Groups Repiication Plans Job Monitoring

Back
Reverse Data Sync Steps
Replication Plan: DemoRP
v Powering off VMs in protection group - DemoRG1 - in source ) Inprogress -
v Reversing SnapMirror relationships (in paraliel) + Initialized -®©

Nach Abschluss kénnen Sie ein Failback auslésen, um zum urspriinglichen Produktionsstandort
zurlickzukehren.

M NetApp Disaster Recovery Orchestrator Dashboard Discover Resource Groups ation 5 Job Monitoring

Source Details Destination Details
g 2 B @ of @1
Replication Plans Resource Groups Sites NCEtsrs Sites vOMNtSiS

2 Replication Plans (- We) Create New Replication Plan

Plan Name Active Site

DemoRP () Destination (=) Active (©) Healthy On Prem Cloud

)

Plan Detalls

DemoRP () Source () Active (2) Healthy On Prem Cloud Resource
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M NetApp Disaster Recovery Orchestrator i Dashboard Discover Resource Groups Replication Plans Job Monitoring

Back
Failback Steps
Replication Plan: DemoRP
v Powering off VMs in protection group - DemoRG1 - in target ( Inprogress =@
v Unregistering VMs in target (in parallel) v Initialized -
v Unmounting volumes in target (in paralief)  Initialized -
v Breaking reverse SnapMirror relatianships (in parallel) « Initialized No)
Vv Updating VM networks (in parallel) + Initialized -@
v Powering on VMs in protection group - DemoRG1 - in source + Initialized -0
v Deleting reverse SnapMirror relationships (in paraliel) + Initialized -0
~ Resuming SnapMirror relationships to target (in parallef) + Initialized -@

In NetApp BlueXP kdénnen wir sehen, dass die Replikationsintegritat fur die entsprechenden Volumes
(diejenigen, die VMC als Lese-/Schreib-Volumes zugeordnet wurden) abgebrochen wurde. Wahrend des Test-
Failovers ordnet DRO das Ziel- oder Replikat-Volume nicht zu. Stattdessen erstellt es eine FlexClone Kopie
der erforderlichen SnapMirror (oder Snapshot-)instanz und stellt die FlexClone -Instanz bereit, die keine
zusatzliche physische Kapazitat fur FSx ONTAP verbraucht. Dieser Prozess stellt sicher, dass das Volume
nicht geandert wird und Replikationsauftrage auch wahrend DR-Tests oder Triage-Workflows fortgesetzt
werden kénnen. Darlber hinaus stellt dieser Prozess sicher, dass bei auftretenden Fehlern oder der
Wiederherstellung beschadigter Daten die Wiederherstellung bereinigt werden kann, ohne dass die Gefahr
besteht, dass das Replikat zerstort wird.
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Ransomware-Wiederherstellung

Die Wiederherstellung nach Ransomware kann eine gewaltige Aufgabe sein. Insbesondere kann es fur IT-
Organisationen schwierig sein, den sicheren Zeitpunkt der Riickkehr zu bestimmen und, sobald dieser ermittelt
ist, wiederhergestellte Workloads vor wiederkehrenden Angriffen beispielsweise durch ruhende Malware oder
anfallige Anwendungen zu schitzen.

DRO geht auf diese Probleme ein, indem es lhnen erméglicht, Ihr System von jedem verfiigbaren Zeitpunkt
aus wiederherzustellen. Sie kdnnen Workloads auch in funktionsfahige und dennoch isolierte Netzwerke
zurlickverlagern, sodass Anwendungen an einem Standort funktionieren und miteinander kommunizieren
kénnen, an dem sie keinem Nord-Sud-Verkehr ausgesetzt sind. Dies bietet lnrem Sicherheitsteam einen
sicheren Ort, um forensische Untersuchungen durchzufiihren und sicherzustellen, dass keine versteckte oder
schlafende Malware vorhanden ist.

Vorteile

» Nutzung der effizienten und belastbaren SnapMirror -Replikation.
» Wiederherstellung zu jedem verflgbaren Zeitpunkt mit Aufbewahrung der Snapshot-Kopie.

 Vollstdndige Automatisierung aller erforderlichen Schritte zur Wiederherstellung von Hunderten bis
Tausenden von VMs aus den Schritten zur Speicher-, Rechen-, Netzwerk- und Anwendungsvalidierung.

» Workload-Wiederherstellung mit ONTAP FlexClone -Technologie unter Verwendung einer Methode, die
das replizierte Volume nicht andert.

> Vermeidet das Risiko einer Datenbeschadigung bei Volumes oder Snapshot-Kopien.
> Vermeidet Replikationsunterbrechungen wahrend DR-Test-Workflows.

> Mdgliche Verwendung von DR-Daten mit Cloud-Computing-Ressourcen fur Workflows Uber DR hinaus,
wie z. B. DevTest, Sicherheitstests, Patch- oder Upgrade-Tests und Fehlerbehebungstests.

* CPU- und RAM-Optimierung zur Senkung der Cloud-Kosten durch die Méglichkeit der Wiederherstellung
auf kleineren Computerclustern.
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